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Introduction. A few years ago, in a short paper (4) Ryser introduced an 
interesting topic in number theory, viz. the connection between integer 
matrices (i.e., matrices having only integers as their elements) satisfying 
certain conditions and 0-1 matrices (i.e., matrices that have no element 
different from 0 and 1). In this series of papers we shall pursue this topic 
further. 

To make the statements of our theorems short we introduce some ter
minology. We need the definitions of certain 0-1 matrices related to a few 
well-known combinatorial configurations. By an incidence matrix of a balanced 
incomplete block (b.i.b. for conciseness) design we mean a 0-1 matrix with 
v rows and b columns, such that the sum of the elements in each column of 
A is k, k < v, and the scalar product of any two row vectors of A is X, X ^ 0. 
I t easily follows that the sum of the elements in any row of A is a constant, 
say r, and then 

bk = vr and X(v — 1) = r(k — 1). 

One can also infer that b > v; see (3). Clearly A A' has r down its main dia
gonal and X elsewhere. If b = v, A is called an incidence matrix of a sym
metrical b.i.b. design (or a v-k-X configuration). If b = nr, where n > 2 is 
an integer, and A is such that its nr columns can be divided into r disjoint 
classes, each class containing n column vectors, and the scalar product of 
any two column vectors in each class is 0, then A is defined to be an inci
dence matrix of a resolvable b.i.b. design. Such an incidence matrix can be 
written as A = (Ai, A2, AT) where each A t is a v X n submatrix of A 
and each row sum of A t is 1 (i — 1, 2, . . . , r). If the incidence matrix of a 
resolvable b.i.b. design satisfies the extra condition b = v + r — 1, then it is 
called an incidence matrix of an affine resolvable b.i.b. design. The genesis 
of these terms can be found in (3). 

If r and X are positive integers, r > X, Hasse-Minkowski's classical theorem 
in the arithmetical theory of quadratic forms directly furnishes necessary and 
sufficient conditions on r, X, and v for the existence of a v X v matrix A with 
rational numbers as its elements such that A A' has r down its main diagonal 
and X elsewhere. These conditions are the following: 

(i) (r — X)0-1 is a perfect square, 
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(ii) (r — \)x2 + ( — l)5(t^1)Xy2 = z2 is solvable in rational integers x, y, z, 
not all 0; see (5; 1; 2). Plainly these conditions become necessary for the 
existence of an incidence matrix of a symmetrical b.i.b. design. 

Hasse-Minkowski's theorem deals with square matrices whose elements are 
in the field of rational numbers. An extension of their theorem for rectangular 
matrices has not yet been obtained. The discovery of an analogous theorem 
for square matrices with their elements in the ring of integers, as is well 
known, is a classical unsolved problem in number theory. In view of this 
lack of knowledge, we have assumed, in each of the following theorems, the 
existence of a matrix (without stating conditions on its elements) which can 
be factored into an integer matrix and its transpose; then we have sought 
conditions on the elements so as to make one of the factors an incidence 
matrix of one of the combinatorial configurations given above. 

Our first theorem shows a connection between an integer matrix and an 
incidence matrix of a symmetrical b.i.b. design. 

THEOREM 1. Let A be a v X v integer matrix such that 

(1.1) AA' = 

r i X X . . . X 

X f2 X . . . X 

X X X . . . rv 

and (i) each rt — X is odd, i = 1,2, . . . ,v and X ̂  0, 

(io i <r*-v~1 = -r-ï> 
i=i r — h 

where r — X is a positive integer, 
(iii) r — X + Xv = r2h 9e 0, where h is square-free, and 
(iv) the greatest square dividing a is relatively prime to a where a, a', b, b', 

are integers defined by 

lXh/(r - X) = a lb, lrh/(r - X) = a'/V 

with {a, b) = (a', V) = 1 and I denoting the least common multiple of the 
(rt — \)'s. Then either A is the incidence matrix of a symmetrical b.i.b. design 
or becomes one when some of its columns are multiplied by —1. 

Proof. Let A = (ai3), i, j = 1, 2, . . . , v. Put dt = rt — X (i = 1, 2 . . . v) 
and let J^ stand for 2]%=i. 

We notice that A is non-singular; for by (1.1), (i), (ii), and (iii) 

0 < \AA'\ = f l (1 + \ £ 0 < * , = ( f l d) (r - X + \v)(r - X)"1 ^ 0. 
i=i \ i=i / 

Next, no two d/s can be negative, for dt + dj gives the square of the length 
of a vector which is the difference of the ith and j th row vectors of A, i 9e j . 
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We introduce a set of rational variables Let 

(1.2) Ad = 

Xi Xi 

(-X)*' 
( -X)* 

( -X) i 

-r(-x)*J 

Xi M 

X2 

= 

r 

X»_ r 

where the last row vector is such that its scalar product with the previous 
rows is 0. In other words, the x i s are the roots of the consistent system of 
equations 

(1.3) 

Clearly the x j s are rational numbers. If one or more of them are negative 
we multiply the corresponding columns by —1 and get a modified matrix 
that satisfies all the conditions of the hypothesis, but in (1.3) all the x / s 
are non-negative. Without changing the notation, we shall assume that A 
itself is the modified matrix and in (1.3), xt > 0 (i = 1, 2, . . . , v). With 
this convention we now show that A is an incidence matrix. 

I t is easy to see that as dt ^ 0, the row vectors of A0 are linearly inde
pendent in the field of complex numbers. So A 0 is non-singular. Now A o A 0 ' 
is a diagonal matrix D with d\, d2, . . . , dVJ w down the main diagonal, where 

(1.4) W = ^Xt r2\~l ^ 0. 

From AQ D~1AQ = / , where / is the identity matrix, we obtain, by com
paring terms on both sides, 

(1.5) au
2 dr1 + au

2 d*-1 + . . . + avi
2 dv^ + xt

2 w~l = 1 
(i = 1,2, . . . , » ) , 

(1.6) au dij dr1 + a2i a2j dr1 + . . . + avi avj dv~
l + xt Xj w~l = 0 

(i ?* j',ij = 1, 2, . . . ,v), 

(1.7) au dr1 + a2i d2~
l + . . . + avi dv~

l + xt r(\w)-1 = 0 
(i = 1 , 2 , . . . , » ) , 

(1.8) - X ^ r 1 - A^-1 - . . . - Xd-1 - r2{\w)~l = 1. 

From (1.8), (ii) and (iii) of the hypothesis, 

(1.9) « r 1 = - (1 + XE^"1) = - ( 1 + Xw/(r - X))Xr~2 = -h\/(r - X). 

Summing (1.5) over i, we obtain 

(1.10) Zridi~
1 + Zxi'w-1 =v, 

https://doi.org/10.4153/CJM-1966-001-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1966-001-4


4 KULENDRA N. MAJINDAR 

and so by (ii) of the hypothesis and (1.9) 

(1.11) 2 > i 2 = (\v/(r - X))((r - X)/(AX)) = vhr\ 

From (1.11) and (iii) of the hypothesis, r — X + Xv > 0 and then the 
second paragraph and (ii) show that all the d/s are positive. I t follows from 
(1.5) and (1.7) that xt

2lw~l and Xirl{\w)~l are integers, i.e., Xi2l\h/(r — X) 
and Xirlh/(r — X) are integers, i.e., xt

2a/b and Xid'/b' are integers. 
Let a be the greatest square dividing a. Thus a = a2/3, where /5 is square-

free. Clearly, xt = y J a, where yt is an integer, and then yta'/Çab') is also 
an integer. But by (iv) of the hypothesis, (a, a) = 1; hence a\yt and thus xt 

is an integer. Next, no xt can be zero, for then we would have from (1.7) 
and (1.5), on multiplying throughout by the least common multiple / and 
writing lt for the integer l/du 

0 = dak + &2ih + . . . + CLvi h 
(1.12) E= au

2 h + a2i
2 h + . . . + avi

2 lv (mod 2) 
= / = 1 (mod 2) 

and this is a contradiction. I t follows from (1.11) that h = 1 and xt
2 = 1 

and as xt > 0 in (1.3), we have xt = 1 for all i. Subtracting (1.7) from (1.5) 
and remembering that xt = 1 and h = 1, we obtain (using 1.4) 

(1.13) au(au — l)di _ 1 + a2i(a2i — l)d2~
l + . . . + <z„*(a^ — l)dv~

l 

= 1 - w-1 + r(Xw)-1 = (r - F)/(r - X). 

As all d's have been shown to be positive, the terms on the left of (1.13) are 
non-negative; the quantity on the right is also non-negative, and by (iii) of 
the hypothesis, r = r, and each a^ is either 1 or 0. Now from (1.3) and the 
fact that xt = 1, we infer that the row sums of A are equal to r. Moreover, 
from (1.1) Yi = r for all i. So all d /s are equal, and from (1.7) it follows 
that all column sums of A are equal. Consequently, A (or its modification) 
is an incidence matrix for a symmetrical b.i.b. design. 

The above theorem supplements the theorem of Ryser given in (4). The 
condition^that each rt — X is odd is essential. For example, the matrix 

1 - 1 0 0 0 0 1 
1 1 0 0 0 0 1 
0 0 1 - 1 0 0 1 
0 0 1 1 0 0 1 
0 0 0 0 1 - 1 1 
0 0 0 0 1 1 1 
1 0 1 0 1 0 0 

satisfies all the conditions of the theorem except (i) of the hypothesis. Clearly A 
cannot be an incidence matrix for a b.i.b. design. This example is due to 
Ryser (4). 
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