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Hyperbolic one-relator groups
Marco Linton

Abstract. We introduce two families of two-generator one-relator groups called primitive extension
groups and show that a one-relator group is hyperbolic if its primitive extension subgroups are hyper-
bolic. This reduces the problem of characterising hyperbolic one-relator groups to characterising
hyperbolic primitive extension groups. These new groups moreover admit explicit decompositions
as graphs of free groups with adjoined roots. In order to obtain this result, we characterise 2-free
one-relator groups with exceptional intersection in terms of Christoffel words, show that hyper-
bolic one-relator groups have quasi-convexMagnus subgroups and build upon the one-relator tower
machinery developed in previous work of the author.

1 Introduction

Since the introduction of hyperbolic groups by Gromov in the 80’s, a wealth of power-
ful tools have been developed to study them. Thus, when studying a class of groups, a
classification of those that are hyperbolic can be very useful. We here focus on the class
of one-relator groups; that is, groups of the form 𝐹 (Σ)/⟨⟨𝑤⟩⟩, where 𝐹 (Σ) denotes
the free group generated by Σ. The best possible statement that one could hope for is
known as Gersten’s conjecture [Ger92b] which asserts that one-relator groups without
Baumslag–Solitar subgroups are hyperbolic. In this article, we present some progress in
this direction, building on our previous work in [Lin22a,Lin22b].

AMagnus subgroup of a one-relator group is a subgroup generated by a subset of the
generatorsΣ, omitting at least one generatormentioned in the cyclic reduction of𝑤. The
theory of one-relator groups originated in 1930, whenMagnus proved the Freiheitssatz
[Mag30].

Theorem Magnus subgroups of one-relator groups are free.

The proof of the Freiheitssatz makes use of a hierarchy of one-relator groups known
as the Magnus hierarchy: a one-relator group 𝐺 splits as a HNN-extension with one-
relator vertex group 𝐻 of lower ‘complexity’ and where the edge groups are Magnus
subgroups of 𝐻. By understanding the splittings that arise in this way, one may use
induction tomake conclusions about𝐺 . See [MKS66,LS01,Lin22a] for various versions
and applications of the Magnus hierarchy.

Almost a century later, the Magnus hierarchy is still a powerful tool for the study
of one-relator groups. However, the splittings that arise remain somewhat mysterious.
In [Lin22a], the case that𝐺 is a 2-free one-relator groupwas considered in detail: there it
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2 Marco Linton

was shown that if𝐺 is a finitely generated 2-free one-relator group, then𝐺 is hyperbolic
and acts acylindrically on any Bass-Serre tree associated with a one-relator splitting.
When 𝐺 has torsion, the same properties hold [New68, Wis20, Lin22a]. On the other
hand, the fact that Baumslag–Solitar groups cannot act acylindrically on a tree [MO15]
implies that the general case is more complicated.

We say that a one-relator group 𝐹 (Σ)/⟨⟨𝑤⟩⟩ has an exceptional intersection if there are
subsets 𝐴, 𝐵 ⊂ Σ that generate Magnus subgroups and such that the following holds in
the quotient:

⟨𝐴⟩ ∩ ⟨𝐵⟩ ≠ ⟨𝐴 ∩ 𝐵⟩.
These groups were first studied by Collins in [Col04]. Howie then obtained generali-
sations in the context of one-relator products of locally indicable groups in [How05].
Examples of one-relator groups with exceptional intersections include torus knot
groups ⟨𝑎, 𝑏 | 𝑎𝑝 = 𝑏𝑞⟩ and closed orientable surface groups of genus at least two
⟨𝑎1, 𝑏1, ..., 𝑎𝑔, 𝑏𝑔 | [𝑎1, 𝑏1] = [𝑎2, 𝑏2] ...[𝑎𝑔, 𝑏𝑔]⟩.

In [Lin22a], it is shown that if 𝐺 = 𝐻∗𝜓 is a one-relator splitting where 𝐺 does
not contain any Baumslag–Solitar subgroups, 𝐻 is hyperbolic and the edge groups of
the splitting are quasi-convex and do not have exceptional intersection, then 𝐺 acts
acylindrically on its Bass-Serre tree and so is hyperbolic by [BF92]. In light of this (and
Theorem 4.7), when attempting to understand the hyperbolicity of one-relator groups,
the case of interest lies when 𝐻 has an exceptional intersection. In this article, we take
a step in this direction and characterise 2-free one-relator groups with exceptional
intersection.

Theorem 3.17. Let 𝐺 be a one-relator group with exceptional intersection. One of the
following holds:

(1) 𝐺 is 2-free,
(2) there is a two-generator one-relator generalised Baumslag–Solitar subgroup 𝐻 < 𝐺 such

that every non-free two-generator subgroup of 𝐺 is conjugate into 𝐻.

It turns out that 2-free one-relator groups with an exceptional intersection have
presentations of a particular form that can easily be described in terms of Christoffel
words. We call these primitive exceptional intersection groups; see Section 3.1 for their
description. The two-generator generalised Baumslag–Solitar subgroup appearing in
the statement is a 𝑤-subgroup in the sense of [LW22].

Thanks to the dichotomy provided by Theorem 3.17, with a little work we are able
to establish quasi-convexity of Magnus subgroups of all hyperbolic one-relator groups.

Theorem 4.7. Magnus subgroups of hyperbolic one-relator groups are quasi-convex.

As a consequence, we prove Theorem 4.8, a strengthening of the main tool from
[Lin22a]. Note that hyperbolic one-relator groups can have distorted free subgroups
as there are many hyperbolic (finitely generated free)-by-cyclic one-relator groups. See
[Kap99] for an explicit example. Theorem 4.7 was already known in the case of one-
relator groups with torsion byNewman’s Spelling Theorem [New68]. It was also known
in the case of hyperbolic one-relator groups with quasi-convex one-relator hierarchies
[Lin22a].
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Hyperbolic one-relator groups 3

Before stating ourmain result, we introduce two new families of two-generator one-
relator groups. Let 𝑝/𝑞 ∈ Q>0 and denote by

𝐴𝑖, 𝑗 = {𝑎𝑖 , 𝑎𝑖+1, ..., 𝑎 𝑗 } .

The first family is the fundamental group of the following graph of groups:

𝐹 (𝐴0,𝑘−1) 𝐹 (𝐴1,𝑘−1) ∗ ⟨𝑤⟩ 𝐹 (𝐴1,𝑘)⟨𝐴1,𝑘−1 ,𝑥⟩=⟨𝐴1,𝑘−1 ,𝑤
𝑝 ⟩ ⟨𝐴1,𝑘−1 ,𝑤

𝑞 ⟩=⟨𝐴1,𝑘−1 ,𝑦⟩

⟨𝐴0,𝑘−1 ⟩=⟨𝐴1,𝑘 ⟩

where {⟨𝑥⟩, ⟨𝑦⟩} form a malnormal family in 𝐹 (𝐴0,𝑘) and 𝑥, 𝑦 ∉ 𝐹 (𝐴1,𝑘−1). The
upper edge homomorphism simply shifts the generators along. The second family is the
fundamental group of the following graph of groups:

𝐹 (𝐴0,𝑘−1) 𝐻 𝐹 (𝐴1,𝑘)⟨𝐴1,𝑘−1 ,𝑥⟩=⟨𝐴1,𝑘−1 ,𝑥⟩ ⟨𝐴1,𝑘−1 ,𝑦⟩=⟨𝐴1,𝑘−1 ,𝑦⟩

⟨𝐴0,𝑘−1 ⟩=⟨𝐴1,𝑘 ⟩

where 𝐻 takes the following form

𝐹 (𝐴1,𝑘−1) ⟨𝑤⟩ 𝐹 (𝑥, 𝑦)⟨𝑧⟩=⟨𝑤𝑝 ⟩ ⟨𝑤𝑞 ⟩=⟨𝑥𝑦⟩

and where ⟨𝑧⟩ is malnormal in 𝐹 (𝐴1,𝑘−1) and 𝑥, 𝑦 ∉ 𝐹 (𝐴1,𝑘−1). We call these groups
primitive extension groups. See Definition 5.1 for their formal definition.

In Section 5 it is shown that primitive extension groups are two-generator one-
relator groups. Examples of primitive extension groups include all one-relator ascend-
ingHNN-extensions of finitely generated free groups and, in particular,BS(1, 𝑛). These
correspond to the families where 𝑥 = 𝑎0 and 𝑝 = 1, see Example 5.5. By [Mut21], the
hyperbolicity of one-relator groups in these subfamilies are understood. Although two-
generator one-relator hyperbolic groups have received some attention [KW99,GKL21],
there are currently no further criteria that do not rely on small cancellation-like criteria
to determine when a primitive extension group is hyperbolic.

Our main result can now be stated as follows.

Theorem 5.6. A one-relator group is hyperbolic (and virtually special) if its primitive
extension subgroups are hyperbolic (and virtually special).

It is immediate that Gersten’s conjecture [Ger92b] needs only to be proved for
primitive extension groups in order to hold for all one-relator groups.

Corollary 5.7. Gersten’s conjecture is true if it is true for primitive extension groups.
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4 Marco Linton

Outline of the article

We begin the article with some preliminary results on free groups which we shall need
for the proof of Theorem 3.17. In Subsection 3.1 we define primitive exceptional inter-
section groups and prove that they are all 2-free. In brief, the proof involves showing
that any 2-generated subgroup of the underlying free group containing the relator must
contain it as a primitive element. We may then appeal to a result of Louder–Wilton
[LW22]. This is the most involved part of the article as the proof is rather technical and
splits into several cases. Then Subsection 3.2 is dedicated to finding Baumslag–Solitar
subgroups in all other one-relator groups with exceptional intersection and thus estab-
lishing Theorem 3.17. In Section 4 we refine the tools established in [Lin22a]. We first
show that one-relator complexes admit stable hierarchies that terminate at a primitive
extension complex. This is the key result fromwhere the importance of primitive exten-
sion groups for understanding the structure of one-relator groups can be derived. The
main point in the proof is that if 𝐺 is a one-relator group that is not a primitive exten-
sion group, then we can always find a HNN-splitting of 𝐺 over another one-relator
group without exceptional intersections. As such, primitive extension subgroups arise
essentially as the obstructions to acylindrical hierarchies. Using this ‘relative’ hierarchy,
we may then appeal to the combination theorems proved in [Lin22a] in order to estab-
lish Theorem 4.7 and Theorem 4.8. Finally, in Section 5 we define primitive extension
groups, show that primitive extension complexes have primitive extension fundamental
group and combine our results to prove Theorem 5.6.
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2 Preliminaries on free groups

In this section, we recall some standard material from the theory of free groups and
prove some technical results that will be of use to us for the proof of Theorem 3.17.

If Σ is a set, we denote by 𝐹 (Σ) the free group, freely generated by Σ. If Δ is another
set, we write 𝐹 (Σ,Δ) = 𝐹 (Σ ⊔ Δ).

2.1 Proper powers

We say an element𝑤 ∈ 𝐹 (Σ) is a proper power if there is some 𝑢 ∈ 𝐹 (Σ) and 𝑛 ≥ 2 such
that 𝑤 = 𝑢𝑛.
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Hyperbolic one-relator groups 5

Lemma 2.1 Let 1 ≠ 𝑦−1𝑧𝑦 ∈ 𝐹 (Σ) be freely reduced with 𝑧 cyclically reduced and not
equal to a proper power. Then:

(1) if 𝑦 = 1 and there is some 𝑖 ∈ Z, 𝑔, ℎ ∈ 𝐹 (Σ) such that 𝑧𝑖 = 𝑔𝑧ℎ is freely reduced, then
𝑖 ≥ 1 and 𝑔, ℎ ∈ ⟨𝑧⟩,

(2) if 𝑦 ≠ 1 and there is some 𝑖, 𝑗 ∈ Z, 𝑔, ℎ ∈ 𝐹 (Σ) such that 𝑦−1𝑧𝑖𝑦 = 𝑔𝑦−1𝑧 𝑗 𝑦ℎ is freely
reduced, then 𝑔, ℎ = 1 and 𝑖 = 𝑗 .

Proof Suppose for a contradiction that the first assertion does not hold. We may
assume that 𝑖 = 2 or 𝑖 = −2. Then 𝑧 = 𝑧′𝑧′′ = 𝑧′′𝑧′ in the first case and 𝑧 = 𝑧′𝑧′′ =
(𝑧′)−1 (𝑧′′)−1 in the second. But then the first case cannot happen by [LS62, Lemma 3]
and the second case cannot happen as a non-trivial element of a free group cannot be
conjugate to its own inverse. Thus, the first assertion holds.

For the proof of the second assertion, we use the first assertion and the fact that 𝑧 is
cyclically reduced. ■

Lemma 2.2 Let 𝐹 (Σ) be a free group with Σ = 𝐴 ⊔ 𝐵 and let 𝑏 ∈ ⟨𝐵⟩ and 𝑧 ∈ 𝐹 (Σ) be
freely reduced elements. Suppose that 𝑧 begins and ends with generators in 𝐴 ⊔ 𝐴−1, that 𝑧𝑏
is not a proper power and that there are elements 𝑖 ∈ Z, 𝑔, ℎ ∈ 𝐹 (Σ) such that (𝑧𝑏)𝑖 = 𝑔𝑧ℎ
is freely reduced. Then 𝑖 ≥ 1 and 𝑔 ∈ ⟨𝑧𝑏⟩.

Proof By Lemma 2.1, we may assume that 𝑏 ≠ 1. If 𝑖 ≤ −1, since 𝑏 does not mention
any 𝐴⊔𝐴−1 generators, it follows that 𝑧 has a non-trivial prefix equal to its own inverse.
Since this is not possible, we may also assume that 𝑖 ≥ 1.

Now suppose for a contradiction that 𝑖 ≥ 1 and 𝑔 ∉ ⟨𝑧𝑏⟩. Then we have equalities
of the form:

𝑧 = 𝑧1𝑧2𝑧3 ,

𝑧 = 𝑧3𝑏𝑧1 ,

for some 𝑧1, 𝑧2, 𝑧3 ∈ 𝐹 (Σ), where the words on the right hand side are freely reduced.
We show by induction on |𝑧1 | + |𝑧3 | that 𝑧2 = 𝑏. If |𝑧1 | = |𝑧3 |, then clearly 𝑧2 = 𝑏.

So suppose that |𝑧1 | < |𝑧3 |, the other case is symmetric. Since the first letter of 𝑧3 is in
𝐴 ⊔ 𝐴−1 and 𝑏 ∈ ⟨𝐵⟩, we have that |𝑧3 | > |𝑧1𝑧2 |. Now by [LS62, Lemma 2], we have
𝑧3 = (𝑧1𝑧2)𝑖𝑧′ for some 𝑖 ≥ 1 and where 𝑧′ is a proper prefix of 𝑧1𝑧2. Then we get:

𝑧 = (𝑧1𝑧2)𝑖+1𝑧′ ,

𝑧 = (𝑧1𝑧2)𝑖𝑧′𝑏𝑧1 .

By comparing suffixes, we have:

𝑧1𝑧2𝑧
′ = 𝑧′𝑏𝑧1 .

But now we obtain equalities of the same form as before, with 𝑧′ playing the role of 𝑧3.
Since |𝑧′ | < |𝑧3 |, by induction, we see that 𝑧2 = 𝑏.

If 𝑧2 = 𝑏, then 𝑧𝑏 is a conjugate of itself and so must be a proper power by [LS62,
Lemma 3]. Thus we obtain the required contradiction and conclude that 𝑔 ∈ ⟨𝑧𝑏⟩. ■
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6 Marco Linton

2.2 Subgroups

A graph is a 1-dimensional CW-complex. Amorphismof graphsΓ → Δ is amap sending
vertices to vertices and edges homeomorphically to edges. A morphism of graphs is an
immersion, denoted by↬, if it is locally injective. It is a fundamental observation due
to Stallings [Sta83] that subgroups of free groups can be represented by immersions of
pointed graphs (Γ, 𝑥) ↬ (Δ, 𝑦). The core of a graph Γ, denoted byCore(Γ), is the union
of the images of all immersed cycles 𝑆1 ↬ Γ. Then conjugacy classes of subgroups of
free groups can be represented by immersions of core graphs Γ ↬ Δ.

Lemma 2.3 Let 𝐹 (𝐴, 𝐵, 𝐶) be a free group and let 𝑥 ∈ ⟨𝐴, 𝐵⟩−⟨𝐵⟩ and 𝑦 ∈ ⟨𝐵,𝐶⟩−⟨𝐵⟩.
If 𝐻 < 𝐹 (𝐴, 𝐵, 𝐶) is a subgroup of rank two, containing ⟨𝑥, 𝑦⟩, then one of the following
holds:

(1) there are elements 𝑢, 𝑣 and non zero integers 𝑖, 𝑗 , such that𝐻 = ⟨𝑢, 𝑣⟩ and 𝑥 = 𝑢𝑖 , 𝑦 = 𝑣 𝑗 ,
(2) there are elements 𝑢, 𝑣, 𝑤 and non zero integers 𝑖, 𝑗 such that 𝐻 = ⟨𝑢−1𝑤𝑢, 𝑢−1𝑣⟩ and

𝑥 = 𝑢−1𝑤𝑖𝑢, 𝑦 = 𝑣−1𝑤 𝑗𝑣.

Proof Let Δ be a rose graph with one edge for each element in 𝐴 ⊔ 𝐵 ⊔ 𝐶 so that
we may identify 𝜋1 (Δ) with 𝐹 (𝐴, 𝐵, 𝐶). Then we may represent ⟨𝑥, 𝑦⟩ and 𝐻 by graph
immersions Γ ↬ Δ and Λ ↬ Δ. By assumption, Γ ↬ Δ factors through Λ ↬ Δ.
Thus, there must be loops based at the same vertex inΛwith labels 𝑥 and 𝑦, coveringΛ.
Since a path labelled by 𝑥 cannot traverse any 𝐶-edges and a path labelled by 𝑦 cannot
traverse any 𝐴-edges, it follows that there is a decomposition 𝑄 (1) = 𝑄1 ∪ 𝑄2 where
𝜒(𝑄1), 𝜒(𝑄2) = 0 and 𝑄1 only contains 𝐴-edges and 𝐵-edges and 𝑄2 only contains
𝐵-edges and𝐶-edges. Moreover, the path labelled by 𝑥 is supported in𝑄1 and the path
labelled by 𝑦 is supported in 𝑄2. If 𝑄1 ∩ 𝑄2 is connected, (1) must hold. If 𝑄1 ∩ 𝑄2 is
not connected, then (2) must hold. ■

Lemma 2.4 Let 𝐹 (𝐴, 𝐵, 𝐶) be a free group and let 𝑥 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩, 𝑦 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩
and 𝑧 ∈ ⟨𝐵⟩ − 1. If 𝐻 < 𝐹 (𝐴, 𝐵, 𝐶) is a subgroup of rank two, containing ⟨𝑥𝑦, 𝑧⟩, then
there is an element 𝑢 and a non zero integer 𝑖, such that 𝐻 = ⟨𝑥𝑦, 𝑢⟩ and 𝑧 = 𝑢𝑖 .

Proof Just as in the proof of Lemma 2.3, let Δ be a rose graph with one edge for each
element in 𝐴 ⊔ 𝐵 ⊔ 𝐶 so that we may identify 𝜋1 (Δ) with 𝐹 (𝐴, 𝐵, 𝐶). Then we may
represent ⟨𝑥𝑦, 𝑧⟩ and 𝐻 by graph immersions Γ ↬ Δ and Λ ↬ Δ. By assumption,
Γ ↬ Δ factors through Λ ↬ Δ. Thus, there must be loops based at the same vertex in
Λ with labels 𝑥𝑦 and 𝑧, covering Λ. Since 𝑧 only traverses 𝐵-edges, it follows that there
is a decomposition𝑄 (1) = 𝑄1 ∪𝑄2 ∪𝑄3 where 𝜒(𝑄1) = 0,𝑄1 only contains 𝐵-edges,
𝜒(𝑄2) = 𝜒(𝑄3) = 1, 𝑄2 only contains 𝐴-edges and 𝐵-edges and𝑄3 only contains 𝐵-
edges and𝐶-edges. Moreover, 𝑧 is supported in𝑄1, 𝑥 is supported in𝑄1 ∪𝑄2 and 𝑦 is
supported in𝑄1 ∪𝑄3. Now the result follows. ■

The fibre product Γ ×Δ Λ of two graph immersions 𝑓 : Γ ↬ Δ, 𝑔 : Λ↬ Δ is defined
as the graph with vertices:

𝑉 (Γ ×Δ Λ) = {(𝑣Γ, 𝑣Λ) ∈ 𝑉 (Γ) ×𝑉 (Λ) | 𝑓 (𝑣Γ) = 𝑔(𝑣Λ)}
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Hyperbolic one-relator groups 7

and edges:

𝐸 (Γ ×Δ Λ) = {(𝑒Γ, 𝑒Λ) ∈ 𝐸 (Γ) × 𝐸 (Λ) | 𝑓 (𝑒Γ) = 𝑔(𝑒Λ), respecting orientations}

As elucidated in [Sta83], there is a correspondence between the double cosets
𝜋1 (Λ)ℎ𝜋1 (Γ) such that 𝜋1 (Γ) ∩ 𝜋1 (Λ)ℎ ≠ 1 and components of the core of the fibre
product graph Core(Γ ×Δ Λ) given by the 𝜋1 functor.

3 Exceptional intersection groups

The interactions betweenMagnus subgroups of one-relator groups arewell understood.
The following is [Col04, Theorem 2].

Theorem 3.1 Let 𝐹 (Σ)/⟨⟨𝑤⟩⟩ be a one-relator group and suppose Σ = 𝐴 ⊔ 𝐵 ⊔ 𝐶 . If
⟨𝐴, 𝐵⟩ and ⟨𝐵,𝐶⟩ are Magnus subgroups, then one of the following holds:

(1) ⟨𝐴, 𝐵⟩ ∩ ⟨𝐵,𝐶⟩ = ⟨𝐵⟩,
(2) ⟨𝐴, 𝐵⟩ ∩ ⟨𝐵,𝐶⟩ = ⟨𝐵⟩ ∗ Z.

We say the Magnus subgroups ⟨𝐴, 𝐵⟩ and ⟨𝐵,𝐶⟩ have exceptional intersection if the
latter situation occurs.

Definition 3.1 A one-relator presentation ⟨Σ | 𝑤⟩ is an exceptional intersection pre-
sentation if there are disjoint subsets 𝐴, 𝐵, 𝐶 ⊂ Σ such that ⟨𝐴, 𝐵⟩ and ⟨𝐵,𝐶⟩ have
exceptional intersection. A one-relator group 𝐺 is an exceptional intersection group if it
has an exceptional intersection presentation.

The following result appears as [Col04, Corollary 2.3].

Corollary 3.2 Exceptional intersection groups are torsion-free.

3.1 Primitive exceptional intersection groups

In this section, we introduce two families of one-relator groups called primitive excep-
tional intersection groups. Our aim will be to show that they are precisely the excep-
tional intersection groups that are 2-free.

Before defining our groups, we first need to discuss certain primitive elements of the
free group of rank two. Recall that an element of a free group 𝑤 ∈ 𝐹 (Σ) is primitive if 𝑤
forms part of a free basis for 𝐹 (Σ). Otherwise, 𝑤 is imprimitive. The primitive elements
of interest to us are known as Christoffel words and were first introduced in [Chr73].
They are parametrised by a rational slope 𝑝/𝑞 ∈ Q>0. Let Γ ⊂ R2 denote the Cayley
graph forZ2 on the generating set 𝑎 = (1, 0), 𝑏 = (0, 1). Let 𝐿 ⊂ R2 be the line segment
beginning at the origin and ending at the vertex (𝑞, 𝑝). Now let 𝑃 ⊂ Γ be the shortest
length edge-path connecting the endpoints of 𝐿, remaining below 𝐿 and such that there
are no integral points contained in the region enclosed by 𝐿 ∪ 𝑃. See Figure 1 for an
example. The word in 𝑎 and 𝑏 traced out by 𝑃 is denoted by:

pr𝑝/𝑞 (𝑎, 𝑏) .
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Figure 1: 𝐿 is in green with slope 5/6. The 𝑎 edges are in blue and the 𝑏 edges are in red,
so pr5/6 (𝑎, 𝑏) = 𝑎2𝑏𝑎𝑏𝑎𝑏𝑎𝑏𝑎𝑏.

By [OZ81, Theorem 1.2], every primitive element of 𝐹 (𝑎, 𝑏) is conjugate into the set{
𝑎±1, 𝑏±1, pr𝑝/𝑞

(
𝑎±1, 𝑏±1) ��� 𝑝

𝑞
∈ Q>0

}
.

Now consider the free group 𝐹 (𝐴, 𝐵, 𝐶), freely generated by disjoint sets 𝐴, 𝐵, 𝐶 .
Let 𝑝/𝑞 ∈ Q>0 and let:

𝑥 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩ ,
𝑦 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ .

Then we call pr𝑝/𝑞 (𝑥, 𝑦) a primitive exceptional intersection word of the first type if the
following hold:

(1) {⟨𝑥⟩, ⟨𝑦⟩} is amalnormal family (that is, ⟨𝑥⟩ and ⟨𝑦⟩ aremalnormal and no conjugate
of ⟨𝑥⟩ intersects ⟨𝑦⟩ non-trivially),

(2) if 𝑝/𝑞 = 1, then there is no 𝑎 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩, 𝑐 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ such that pr1 (𝑥, 𝑦) =
pr1 (𝑎, 𝑐) and {⟨𝑎⟩, ⟨𝑐⟩} is not a malnormal family.

By definition, we see that ⟨𝑥, 𝑦⟩ is an infinite cyclic subgroup of𝐺 = 𝐹 (𝐴, 𝐵, 𝐶)/⟨⟨𝑤⟩⟩.
We find that𝐺 has the following exceptional intersection:

⟨𝐴, 𝐵⟩ ∩ ⟨𝐵,𝐶⟩ =𝐺 ⟨𝐵⟩ ∗ ⟨𝑥𝑞⟩ = ⟨𝐵⟩ ∗ ⟨𝑦−𝑝⟩ .

The following example demonstrates why we require the second condition in the
definition.
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Example 3.3 Consider the word pr1 (𝑎2𝑏−1, 𝑏𝑐2) ∈ 𝐹 (𝑎, 𝑏, 𝑐). Although the sub-
groups {⟨𝑎2𝑏−1⟩, ⟨𝑏𝑐2⟩} form a malnormal family, we have

pr1 (𝑎2𝑏−1, 𝑏𝑐2) = pr1 (𝑎2, 𝑐2) = 𝑎2𝑐2 ,

where {⟨𝑎2⟩, ⟨𝑐2⟩} is not amalnormal family. Hence, pr1 (𝑎2𝑏−1, 𝑏𝑐2) is not a primitive
exceptional intersection word of the first type.

Now let 𝑧 ∈ ⟨𝐵⟩ − 1. We call pr𝑝/𝑞 (𝑥𝑦, 𝑧) a primitive exceptional intersection word of
the second type if the following hold:

(1) ⟨𝑧⟩ is malnormal,
(2) if 𝑝/𝑞 = 𝑘 ∈ N, then there is no 𝑎 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩, 𝑐 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ such that

pr𝑘 (𝑥𝑦, 𝑧) = pr1 (𝑎, 𝑐) and {⟨𝑎⟩, ⟨𝑐⟩} is not a malnormal family.

By definition,we see that ⟨𝑥𝑦, 𝑧⟩ is an infinite cyclic subgroupof𝐺 = 𝐹 (𝐴, 𝐵, 𝐶)/⟨⟨𝑤⟩⟩
and so (𝑥𝑦)−1𝑧(𝑥𝑦) =𝐺 𝑧. We find that𝐺 has the following exceptional intersection:

⟨𝐴, 𝐵⟩ ∩ ⟨𝐵,𝐶⟩ =𝐺 ⟨𝐵⟩ ∗ ⟨𝑥−1𝑧𝑥⟩ = ⟨𝐵⟩ ∗ ⟨𝑦𝑧𝑦−1⟩ .

A word 𝑤 ∈ 𝐹 (𝐴, 𝐵, 𝐶) is a primitive exceptional intersection word if 𝑤 is a primitive
exceptional intersection word of the first or second type.

Definition 3.2 Agroup𝐺 is a primitive exceptional intersection group if𝐺 � 𝐹 (Σ)/⟨⟨𝑤⟩⟩
where 𝑤 is a primitive exceptional intersection word.

Example 3.4 Consider the word pr𝑘 (𝑎2𝑏2𝑐2, 𝑏) = 𝑎2𝑏2𝑐2𝑏𝑘 ∈ 𝐹 (𝑎, 𝑏, 𝑐). Since
this is equal to pr1 (𝑎2𝑏2−𝑘 , 𝑏−𝑘𝑐2𝑏𝑘) where ⟨𝑏−𝑘𝑐2𝑏𝑘⟩ is not malnormal, it is not a
primitive exceptional intersection word of the second type. However, it is also equal to
the word pr2 (𝑎2𝑏2−𝑘 , 𝑏−𝑘𝑐𝑏𝑘) (or pr1/2 (𝑎, 𝑏2𝑐2𝑏2) when 𝑘 = 2) which is a primitive
exceptional intersection word of the first type. Thus

𝐺 = 𝐹 (𝑎, 𝑏, 𝑐)/⟨⟨𝑎2𝑏2𝑐2𝑏𝑘⟩⟩

is a primitive exceptional intersection group for all 𝑘 .

The proof of the following theorem is rather involved and will take up the remainder
of this section.

Theorem 3.5 Primitive exceptional intersection groups are 2-free.

Before proceeding with the proof, we mention some important definitions and a
result from [LW22]. Define the primitivity rank of an element𝑤 ∈ 𝐹 (Σ) as the following
quantity:

𝜋(𝑤) = min {rk(𝐾) | 𝑤 ∈ 𝐾 < 𝐹, 𝑤 not primitive in 𝐾} ∈ N ∪ {∞}.

Given an element𝑤 ∈ 𝐹 (Σ) such that 𝜋(𝑤) < ∞, a subgroup𝐾 < 𝐹 (Σ) is a𝑤-subgroup
if the following hold:

(1) 𝑤 ∈ 𝐾 and 𝑤 is not primitive in 𝐾 ,
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(2) rk(𝐾) = 𝜋(𝑤),
(3) if 𝐾 < 𝐾 ′, then rk(𝐾) < rk(𝐾 ′).

In [LW22], Louder and Wilton connect the primitivity rank 𝜋(𝑤) with subgroup
properties of the one-relator group 𝐹 (Σ)/⟨⟨𝑤⟩⟩. The result we shall need is the follow-
ing, appearing as [LW22, Theorem 1.5].

Theorem 3.6 A one-relator group 𝐹 (Σ)/⟨⟨𝑤⟩⟩ is 2-free if and only if 𝜋(𝑤) > 2.

The idea of the proof of Theorem 3.5 will then be to show that if 𝑤 ∈ 𝐹 (Σ) is a
primitive exceptional intersection word, then there cannot be any two-generator 𝑤-
subgroups.

Proof If 𝐺 is a primitive exceptional intersection group, then there is a free group
𝐹 (𝐴, 𝐵, 𝐶), a rational number 𝑝/𝑞 ∈ Q>0, and elements:

𝑥 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩ ,
𝑦 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ ,
𝑧 ∈ ⟨𝐵⟩ − 1 ,

such that𝐺 � 𝐹 (𝐴, 𝐵, 𝐶)/⟨⟨𝑤⟩⟩ where one of the following holds:

(1) 𝑤 = pr𝑝/𝑞 (𝑥, 𝑦) is a primitive exceptional intersection word of the first type,
(2) 𝑤 = pr𝑝/𝑞 (𝑥𝑦, 𝑧) is a primitive exceptional intersection word of the second type.

Let us assume for sake of contradiction that 𝐺 is not 2-free. Then by Corollary 3.2 and
Theorem 3.6, we have that 𝜋(𝑤) = 2. Thus, there is some 𝑤-subgroup 𝐾 < 𝐹 (𝐴, 𝐵, 𝐶)
such that rk(𝐾) = 2. We will handle the two cases at the same time as they are very
similar.

Let Δ be a rose graph with one edge for each element in 𝐴 ⊔ 𝐵 ⊔ 𝐶 . The edges of Δ
can then be partitioned into 𝐴-edges, 𝐵-edges and𝐶-edges. Denote by 𝜔 : 𝑆1 ↬ Δ the
cycle representing 𝑤. There is an immersion of core graphs Λ ↬ Δ representing the
conjugacy class of 𝐾 and such that there is a lift _ : 𝑆1 ↬ Λ of 𝜔. Now let Γ ↬ Δ be
the graph immersion of core graphs representing the conjugacy class of ⟨𝑥, 𝑦⟩ < 𝜋1 (Δ)
(or ⟨𝑥𝑦, 𝑧⟩ if we are in the second case). Then there is a lift 𝛾 : 𝑆1 ↬ Γ of 𝜔.

Lemma 3.7 There is some connected componentΘ ⊂ Core(Γ×ΔΛ) such thatΘ � 𝑆1 and
_ = 𝑝Λ | Θ.

Proof By [Ken09, Theorem 1] (see also [LM09, Theorem 1.1]), either 𝜒(Core(Γ ×Δ

Λ)) = 0, or rk(⟨𝜋1 (Λ)𝑔, 𝜋1 (Γ)⟩) = 2 for some 𝑔 ∈ 𝜋1 (Δ). In the first case, we must
have that _ factors through some component 𝑆1 ⊂ Core(Γ ×Δ Λ). Since 𝐺 is torsion-
free,𝑤 cannot be a proper power by [KMS60]. Therefore,𝜔 and_ cannot factor through
𝑆1 as a proper cover and we are done.

Now suppose that rk(⟨𝜋1 (Λ)𝑔, 𝜋1 (Γ)⟩) = 2. By definition of𝑤-subgroups, wemust
have that 𝜋1 (Γ) < 𝜋1 (Λ)𝑔 . Now it follows fromour assumptions on 𝑥, 𝑦, 𝑧 and Lemmas
2.3 and 2.4, that 𝜋1 (Γ) = 𝜋1 (Λ)𝑔 , contradicting the fact that𝑤 is not primitive in𝐾 . ■
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We will make use of the following factorisations of 𝑥 and 𝑦:

𝑥 = 𝑏1 · 𝑥−1
1 · 𝑥2 · 𝑥1 · 𝑏2 ,

𝑦 = 𝑏3 · 𝑦−1
1 · 𝑦2 · 𝑦1 · 𝑏4 ,

as freely reduced words, where 𝑏1, 𝑏2, 𝑏3, 𝑏4 ∈ ⟨𝐵⟩, 𝑥−1
1 · 𝑥2 · 𝑥1 and 𝑦−1

1 · 𝑦2 · 𝑦1 do not
begin or end with a 𝐵-letter and 𝑥2 and 𝑦2 are cyclically reduced.

If 𝑛 ≥ 1, denote by 𝑢𝑛 the free reduction of 𝑥−1
1 𝑥2𝑥1 (𝑏2𝑏1𝑥

−1
1 𝑥2𝑥1)𝑛−1. Similarly,

denote by 𝑣𝑛 the free reduction of 𝑦−1
1 𝑦2𝑦1 (𝑏4𝑏3𝑦

−1
1 𝑦2𝑦1)𝑛−1.

Lemma 3.8 Let 𝑛 ≥ 1 and let 𝛼 : 𝐼 ↬ Λ be a path labelled by 𝑢𝑛 or 𝑣𝑛. Then 𝛼 must
traverse a vertex of degree at least three, other than at its endpoints.

Proof We shall prove the result for 𝑢𝑛 as the other case is identical. Firstly, we show
that Γ supports at most one path with label 𝑢𝑛. If 𝜋1 (Γ) = ⟨𝑥𝑦, 𝑧⟩, then Γ supports
one path with label 𝑢1 and no path with label 𝑢𝑘 for any 𝑘 ≥ 2. Let us suppose that
𝜋1 (Γ) = ⟨𝑥, 𝑦⟩ and that there are two paths in Γwith label 𝑢𝑛. Since 𝑢𝑛 begins and ends
with an 𝐴-letter and does not contain any𝐶-letters, it follows that:

(1) if 𝑏2𝑏1 ≠ 1 or 𝑏2𝑏1 = 𝑥1 = 1, then 𝑢𝑛 must be a subword of 𝑢𝑛+1 that is not a prefix
or a suffix, or 𝑢𝑛 is a subword of 𝑢−1

𝑛+1,
(2) if 𝑏2𝑏1 = 1 and 𝑥1 ≠ 1, then 𝑢𝑛 must be a subword of 𝑢±1

𝑚 for some 𝑚 > 𝑛.

Since ⟨𝑥⟩ is malnormal by definition, 𝑥 is not a proper power. The first situation cannot
happen by Lemma 2.2. The second situation cannot happen by Lemma 2.1.

Now, since there is at most one path in Γ with label 𝑢𝑛, there can be at most one lift
of𝛼 toCore(Γ×ΔΛ) by definition of the fibre product graph. If𝛼 does not traverse ver-
tices of degree three ormore, except possibly at its endpoints, then each edge it traverses
can have at most one preimage in Core(Γ×Δ Λ). So by Lemma 3.7, since _ is surjective,
it must traverse some edge in Λ precisely once. But then this would imply that _ rep-
resents a primitive element of 𝜋1 (Λ), contradicting the fact that 𝐾 was a 𝑤-subgroup.
Therefore, we conclude that 𝛼must traverse a vertex of degree at least three, other than
at its endpoints. ■

We now use Lemma 3.8 to derive a contradiction to the definitions of primitive
exceptional intersection words. Let 𝛼 : 𝐼 ↬ Λ be a path satisfying the following:

(1) 𝛼 factors through _,
(2) 𝛼 is labelled by 𝑢𝑛 for some 𝑛 > 0,
(3) there is no path 𝛼′ : 𝐼 ↬ Λ, strictly extending 𝛼 and satisfying the above.

We similarly define 𝛽 : 𝐼 ↬ Λ, replacing 𝑢𝑛 with 𝑣𝑛. Such paths exist by definition of𝑤.
By Lemma 3.8,𝛼 and 𝛽must traverse a vertex of degree at least three, away from their

endpoints. Now the idea is to use this fact to divide Λ according to where 𝛼 or 𝛽 are
supported. Since 𝛼 does not traverse any𝐶-edges and 𝛽 does not traverse any 𝐴-edges,
they will block each other from traversing certain regions of Λ.

Since 𝜒(Λ) = −1, and Λ is a core graph, we only have three topologically distinct
cases to consider:
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Figure 2: Rose graph cases.

(1) Λ is a rose graph, see Figure 2,
(2) Λ is a theta graph, see Figure 3,
(3) Λ is a spectacles graph, see Figure 5.

Figures 2, 3 and 5 contain all the different cases, up to symmetry. Before proceeding
with the case analysis, we briefly explain the diagrams. The red regions indicate sections
that 𝛼 traverses andmust contain an 𝐴-edge; 𝛽 cannot traverse any edge in a red region.
The blue regions indicate sections that 𝛽 traverses and must contain a 𝐶-edge; 𝛼 can-
not traverse any edge in a blue region. The yellow regions indicate sections that 𝛼 or 𝛽
or both 𝛼 and 𝛽 traverse. In any case, the yellow regions must only contain 𝐵-edges, but
are allowed to have length zero when this does not change the topology of the under-
lying graph. The black regions indicate sections that are not traversed by either 𝛼 or 𝛽
and are also allowed to have length zero when this does not change the topology of the
underlying graph. The red vertices and blue vertices indicate the start and endpoints of
𝛼 and 𝛽 respectively.

Topologically, in each diagram there can be at most three edges. The path 𝛼 must
leave one of these edges by Lemma 3.8 and re-enter another edge, leaving enough space
for 𝛽 to do the same elsewhere. Given these constraints, the reader should check that
these are indeed all the cases to consider.

Case 1.Wehandle this casemore in detail than the others as the arguments aremostly
identical. We have three subcases to consider, according to Figure 2.

Suppose we are in the situation of the first subdiagram. When _ traverses a red seg-
ment from a red vertex, itmust then be followed by the other red segment. Otherwisewe
would obtain a contradiction to Lemma 3.8. Similarly for the blue segments. Thus, since
_ is primitive, it must traverse each edge precisely once. Hence, _ would not represent
a primitive element of 𝜋1 (Λ) which is a contradiction.

Now consider the second subdiagram. Any (maximal) 𝑢𝑛 labelled path must begin at
one red vertex and end at the other red vertex. Similarly for the 𝑣𝑛 labelled paths. But
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this then implies that only one power of 𝑥 and one power of 𝑦 appears in 𝑤. Thus, if 𝑤
is of the first type, then it must be equal to 𝑥𝑦. If 𝑤 is of the second type, it must be equal
to 𝑥𝑦𝑧𝑖 for some 𝑖 ≥ 1. By Lemma 3.8, _must traverse both loops at least twice. Wemay
now deduce that there exist elements:

𝑎 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩ ,
𝑏 ∈ ⟨𝐵⟩ − 1 ,
𝑐 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ ,

such that 𝑤 = (𝑎𝑏−1) (𝑏𝑐) and that 𝜋(𝑎), 𝜋(𝑐) ≠ 1. Hence, {⟨𝑎⟩, ⟨𝑐⟩} is not a
malnormal family, contradicting our assumptions on 𝑤.

Let usmove onto the third subdiagram. Similarly to the second subcase, we see that if
𝑤 is of the first type, it must be equal to 𝑥𝑦 and if𝑤 is of the second type, it must be equal
to 𝑥𝑦𝑧𝑖 for some 𝑖 ≥ 1. From the diagramwemay now deduce that there exist elements:

𝑎 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩ ,
𝑏 ∈ ⟨𝐵⟩ ,
𝑐 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ ,

such that 𝑤 = (𝑎𝑏−1) (𝑏𝑐) and that ⟨𝑎⟩𝑔 ∩ ⟨𝑐⟩ ≠ 1 for some 𝑔 ∈ 𝐹 (𝐴, 𝐵, 𝐶). Hence,
{⟨𝑎⟩, ⟨𝑐⟩} is not a malnormal family, contradicting our assumptions on 𝑤. It follows
that Λ cannot be a rose graph.

Case 2. Consider the first subdiagram in Figure 3. By collapsing the yellow edge, we
see that we may handle this case in the same way as the first subcase of the rose case.
Similarly, wemay reduce the second and third subcases to the second and third subcases
of the rose case.

So now let us consider the new cases appearing in the fourth and fifth subdiagrams.
Now if 𝑏2𝑏1 ≠ 1 and 𝛼was labelled by 𝑢𝑛 with 𝑛 ≥ 2, then wewould have thatΛwould
support a path labelled by 𝑢1 that does not traverse a vertex of degree at least three, away
from its endpoints. But this contradicts Lemma 3.8. So if 𝑏2𝑏1 ≠ 1 and 𝑛 = 1, then there
can be no other 𝑢𝑚-labelled path beginning or ending at a red vertex as Λ ↬ Δ is an
immersion. This would imply that there can be no other 𝑢𝑚-labelled paths inΛ for any
𝑚 ≥ 1 and so _ traverses the red segments only once by Lemma 3.7. Hence, _ could not
represent a primitive element of 𝜋1 (Λ), a contradiction. So now we may assume that
𝑏2𝑏1 = 1. By a symmetric argument, we may assume that 𝑏4𝑏3 = 1. Similarly, we must
have 𝑥1, 𝑦1 ≠ 1. As before, there must be at least one other path 𝛼′ : 𝐼 ↬ Λ labelled
by 𝑢𝑚 for some 𝑚 ≥ 1. We may assume that 𝛼′ is maximal in the same sense that 𝛼
was maximal. We see that 𝛼 and 𝛼′ must traverse a common segment. We now have
two subcases to consider, up to symmetry, depending on whether 𝛼 and 𝛼′ traverse a
common segment in the same direction or the opposite direction. See Figure 4. In either
case, there can only be one lift of the segment with label 𝑥𝑚2 𝑥1 to Core(Γ ×Δ Λ) for the
following reason: the projection of any loop in Core(Γ ×Δ Λ) traversing the segment
labelled 𝑥𝑚2 𝑥1, must then traverse a blue segment labelled by 𝑦−1

1 𝑦𝑘2 for some 𝑘 ≥ 0. Since
there is only one path in Γ with this label, there can be only one lift of these segments to
Core(Γ ×Δ Λ). Now Lemma 3.7 tells us that _ does not represent a primitive element
of 𝜋1 (Λ). It follows that Λ cannot be a theta graph.
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Figure 3: Theta graph cases.

Figure 4: Extra theta cases.

Case 3. The first subdiagram in Figure 5 is analogous to the first subdiagram of the
rose case. The second, third and fourth subdiagrams are analogous to the second subdi-
agram of the rose case. The fifth subdiagram is analogous to the third subdiagram of the
rose case. Hence, Λ cannot be a spectacles graph.

Now we may conclude that there can be no 𝑤-subgroups of rank two and hence, 𝐺
must must be 2-free. ■
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Hyperbolic one-relator groups 15

Figure 5: Spectacles graph cases.

3.2 The general case

In this section, we consider the general case and show that primitive exceptional
intersection groups are the only exceptional intersection groups which are 2-free.

Theorem 3.1 was generalised to one-relator products in [How05]. By specialising
[How05, Theorem C] to the case of one-relator groups, we may obtain the following
result.

Theorem 3.9 Let 𝐹 (Σ)/⟨⟨𝑤⟩⟩ be a one-relator group and supposeΣ = 𝐴⊔𝐵⊔𝐶 . If ⟨𝐴, 𝐵⟩
and ⟨𝐵,𝐶⟩ areMagnus subgroups with exceptional intersection, then there is a monomorphism
of free groups

] : 𝐹 (𝑎, 𝑐) ↩→ 𝐹 (Σ) ,
with the following properties. There is some 𝑟 ∈ 𝐹 (𝑎, 𝑐) with ](𝑟) conjugate to 𝑤 and some
𝑚, 𝑛 ≠ 0, such that one of the following holds:

(1) 𝑎𝑚 = 𝑐𝑛 in 𝐹 (𝑎, 𝑐)/⟨⟨𝑟⟩⟩ with ](𝑎) = 𝑥, ](𝑐) = 𝑦 and

𝑥 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩ ,
𝑦 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ .
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(2) 𝑎𝑐𝑚𝑎−1 = 𝑐𝑛 in 𝐹 (𝑎, 𝑐)/⟨⟨𝑟⟩⟩ with ](𝑎) = 𝑥𝑦, ](𝑐) = 𝑧 and

𝑥 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩ ,
𝑦 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ ,
𝑧 ∈ ⟨𝐵⟩ − 1 .

Using this result and the algorithm to compute the centre of a one-relator group from
[BT68], Howie also showed that a generating set for the intersection of given Magnus
subgroups is computable [How05, Theorem E].

In the discussion following [Col04, Theorem 4], Collins points out the following.

Corollary 3.10 Assume the notation of Theorem 3.9 and suppose that we are in the first case.
Denote by

𝐻 = ⟨𝐵⟩ ∗ 𝐹 (𝑎, 𝑐)/⟨⟨𝑟⟩⟩ .
Then we have:

𝐺 � ⟨𝐴, 𝐵⟩ ∗
⟨𝐵, ] (𝑎) ⟩=⟨𝐵,𝑎⟩

𝐻 ∗
⟨𝐵,𝑐⟩=⟨𝐵, ] (𝑐) ⟩

⟨𝐵,𝐶⟩ .

Corollary 3.11 Assume the notation of Theorem 3.9 and suppose that we are in the second
case. Let ](𝑎) = 𝑥 · 𝑦 where 𝑥 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩ and 𝑦 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ and denote by

𝐻 = ⟨𝐵⟩ ∗
⟨ ] (𝑐) ⟩=⟨𝑐⟩

𝐹 (𝑎, 𝑐)/⟨⟨𝑟⟩⟩ ∗
⟨𝑎⟩=⟨𝑑𝑒⟩

𝐹 (𝑑, 𝑒) .

Then we have:
𝐺 � ⟨𝐴, 𝐵⟩ ∗

⟨𝐵,𝑥⟩=⟨𝐵,𝑑⟩
𝐻 ∗

⟨𝐵,𝑒⟩=⟨𝐵,𝑦⟩
⟨𝐵,𝐶⟩ .

Remark 3.12 There is a minor typographical error in the splitting provided by Collins
for the second case. Corollary 3.11 is the corrected version.

The following follows directly from Corollaries 3.10 and 3.11.

Corollary 3.13 Assume the notation of Theorem 3.9. The monomorphism ] descends to a
monomorphism of one-relator groups:

]̄ : 𝐹 (𝑎, 𝑐)/⟨⟨𝑟⟩⟩ ↩→ 𝐹 (Σ)/⟨⟨𝑤⟩⟩ .

Theorem 3.9, coupled with Corollary 3.13, finds us two-generator one-relator sub-
groups of exceptional intersection groups. We now characterise precisely what these
subgroups can be.

Lemma 3.14 Let 𝐻 = 𝐹 (𝑎, 𝑐)/⟨⟨𝑟⟩⟩ be torsion-free such that 𝑎𝑚 = 𝑐𝑛 in 𝐻 for some
𝑚, 𝑛 ≠ 0. Then one of the following hold:

(1) 𝑟 ∈ 𝐹 (𝑎, 𝑐) is primitive and so 𝐻 � Z,
(2) 𝐻 is non-cyclic with non-trivial centre.
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Proof Note that 𝐻 has non-trivial centre as ⟨𝑎𝑚⟩ is an infinite subgroup contained in
the centre. By [LS01, Chapter II Proposition 5.11],𝐻 is cyclic if and only if 𝑟 is primitive.

■

Lemma 3.15 Let𝐻 = 𝐹 (𝑎, 𝑐)/⟨⟨𝑟⟩⟩ be torsion-free such that 𝑎−1𝑐𝑚𝑎 = 𝑐𝑛 in𝐻 for some
𝑚, 𝑛 ≠ 0. Then one of the following hold:

(1) 𝑟 ∈ 𝐹 (𝑎, 𝑐) is primitive and so 𝐻 � Z,
(2) 𝐻 is non-cyclic with non-trivial centre,
(3) 𝑟 or 𝑟−1 is conjugate to pr𝑝/𝑞 (𝑐−1, 𝑎−1𝑐𝑎) for some 𝑝/𝑞 ∈ Q>0 and so 𝐻 � 𝐵𝑆(𝑝, 𝑞).
(4) 𝑟 or 𝑟−1 is conjugate in 𝐹 (𝑎, 𝑐) to an element 𝑟 ′ ∈ ⟨𝑐, 𝑎−1𝑐𝑎⟩ such that ⟨𝑐, 𝑎−1𝑐𝑎⟩ �

𝐹 (𝑐, 𝑎−1𝑐𝑎)/⟨⟨𝑟 ′⟩⟩ is non-cyclic with non-trivial centre.

Proof Suppose that |𝑚 | is smallest possible. If 𝑛 = 𝑚 = ±1, then either 𝑟 is primitive or
𝐻 � Z2. If 𝑛 = 𝑚 ≠ ±1, then 𝐻 has non-trivial centre generated by 𝑐𝑛. So if 𝑛 = 𝑚, we
have obtained conclusion (1) or (2). Now suppose that 𝑛 ≠ 𝑚. Therefore, the exponent
sum of 𝑐 in 𝑟 must be non-zero. There is a single epimorphism, up to sign change, 𝜙 :
𝐹 (𝑎, 𝑐) → Z such that 𝜙(𝑟) = 0, given by

𝑎 → −𝜎𝑐 (𝑟)
gcd(𝜎𝑎 (𝑟), 𝜎𝑐 (𝑟))

,

𝑐 → 𝜎𝑎 (𝑟)
gcd(𝜎𝑎 (𝑟), 𝜎𝑐 (𝑟))

,

where 𝜎𝑎 (𝑟), 𝜎𝑐 (𝑟) denote the exponent sums of 𝑎 and 𝑐 in 𝑟 respectively. But now
𝜙(𝑎−1𝑐𝑚𝑎𝑐−𝑛) = 0 from which it follows that

0 = 𝜙(𝑐𝑚) − 𝜙(𝑐𝑛) = (𝑚 − 𝑛)𝜎𝑎 (𝑟) .

By Magnus rewriting, since 𝜎𝑎 (𝑟) = 0, we have that

𝐻 = ⟨𝑐0, ..., 𝑐𝑘 , 𝑎 | 𝑎𝑐0𝑎
−1 = 𝑐1, ..., 𝑎𝑐𝑘−1𝑎

−1 = 𝑐𝑘 , 𝑟
′⟩,

where 𝑟 ′ is the rewriting of 𝑟 in terms of 𝑐 = 𝑐0, ..., 𝑐𝑘 . By the Freiheitssatz (see [MKS66,
Theorem 4.10]), it follows that 𝑘 = 1. If ⟨𝑐, 𝑎𝑐𝑎−1⟩ � Z, then we have obtained
conclusion (3). If not, then we have obtained conclusion (4). ■

Recall that a generalised Baumslag–Solitar group is group that splits as a graph of groups
where each vertex and edge group is infinite cyclic.

Proposition 3.16 Let 𝐺 = ⟨𝑎, 𝑐 | 𝑟⟩ be a one-relator group in which either 𝑎𝑚 = 𝑐𝑛 or
𝑎𝑐𝑚𝑎−1 = 𝑐𝑛 holds. Then 𝐺 is a generalised Baumslag–Solitar group.

Proof The first case follows from Lemma 3.14 and [Pie74, Theorems 1 & 3]. Similarly,
in the second case we may conclude that 𝐺 is a generalised Baumslag–Solitar group by
Lemma 3.15, unless 𝑛 ≠ 𝑚 and 𝑟 or 𝑟−1 is conjugate in 𝐹 (𝑎, 𝑐) to an element 𝑤 ∈
⟨𝑐, 𝑎−1𝑐𝑎⟩ such that 𝐻 = ⟨𝑐, 𝑎−1𝑐𝑎⟩ � 𝐹 (𝑐, 𝑎−1𝑐𝑎)/⟨⟨𝑤⟩⟩ is non-cyclic with non-
trivial centre. So let us suppose that we are in the latter case. Since 𝑎𝑐𝑚𝑎−1 = 𝑐𝑛 holds
in 𝐻, the rank of the abelianisation of 𝐻 must be one. Then by [Pie74, Theorem 1], we
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have:
𝐻 � ⟨𝑎1, ..., .𝑎𝑚 | 𝑎𝑝1

1 = 𝑎
𝑞1
2 , ..., 𝑎

𝑝𝑚−1
𝑚−1 = 𝑎

𝑞𝑚−1
𝑚 ⟩

where 𝑝𝑖 , 𝑞𝑖 ≥ 2 and gcd(𝑝𝑖 , 𝑞 𝑗 ) = 1 for all 𝑖 > 𝑗 . Then by [Pie74, Lemma 3], 𝑐 and
𝑎−1𝑐𝑎 are both conjugate within 𝐻 to some subgroup ⟨𝑎𝑖⟩ < 𝐻. Suppose that 𝑐𝑔 = 𝑎𝑘

𝑖

and (𝑎−1𝑐𝑎)ℎ = 𝑎𝑙
𝑗
. Then we have that:

𝐺 � ⟨𝑎1, ..., 𝑎𝑚, 𝑏 | 𝑎𝑝1
1 = 𝑎

𝑞1
2 , ..., 𝑎

𝑝𝑚−1
𝑚−1 = 𝑎

𝑞𝑚−1
𝑚 , 𝑏−1𝑎𝑘𝑖 𝑏 = 𝑎𝑙𝑗⟩

where 𝑏 = 𝑔−1𝑎ℎ. Thus, we may conclude that 𝐺 is a generalised Baumslag–Solitar
group. ■

We are now ready to prove the main result of this section.

Theorem 3.17 Let 𝐺 be an exceptional intersection group. Then one of the following holds:

(1) 𝐺 is a primitive exceptional intersection group and so is 2-free,
(2) there is a two-generator one-relator generalised Baumslag–Solitar subgroup 𝐻 < 𝐺 such

that every non-free two-generator subgroup of 𝐺 is conjugate into 𝐻.

Proof Assume that𝐺 is not a primitive exceptional intersection group. Let 𝐻 < 𝐺 �
𝐹 (𝐴, 𝐵, 𝐶)/⟨⟨𝑤⟩⟩ be the two-generator subgroup from Theorem 3.9. We may assume
that𝐻 is maximal in the sense that there is no subgroup properly containing𝐻 and that
is of the same form as the two-generator subgroup from Theorem 3.9. By Proposition
3.16, 𝐻 is a generalised Baumslag–Solitar group. Clearly 𝐻 has rank at most two, so we
now consider the two possible cases.

Let us first assume that 𝐻 has rank one. Thus, 𝐺 has one of the following presenta-
tions:

(1) 𝐺 � ⟨Σ | pr𝑝/𝑞 (𝑥, 𝑦)⟩ for some 𝑥 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩ and 𝑦 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩,
(2) 𝐺 � ⟨Σ | pr𝑝/𝑞 (𝑥𝑦, 𝑧)⟩ for some 𝑥 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩, 𝑦 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ and 𝑧 ∈ ⟨𝐵⟩.

where 𝐻 = ⟨𝑥, 𝑦⟩ in the first case, and 𝐻 = ⟨𝑥𝑦, 𝑧⟩ in the second case.
Suppose thatwe are in the first situation. ByDefinition 3.2,wemay assume that either

{⟨𝑥⟩, ⟨𝑦⟩} is not a malnormal family (in 𝐹 (𝐴, 𝐵, 𝐶)), or that 𝑝/𝑞 = 1 and that there
exist elements 𝑎 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩ and 𝑐 ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩ such that pr1 (𝑥, 𝑦) = pr1 (𝑎, 𝑐)
and {⟨𝑎⟩, ⟨𝑐⟩} is not a malnormal family (in 𝐹 (𝐴, 𝐵, 𝐶)). As the two cases are identical,
it suffices to assume that {⟨𝑥⟩, ⟨𝑦⟩} is not a malnormal family. Now, if {⟨𝑥⟩, ⟨𝑦⟩} is not
a malnormal family, then either 𝑥 is a proper power, 𝑦 is a proper power, or a conjugate
of ⟨𝑥⟩ intersects ⟨𝑦⟩ non-trivially. If either 𝑥 or 𝑦 is a proper power, by adjoining a root
of 𝑥 or 𝑦 to𝐻, we obtain a contradiction to maximality of𝐻. If ⟨𝑥⟩ 𝑓 ∩ ⟨𝑦⟩ ≠ 1 for some
𝑓 ∈ 𝐹 (Σ), it follows that there must be elements 𝑔 ∈ ⟨𝐴, 𝐵⟩ − ⟨𝐵⟩, ℎ ∈ ⟨𝐵,𝐶⟩ − ⟨𝐵⟩,
𝑑 ∈ ⟨𝐵⟩ such that ⟨𝑥⟩𝑔 ∩ ⟨𝑦⟩ℎ−1

< ⟨𝑑⟩ < ⟨𝐵⟩. Now 𝐻 would be properly contained in
⟨𝑔ℎ, ℎ−1𝑑ℎ⟩. However, since (𝑔ℎ) (ℎ−1𝑑ℎ)𝑛 (𝑔ℎ)−1 = (ℎ−1𝑑ℎ)𝑚 holds for some𝑚, 𝑛 ≠
0, we obtain a contradiction to maximality of 𝐻 again.

Now suppose thatwe are in the second situation. As before, wemay assume that ⟨𝑧⟩ is
notmalnormal byDefinition 3.2. Then 𝑧 is a proper power andwe contradictmaximality
of 𝐻 once again.
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We may conclude from the above that 𝐻 must have rank two. Since 𝐻 cannot be
free, we have that 𝜋(𝑤) = 2 and𝐺 has a two-generator 𝑤-subgroup 𝐾 into which 𝐻 is
conjugate by [LW22, Corollary 1.10]. If 𝐻 ≠ 𝐾 , we get a contradiction to maximality of
𝐻 by the definition of 𝑤-subgroups and Lemmas 2.3 and 2.4. Thus, (2) holds by [LW22,
Corollary 1.10]. ■

Remark 3.18 The 𝑤-subgroup from Theorem 3.17 is always a subgroup of the form
given in Theorem 3.9.

It follows from [Lin22a, Theorem 8.2] and Theorem 3.17 that an exceptional inter-
section group is hyperbolic if and only if it contains no Baumslag–Solitar subgroup.
Note that this can also be derived using Corollaries 3.10 and 3.11 and the combina-
tion theorem [BF92]. However, in order to prove our main results, we need the stronger
dichotomy established in Theorem 3.17. This dichotomy is harder to establish using
Corollaries 3.10 and 3.11 as the splittings do not satisfy the hypothesis of existing 2-free
combination theorems (see [Bau68] for example).

Example 3.19 We give two examples of groups with exceptional intersection that are
not 2-free. Let 𝑝/𝑞 ∈ Q>0 and 𝑛, 𝑚 ≠ 0. Consider the group with presentation:

𝐺 � ⟨𝑐0, 𝑐1 | pr𝑝/𝑞 (𝑐𝑚0 , 𝑐−𝑛1 )⟩ .

The relation 𝑐𝑞𝑚0 = 𝑐
𝑝𝑛

1 holds in𝐺 and so it has an exceptional intersection of the first
type. In [MPS73], this group was shown to be isomorphic to a non-cyclic generalised
Baumslag–Solitar group with presentation:

⟨𝑐0, 𝑏, 𝑐1 | 𝑐𝑚0 = 𝑏𝑝 , 𝑏𝑞 = 𝑐𝑛1 ⟩ ,

and so is not 2-free.
Now consider the HNN-extension:

⟨𝑐0, 𝑏, 𝑐1, 𝑎 | 𝑐𝑚0 = 𝑏𝑝 , 𝑏𝑞 = 𝑐𝑛1 , 𝑎𝑐0𝑎
−1 = 𝑐1⟩ � ⟨𝑐0, 𝑐1, 𝑎 | 𝑎𝑐0𝑎

−1 = 𝑐1, pr𝑝/𝑞 (𝑐𝑚0 , 𝑐−𝑛1 )⟩
� ⟨𝑎, 𝑐 | pr𝑝/𝑞 (𝑐𝑚, 𝑎−1𝑐−𝑛𝑎)⟩

The relation 𝑎−1𝑐𝑚𝑝𝑎 = 𝑐𝑛𝑞 holds in this group and so

⟨𝑎0, 𝑎1, 𝑐 | pr𝑝/𝑞 (𝑐𝑚, (𝑎0𝑎1)−1𝑐−𝑛 (𝑎0𝑎1)⟩

has an exceptional intersection of the second type. This group also contains a non-cyclic
generalised Baumslag–Solitar subgroup and so is not 2-free.

4 One-relator towers

A one-relator complex is a combinatorial 2-complex with a single 2-cell. If 𝑋 is a one-
relator complex, we write 𝑋 = (Γ, _) where Γ is a 1-complex and _ : 𝑆1 ↬ Γ is the
attaching map. In this section we are going to use and generalise some of the results
from [Lin22a,Lin22b].

If 𝑝 : 𝑌 ↬ 𝑋 is an infinite cyclic cover of a CW-complex, a tree domain for 𝑝 is a
subcomplex 𝑍 ⊂ 𝑌 satisfying the following:
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(1) Z · 𝑍 = 𝑌 ,
(2) for all 𝑘 ∈ N and every cell 𝑐 ⊂ 𝑍 , if 𝑘 · 𝑐 ⊂ 𝑍 , then 𝑖 · 𝑐 ⊂ 𝑍 for all 0 ≤ 𝑖 ≤ 𝑘 ,
(3) 𝑍 ∩ 1 · 𝑍 is connected and non-empty.

By [Lin22a, Proposition 3.10], if the map 𝜋1 (𝑍 ∩ 1 · 𝑍) → 𝜋1 (𝑍) induced by inclusion
is injective, then we obtain a splitting

𝜋1 (𝑋) � 𝜋1 (𝑍)∗𝜋1 (𝑍∩1·𝑍 )

By [Lin22a, Proposition 4.7], if 𝑝 : 𝑌 ↬ 𝑋 is an infinite cyclic cover of a one-relator
complex, then there always exists a one-relator tree domain 𝑍 for 𝑝. Moreover, by the
Freiheitssatz, the maps 𝜋1 (𝑍 ∩ 1 · 𝑍) → 𝜋1 (𝑍) are always injective.

A one-relator tower is a sequence of immersions of one-relator complexes

𝑋𝑁 ↬ ... ↬ 𝑋1 ↬ 𝑋0 = 𝑋,

where 𝑋𝑖+1 ↬ 𝑋𝑖 factors as

𝑋𝑖+1
]
↩→ 𝑌

𝑝
↬ 𝑋𝑖

where 𝑝 is an infinite cyclic covering map and ] is an inclusion of a tree domain for 𝑝. A
one-relator tower is maximal if 𝜒(𝑋𝑁 ) = 1.

By the above, it follows that one-relator hierarchies correspond to iterated HNN-
extensions over one-relator groups.

The following is [Lin22a, Proposition 5.1] and can be interpreted as amodern version
of the well-knownMagnus–Moldavanskii hierarchy.

Proposition 4.1 Let 𝑋 be a finite one-relator complex. Then 𝑋 has a maximal one-relator
tower.

If 𝑋 = (Γ, _) is a one-relator complex, then for each 𝑤-subgroup 𝐾 < 𝜋1 (Γ), where
𝑤 = [_] , there is an immersion of one-relator complexes 𝑄 = (Ω, 𝜔) ↬ 𝑋 where
Ω ↬ Γ is the core graph immersion representing 𝐾 . We say that 𝑄 ↬ 𝑋 represents a
𝑤-subgroup. The following is [Lin22a, Theorem 5.15].

Theorem 4.2 Let 𝑋 be a one-relator complex and let 𝑄 ↬ 𝑋 be an immersion of a one-
relator complex, representing some 𝑤-subgroup. There exists a one-relator tower

𝑄 = 𝑋𝐾 ↬ ... ↬ 𝑋1 ↬ 𝑋0 = 𝑋.

Equipped with Theroem 4.2, we make the following definition.

Definition 4.1 We say a one-relator tower 𝑋𝑁 ↬ ... ↬ 𝑋0 = 𝑋 is factored if for every
immersion𝑄 ↬ 𝑋𝑖 representing a 𝑤-subgroup of 𝜋1 (𝑋𝑖) with 𝜒(𝑄) = 0, either there
is some 𝑗 ≥ 0 such that 𝑋𝑖+ 𝑗 = 𝑄 ↬ 𝑋𝑖 , or𝑄 ↬ 𝑋𝑖 factors through 𝑋𝑁 ↬ 𝑋𝑖 .

The proof of the following is essentially identical to that of Proposition 4.1, but we
include it for completeness.

Proposition 4.3 Every one-relator complex has a maximal factored one-relator tower.
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Proof Let 𝑋 = (Γ, _) be a one-relator complex. Denote by deg(_) the largest degree
coveringmap 𝑆1 ↬ 𝑆1 that_ factors through and denote by 𝑋_ the smallest one-relator
subcomplex of 𝑋 . Then define the quantity

𝑐(𝑋) =
(

|_ |
deg(_) −

���𝑋 (0)
_

���,−𝜒(𝑋)) .
The proof proceeds by induction on 𝑐(𝑋).

If 𝜋1 (𝑋) is 2-free or has torsion, then any maximal one-relator tower is a factored
tower by definition and so the result follows from Proposition 4.1. If𝑄 ↬ 𝑋 represents
a𝑤-subgroup, then it is clear thatwemust have 𝑐(𝑄) ≤ 𝑐(𝑋)with equality if and only if
𝑄 = 𝑋 . Thus, by Theorem4.2, wemay assume that 𝜒(𝑋) = 0. Then as 𝜒(𝑋) ≠ 1, 𝜋1 (𝑋)
is indicable and there is some infinite cyclic cover 𝑝 : 𝑌 ↬ 𝑋 . By [Lin22a, Proposition
4.9], there is some one-relator tree domain 𝑍 for 𝑝 such that 𝑐(𝑍) < 𝑐(𝑋). Hence, by
induction, the proof is complete. ■

4.1 Acylindrical, quasi-convex and stable one-relator towers

Let 𝑋𝐾 ↬ ... ↬ 𝑋1 ↬ 𝑋0 be a one-relator tower. Denote by 𝑇𝑖 the Bass-Serre tree
associated with the splitting 𝜋1 (𝑋𝑖) � 𝜋1 (𝑋𝑖+1)∗𝜓𝑖 . We call this an acylindrical one-
relator tower if there is some constant 𝑘 ≥ 0 such that the stabilisers of segments of length
𝑘 in𝑇𝑖 are finite.We call it a quasi-convex one-relator tower if the inclusions �̃�𝑖+1, �̃�𝑖+1 ↩→
�̃�𝑖 are quasi-isometric embeddings, where 𝐴𝑖+1 = 𝑋𝑖+1 ∩ 1 · 𝑋𝑖+1 and 𝐵𝑖+1 = −1 ·
𝑋𝑖+1∩𝑋𝑖+1. This last definition is due toWise [Wis21], adapted to the one-relator case. In
[Lin22a], a stable one-relator tower is defined in terms of the identifying homomorphisms
𝜓𝑖 . Since we shall not need this definition, we instead record the following, which is a
reformulation of [Lin22a, Lemma 7.4].

Lemma 4.4 A one-relator tower 𝑋𝑁 ↬ ... ↬ 𝑋1 ↬ 𝑋0 is stable if and only if there is some
𝑘 ≥ 0 such that the pointwise stabilisers of segments of length 𝑘 in 𝑇𝑖 have rank at most one.

In [Lin22a], the author established a connection between these three types of one-
relator towers. The aim of this section is to improve on that result.

4.2 Primitive extension complexes

A one-relator complex 𝑋 is a primitive extension complex if 𝜒(𝑋) = 0 and there is a
one-relator tower 𝑍 ↬ 𝑋 where 𝜋1 (𝑍) is 2-free and such that

𝜋1 (𝑍 ∩ 1 · 𝑍) ∩ 𝜋1 (𝑍 ∩ −1 · 𝑍) ≠ 𝜋1 (−1 · 𝑍 ∩ 𝑍 ∩ 1 · 𝑍),

after possibly adding edges to 𝑍 and extending the Z-action so that −1 · 𝑍 ∩ 𝑍 ∩ 1 · 𝑍
is connected. By Theorem 3.17, we can see that 𝜋1 (𝑍) ∗ 𝐹 is a primitive exceptional
intersection group for some finitely generated free group 𝐹 .

Let 𝑋 = (Γ, _) be a one-relator complex with 𝜒(𝑋) = 0. Let 𝑇 ⊂ Γ be a spanning
tree and let ⟨𝑎, 𝑏 | 𝑤⟩ be the induced one-relator presentation. If 𝑎𝑚 = 𝑏𝑛 for some
𝑚, 𝑛 ∈ Z − {0} and 𝜋1 (𝑋) is not cyclic, then we call 𝑋 a powered one-relator complex. By
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22 Marco Linton

Proposition 3.16, 𝜋1 (𝑋) is a generalised Baumslag–Solitar group. Moreover, we have
the following.

Lemma 4.5 Powered one-relator complexes are primitive extension complexes.

Proof Let 𝑋 = (Γ, _) be a powered one-relator complex. Then there is a spanning
tree in Γ such that 𝑎𝑚 = 𝑏𝑛 where ⟨𝑎, 𝑏 | 𝑤⟩ is the induced presentation for 𝜋1 (𝑋). By
virtue of the fact that 𝑎𝑚 = 𝑏𝑛, there is only a single epimorphism 𝜙 : 𝜋1 (𝑋) → Z and
by [Mur64], we have that ker(𝜙) is finitely generated and free. Now let 𝑝 : 𝑌 ↬ 𝑋 be
the induced cyclic cover and 𝑍 ⊂ 𝑌 a one-relator tree domain. Since 𝜋1 (𝑌 ) is finitely
generated, this in particular implies that

𝜋1 (𝑍 ∩ 1 · 𝑍) = 𝜋1 (𝑍) = 𝜋1 (−1 · 𝑍 ∩ 𝑍)

and so that 𝑋 is a primitive extension complex. ■

It turns out that primitive extension complexes obstruct stable one-relator towers.

Proposition 4.6 Let 𝑋 be a one-relator complex and 𝑋𝑁 ↬ ... ↬ 𝑋1 ↬ 𝑋0 = 𝑋 a
factored one-relator tower. Then one of the following holds:

(1) 𝑋𝑁 ↬ ... ↬ 𝑋1 ↬ 𝑋0 = 𝑋 is stable,
(2) 𝑋𝐾 ↬ ... ↬ 𝑋1 ↬ 𝑋0 = 𝑋 is stable and 𝑋𝐾 is a primitive extension complex for some

𝐾 ≤ 𝑁 ,
(3) 𝑋𝐾 is a powered one-relator complex for some 𝐾 ≤ 𝑁 .

Proof Let 𝑝 : 𝑌 ↬ 𝑋 be the cyclic cover such that 𝑋1 is a tree domain for 𝑝. Let 𝐴 =

𝑋1∩−1 ·𝑋1 and 𝐵 = 𝑋1∩1 ·𝑋1, where theZ action is the covering action. Up to possibly
adding finitely many edges to 𝑋 (and so to 𝑋1), we may assume that 𝐴∩ 𝐵 is connected.
Now by [Lin22a, Lemma 7.8], either 𝑋1 ↬ 𝑋0 = 𝑋 is stable, or 𝜋1 (𝐴) ∩ 𝜋1 (𝐵) ≠

𝜋1 (𝐴 ∩ 𝐵). If 𝑋1 ↬ 𝑋0 is stable, we proceed by induction. So suppose that it is not. By
Theorem 3.1, either 𝜋1 (𝑋1) is 2-free, or there is an immersion𝑄 ↬ 𝑋1 representing a
𝑤-subgroup such that 𝜒(𝑄) = 0 and 𝜋1 (𝑄) is a generalised Baumslag–Solitar group.
Let us first consider the latter case. By definition of factored one-relator towers, there
is some 𝑖 such that 𝑋𝑖 = 𝑄. Moreover, by Lemmas 3.14 and 3.15, either 𝑋𝑖 is a powered
one-relator complex, or 𝑋𝑖+1 is. So now let us consider the case that 𝜋1 (𝑋1) is 2-free. If
𝜒(𝑋) < 0, then by definition, we have that 𝑋 is 2-free. Thus, by [Lin22a, Theorems 7.8
& 7.9], we have that 𝑋𝑁 ↬ ... ↬ 𝑋0 = 𝑋 is a stable tower. If 𝜒(𝑋) = 0, then 𝑋 is a
primitive extension complex. ■

4.3 Improved one-relator towers

Recall that a Magnus subgroup of a one-relator group ⟨Σ | 𝑤⟩ is a subgroup generated
by a subset of the generators 𝐴 ⊂ Σ such that 𝐴 omits a generator that appears in the
cyclic reduction of 𝑤. Using Proposition 4.6 wemay now prove that Magnus subgroups
of hyperbolic one-relator groups are quasi-convex. This was previously known in the
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case of one-relator groups with torsion by Newman’s spelling theorem and in the case
of 2-free one-relator groups by [Lin22a, Theorems 8.1 & 8.2].

Theorem 4.7 Magnus subgroups of hyperbolic one-relator groups are quasi-convex.

Proof Let 𝑋 be a one-relator complex with 𝜋1 (𝑋) hyperbolic. By Proposition 4.3,
there is a maximal factored one-relator tower 𝑋𝑁 ↬ ... ↬ 𝑋1 ↬ 𝑋0 = 𝑋 . By [Ger96,
Corollary 7.8], 𝜋1 (𝑋𝑖) is hyperbolic for all 𝑖 ≥ 1. By Proposition 4.6, either this tower
is stable, or there is some 1 ≤ 𝐿 < 𝑁 such that 𝑋𝐿 ↬ ... ↬ 𝑋1 is stable and 𝑋𝐿 is a
primitive extension complex.

In the first case, since hyperbolic groups cannot contain Baumslag–Solitar sub-
groups, the result follows by [Lin22a, Theorems 8.1 & 8.2]. So now let us assume that we
are in the second case. The proof proceeds by induction on tower length. For the base
case 𝐿 = 1, since 𝜒(𝑋𝐿) = 0, all Magnus subgroups of 𝜋1 (𝑋𝐿) must by quasi-convex as
they are all cyclic. So now we assume the inductive hypothesis. In other words, that all
Magnus subgroups of 𝜋1 (𝑋1) are quasi-convex. Then by [Lin22a, Theorems 3.6 & 6.10],
all Magnus subgroups of 𝜋1 (𝑋) are quasi-convex and the proof is complete. ■

As a consequence, we may improve on the main tool developed in [Lin22a].

Theorem 4.8 Let 𝑋 be a one-relator complex and let 𝑍 ↬ 𝑋 be a one-relator tower. If 𝜋1 (𝑍)
is hyperbolic (and virtually special), then the following are equivalent:

(1) 𝑍 ↬ 𝑋 is a quasi-convex tower and 𝜋1 (𝑋) is hyperbolic (and virtually special),
(2) 𝑍 ↬ 𝑋 is an acylindrical tower,
(3) 𝑍 ↬ 𝑋 is a stable tower and 𝜋1 (𝑋) contains no Baumslag–Solitar subgroups.

Moreover, if any of the above is satisfied, then 𝜋1 (𝑍) < 𝜋1 (𝑋) is quasi-convex.

Proof By Theorem 4.7, Magnus subgroups of 𝜋1 (𝑍) are quasi-convex. By [Lin22a,
Theorem7.16] and [Wis21, Theorem13.1], wemay establish the equivalence between (2)
and (3). Similarly, by [Lin22a, Theorem3.6] and [Wis21, Theorem13.1], wemay establish
the equivalence between (2) and (1). ■

Combining Proposition 4.6 and Theorem 4.8 and using induction, we obtain the
following corollary.

Corollary 4.9 Let 𝑋 be a one-relator complex and suppose that 𝜋1 (𝑋) contains no
Baumslag–Solitar subgroups. If 𝑋𝑁 ↬ ... ↬ 𝑋1 ↬ 𝑋0 = 𝑋 is a maximal factored
one-relator tower, then one of the following holds:

(1) 𝜋1 (𝑋) is hyperbolic and virtually special and 𝑋𝑁 ↬ ... ↬ 𝑋1 ↬ 𝑋0 = 𝑋 is an
acylindrical tower,

(2) 𝑋𝐾 is a primitive extension complex for some 𝐾 ≥ 0 and, if 𝜋1 (𝑋𝐾 ) is hyperbolic (and
virtually special), then 𝜋1 (𝑋) is hyperbolic (and virtually special) and 𝑋𝐾 ↬ ... ↬ 𝑋1 ↬
𝑋0 = 𝑋 is an acylindrical tower.
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5 Primitive extension groups

Let 𝑖 < 𝑗 ∈ Z and denote by

𝐴𝑖, 𝑗 = {𝑎𝑡𝑖 , 𝑎𝑡𝑖+1
, ..., 𝑎𝑡

𝑗 } ⊂ 𝐹 (𝑎, 𝑡)

where 𝑎𝑡𝑘 denotes 𝑡−𝑘𝑎𝑡𝑘 . The reader should remind themselves of the definitions of
primitive exceptional intersection words from Subsection 3.1. For each 𝑝/𝑞 ∈ Q>0, we
define two new families of one-relator groups. The first family is parametrised by two
words

𝑥 ∈ ⟨𝐴0,𝑘−1⟩ − ⟨𝐴1,𝑘−1⟩ ,
𝑦 ∈ ⟨𝐴1,𝑘⟩ − ⟨𝐴1,𝑘−1⟩ ,

such that pr𝑝/𝑞 (𝑥, 𝑦) is a primitive exceptional intersection word of the first type (as an
element of 𝐹 (𝐴0,𝑘)). We then define:

𝐸𝑝/𝑞 (𝑥, 𝑦) = ⟨𝑎, 𝑡 | pr𝑝/𝑞 (𝑥, 𝑦)⟩ . (5.1)

We call this a primitive extension group of the first type.
The second family is parametrised by three words

𝑥 ∈ ⟨𝐴0,𝑘−1⟩ − ⟨𝐴1,𝑘−1⟩ ,
𝑦 ∈ ⟨𝐴1,𝑘⟩ − ⟨𝐴1,𝑘−1⟩ ,
𝑧 ∈ ⟨𝐴1,𝑘−1⟩ − 1 ,

such that pr𝑝/𝑞 (𝑥𝑦, 𝑧) is a primitive exceptional intersection word of the second type
(as an element of 𝐹 (𝐴0,𝑘)). We then define:

𝐹𝑝/𝑞 (𝑥, 𝑦, 𝑧) = ⟨𝑎, 𝑡 | pr𝑝/𝑞 (𝑥𝑦, 𝑧)⟩ . (5.2)

We call this a primitive extension group of the second type.

Definition 5.1 A group 𝐺 is a primitive extension group if 𝐺 is a primitive extension
group of the first type

𝐺 � 𝐸𝑝/𝑞 (𝑥, 𝑦) = ⟨𝑎, 𝑡 | pr𝑝/𝑞 (𝑥, 𝑦)⟩

as in (5.1) or if𝐺 is a primitive extension group of the second type

𝐺 � 𝐹𝑝/𝑞 (𝑥, 𝑦, 𝑧) = ⟨𝑎, 𝑡 | pr𝑝/𝑞 (𝑥𝑦, 𝑧)⟩

as in (5.2).
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It follows from Corollary 3.10 that 𝐸𝑝/𝑞 (𝑥, 𝑦) has the following graph of groups
decomposition:

𝐹 (𝐴0,𝑘−1) 𝐹 (𝐴1,𝑘−1) ∗ ⟨𝑤⟩ 𝐹 (𝐴1,𝑘)⟨𝐴1,𝑘−1 ,𝑥⟩=⟨𝐴1,𝑘−1 ,𝑤
𝑝 ⟩ ⟨𝐴1,𝑘−1 ,𝑤

𝑞 ⟩=⟨𝐴1,𝑘−1 ,𝑦⟩

⟨𝐴0,𝑘−1 ⟩=⟨𝐴1,𝑘 ⟩

Similarly, it follows from Corollary 3.11 that 𝐹𝑝/𝑞 (𝑥, 𝑦, 𝑧) has the following graph
of groups decomposition:

𝐹 (𝐴0,𝑘−1) 𝐻 𝐹 (𝐴1,𝑘)⟨𝐴1,𝑘−1 ,𝑥⟩=⟨𝐴1,𝑘−1 ,𝑥⟩ ⟨𝐴1,𝑘−1 ,𝑦⟩=⟨𝐴1,𝑘−1 ,𝑦⟩

⟨𝐴0,𝑘−1 ⟩=⟨𝐴1,𝑘 ⟩

where 𝐻 takes the following form:

𝐹 (𝐴1,𝑘−1) ⟨𝑤⟩ 𝐹 (𝑥, 𝑦)⟨𝑧⟩=⟨𝑤𝑝 ⟩ ⟨𝑤𝑞 ⟩=⟨𝑥𝑦⟩

Note that since 𝑥𝑦 is primitive in 𝐹 (𝑥, 𝑦), we see that

𝐻 � 𝐹 (𝐴1,𝑘−1, 𝑥) ∗
⟨𝑧⟩=⟨𝑤𝑝 ⟩

⟨𝑤⟩.

If 𝐺 is a finitely presented group, we denote by 𝛿𝐺 its Dehn function. Although the
class of one-relator groups containing groups with Dehn function not bounded by any
finite tower of exponentials [Ger92a], the Dehn function of primitive extension groups
cannot be worse than exponential.

Lemma 5.1 If 𝐺 is a primitive extension group, then 𝛿𝐺 (𝑛) ⪯ exp(𝑛).

Proof Since primitive extension groups split as graphs of hyperbolic groups with
finitely generated undistorted edge groups, the upper bound follows from [Ber94,
Theorem 2]. ■

We say two one-relator complexes 𝑋 = (Γ, _) and𝑄 = (Δ, 𝜔) areNielsen equivalent
if there is a homotopy equivalence 𝑓 : Γ → Λ and a homeomorphism 𝑠 : 𝑆1 → 𝑆1 such
that 𝑓 ◦ _ ≃ 𝜔 ◦ 𝑠. This is a strong version of homotopy equivalence for one-relator
complexes, introduced in [LW22].

Lemma 5.2 If 𝑋 is a primitive extension complex, then 𝑋 is Nielsen equivalent to a
presentation complex for (5.1) or (5.2).
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Proof Denote by 𝑋 = (Γ, _). Without loss, we may assume that Γ is a rose graph.
Denote by 𝑎 and 𝑏 the two edges in Γ. This then yields a one-relator presentation ⟨𝑎, 𝑏 |
𝑤⟩ for 𝜋1 (𝑋).

By definition, there is a cyclic cover 𝑝 : 𝑌 ↬ 𝑋 and a one-relator tree domain 𝑍 ⊂ 𝑌
such that

𝜋1 (𝑍 ∩ 1 · 𝑍) ∩ 𝜋1 (𝑍 ∩ −1 · 𝑍) ≠ 𝜋1 (−1 · 𝑍 ∩ 𝑍 ∩ 1 · 𝑍),

after possibly adding edges to 𝑍 and extending the Z-action so that −1 · 𝑍 ∩ 𝑍 ∩ 1 · 𝑍
is connected.

Now the epimorphism 𝜋1 (𝑋) → Z is induced by an epimorphism 𝜋1 (Γ) → Z. Sup-
pose that 𝑎 maps to zero and 𝑏 maps to ±1 (or vice versa) under this homomorphism.
Then we see that 𝜋1 (𝑍) is conjugate to ⟨𝑎, 𝑏−1𝑎𝑏, ..., 𝑏−𝑘𝑎𝑏𝑘⟩ for some 𝑘 ≥ 0. More-
over, that−1 ·𝑍 ∩𝑍 ∩1 ·𝑍 is connected and that ⟨𝑎, 𝑏 | 𝑤⟩ is thus a primitive extension
presentation.

Suppose instead that 𝑎 maps to 𝑝 and 𝑏 maps to −𝑞 under the homomorphism to Z,
with 𝑝, 𝑞 > 0. Let 𝑋 ′ = (Γ′, _′) be the one-relator complex where Γ′ has two edges,
𝑥 and 𝑦, and _′ is pulled back via the homotopy equivalence 𝑓 : Γ′ → Γ defined by
mapping 𝑥 to pr𝑝/𝑞 (𝑎, 𝑏) and 𝑦 to pr𝑐/𝑑 (𝑎, 𝑏), where 𝑐, 𝑑 are integers such that 𝑐𝑝 −
𝑑𝑞 = 1. The two one-relator complexes are Nielsen equivalent by construction. Now
the induced epimorphism 𝜋1 (𝑋 ′) → Z maps 𝑥 to zero and 𝑦 to one and so, as before,
there is a one-relator tree domain 𝑍 ′ ⊂ 𝑌 ′ ↬ 𝑋 ′ such that −1 · 𝑍 ′ ∩ 𝑍 ′ ∩ 1 · 𝑍 ′ is
connected. There is also an inducedhomotopy equivalence between 𝑍 ′ and a one-relator
subcomplex of𝑌 . In particular, we see that we must have

𝜋1 (𝑍 ′ ∩ 1 · 𝑍 ′) ∩ 𝜋1 (𝑍 ′ ∩ −1 · 𝑍 ′) ≠ 𝜋1 (−1 · 𝑍 ′ ∩ 𝑍 ′ ∩ 1 · 𝑍 ′).

Therefore, this implies that 𝑋 ′ is a presentation complex of a primitive extension group
of the form (5.1) or (5.2). ■

Before proving our main theorem, we first mention some examples of one-relator
groups that are primitive extension groups.

Example 5.3 If 𝑝, 𝑞 > 0 are coprime integers, then:

𝐸𝑝/𝑞 (𝑎, 𝑡−1𝑎±1𝑡) � BS(𝑝, 𝑞±1)

Example 5.4 A one-relator group ⟨𝑎, 𝑏 | 𝑤⟩ in which ⟨𝑎⟩ ∩ ⟨𝑏⟩ ≠ 1 is a primitive
extension group by Lemma 4.5.More concretely, for all non-zero integers𝑚, 𝑛, the one-
relator group ⟨𝑎, 𝑏 | 𝑎𝑚 = 𝑏𝑛⟩ is a primitive extension group.

Example 5.5 Any one-relator group that splits as an ascending HNN-extension of a
finitely generated free group (or in otherwords, has non-trivial BNS invariant) is a prim-
itive extension group for the following reason: if 𝑋 is a one-relator complex, then by
Brown’s criterion [Bro87], 𝜋1 (𝑋) splits as an ascending HNN-extension of a free group
if and only if there is a one-relator tower 𝑍 ↬ 𝑋 such that 𝜋1 (𝑍) = 𝜋1 (𝑍 ∩ 1 · 𝑍)
or 𝜋1 (𝑍) = 𝜋1 (−1 · 𝑍 ∩ 𝑍) (see also [Lin22a, Section 5.3]). Thus, when 𝜋1 (𝑋) has
non-trivial BNS invariant, 𝜋1 (𝑍) has an exceptional intersection and is free, so 𝑋 is
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a primitive extension complex. In fact, all such one-relator groups correspond to the
subfamily 𝐸𝑝 (𝑎, 𝑦).

Theorem 5.6 A one-relator group is hyperbolic (and virtually special) if its primitive exten-
sion subgroups are hyperbolic (and virtually special).

Proof Let 𝐺 be a one-relator group. Suppose that all primitive extension subgroups
of𝐺 are hyperbolic (and virtually special). Since BS(1, 𝑛) is a primitive extension group
and all Baumslag–Solitar groups contain some BS(1, 𝑛) as a subgroup, 𝐺 contains no
Baumslag–Solitar subgroup. Now by Corollary 4.9 and Lemma 5.2, it follows that 𝐺 is
hyperbolic (and virtually special). ■

It is now immediate that in order to characterise hyperbolic one-relator groups, one
only needs to characterise hyperbolic primitive extension groups.

Corollary 5.7 Gersten’s conjecture is true if it is true for primitive extension groups.
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