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1. Summary. We consider one-parameter families
of distributions which are of the general exponential type, the
general series distribution type, or which can be transiormed
into the exponential type by a one-to-one transformation. In
this paper we establish theorems to the effect that such dis-
tributions may be characterized by a simple differential equation
involving the mean function. Itis illustrated that almost all the
classical one-parameter families of distributions are
characterized by these theorems. Multivariate generalizations
are given, and it is also noticed that the functional form of the
normalizing factor determines the specific distribution in each
general family.

2. Introduction. Characterization of series and
exponential type distributions, from the moment and cumulant
relations, have been considered by Kosambi [1949] and Patil
[1961]. These involve a number of basic relations for the
characterization. Characterization of the individual members,
in the exponential type families, from the forms of the mean
function is discussed by Patil and Shorrock [1965].

3. Some Theorems.

THEOREM 1. Among all one-parameter families of
probability distributions the exponential type family is
completely characterized by

(1) £'(w) - O(wl)(w) = 0,
where @(w) is the mean function, w is the parameter,
f(w+t) is expansible in Taylor series at w for some t# O

and f'(w) =d f(w) . A probability distribution is said to be
dw
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of the general exponential type with the parameter w if the
probability function can be written in the form

(2) dF = a(x) e/ g(w),

a(x) >0, weflwhere JU is the parameter space, g(w) is the
normalizing factor which is finite and differentibale, xe T

where T is a discrete or continuous subset of the set of real
numbers R. We will denote summation or integration by fT .

Hence g(w) = »[T a(x) e .

Proof. f(w+t) = f(w) +t f'(w) + tzf‘ "(w)/ 2L + ...

Let M(t) = f(w+t)/ £(w) = 1 + t £1(w)/ £(w) + t° £ ' (w)/ 2L £(w) + . ..
=1 +tQ(w) + £ 1 d [@(w)i(w)] + ...
2 f (w) dw
T 1 4" [O(w)E(w)] .. .

(n+1)* f(w) dw

M(t) uniquely determines a distribution whose moment
generating function is Mf(t) . But for the exponential type
family of distributions,

(3) O(w) = [ alx).x.e™ /g(w)

(4) g(w) .Q(w) = fT a(x) x e

(5) 4 _d> [@wgw] =m _ ,n=1,2,...,
glw) dw nt

where m'r+1 is the (r+1i)st moment about the origin of the

exponential type distribution. Therefore the moment

generating function of the exponential type distribution is M(t)
where g(w) = f(w) .
Hence the result.

If the functional form of f(w) is specified then the
different member distributions in the exponential type family
are obtained. Some of the examples are given below.
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-1/2

2 2 2
1. Normal: dF = (278 ) . exp -{x-a)/ 2B ;

-0< g<® ; B>0 known; -x<x<> and
2.-1/2 2 2 2
flw) = (27 R) / .exp (@ /28°) where w= &/ .
. -x8
2. Exponential: dF = 8 e , 8>0, 0<x<w and
f(w) = -1/w where w= -6 .
- - ol
3. Gamma: dF = 1 e 1 e x/¢ , aknown, 3 >0,
. E—
BT (a)

x>0, f(w)= (-1/W)a where w = -1/3 .
4, Binomial: dF = (:) px(i_p)n-x, 0<p<1, nknown, x =0,
1, ..., n. f(w)=(1 +ew)n where w = log 8 and
& =p/(1-p) .
. x -B
5. Poisson: dF =8~ e "/xt, B3>0, x=0, 1, ...,

w
f(w) = e where W =1logp .

THEOREM 2. Among all one-parameter families of
probability distributions the series distribution is completely
characterized by the equation

(6) p(6) h(8) = & h'(6) ,

where f(6) is the mean function and h(6+t) is expansible in
Taylor series at 8 for some t£ 0.

The series distribution is given by the probability function
(M dF = b(x) 8 /m(e),
b(x)>0, 6>0, 68eSl' (parameter space), m(6) is the

normalizing factor which is finite and differentiable, xe¢ T'
and T' is a countable subset of the set of real numbers.

Hence m(8) = Z b(x)ex . This can be proved as a corollary
TV
to theorem 1, since,
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(8) b(x) 8" /m(8) = b(x) & /m(e"),

where w = log 8. (8) can be identified with the probability
function in (2). Therefore the equation (6) reduces to the
equation (1). Hence the result. The power series distribution,
the classical discrete distributions such as the Binomial,
Negative Binomial, Geometric, Poisson and Logarithmic Series,
all can be considered to be special cases of the series dis-

tribution. Some illustrations are given below and more may be
found in Noack [1950].

a. Power Series: dF = b(x) BX/m(G), b(x)>0, 6>0, xe T"'
and T'' is the set of positive integers.

b. Geometric: dF =p(1-p)x_1, O<p<1, x=1, 2, ...,
m(6) =6/(1-6) where 6 =1-p.

c. Negative Binomial: dF = (x-i) pk(i-p)x-k, 0O<p<t,

k-1
k known, x=k, k+i, ..., m(8)= ek/(1-e)k and
6=(1-p).
d. Logarithmic Series: dF = 6 , 0<B8<1, x=1,
-log(1-6).x

2, ..., m(0)=-log(1-9).

THEOREM 3. Among all k-variate k-parameter
families of probability distributions, the k-variate exponential
type family is completely characterized by the equations

(9) 8 flw

aw .
i

i,...,Wk)=ﬂ(vvi)f(w y W, ...,Wk)for1=1,...,k,

1" 2

where ﬂ(wi) is the mean function for the ith variate Xi

(that is, Q(wi) = E(Xi) ) and f(wi+t s eee, W +t ) is

1 k k

expansible in Taylor series at (w,, .. .,wk) for some

(ti""’tk) 7 0.

1

A k-variate exponential type family is given by the
probability function,

(10) dF = a(xi, e, xk)(e}qa. Ewixi)/g(wi, ey Wk) )

Tt
a(xi, ey xk) >0, (Wi' cees Wk) N (parameter space),
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g(w,,een, Wk) is the normalizing factor which is finite and

1
differentiable, X, ¢ Ti for all i where T. is a continuous or
i

discrete subset of the set of real numbers.

. + Cees +t ) = +XZt o/ ow.
Proof f(w1 ti’ wk k) E(w1 wk) laf/owl
tt. .
2! O O
1]
s 0y = + 9 ° 0 0oy 3 o e 0y
Let M(ti’ tk) f(w1 'c1 Wk+tk)/f(w1 Wk)
2
=1+Z¢t 9f /f + Zttaf /£ + ...
{1 — i ——
ow, TOwW. 0w,
i i ]

=1 +Zthw)+Z tt. 1 3 Pw)f+....
1 1 1] 1

> f awj

M(t,,..., tk) uniquely determines a k-variate probability

1
distribution whose moment generating function is M(ti' cens tk)'

But for the k-variate exponential type distribution
(11) B(w) = [Lalx,...ox) x (expZw x)/g(w, ..., %),

where T = 'J'.'1 XT_ X... Tk and fT stands for the multiple

2
integral or sum as the case may be.

Zx. w,
(12) 1 3 g.ﬂ(wi) = 1 fT a(xi, ...,xk) xixj e i i
g 8wj g

=E(X X)) etc.
1]

The moment generating function of the k-variate exponential
type is M(ti' cees tk) where g = f. Hence the result.

THEOREM 4. Among all k-variate k-parameter
families of probability distributions, the k-variate series type
family is completely characterized by the equations
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= o e '= ,.--,kp
(13) h(8,,....8)0(8) eise B(8,, ..., 0 )fori=1
1

where 0(6.) = E(Xi) is the mean function of the ith wvariate and
i

h(91+t ,+..., 8 +t ) is expansible in Taylor series at

1 k k
C ,...,Ok) for some (t ,...,tk) £ 0.

1 1
A k-variate distribution is said to be of the power series
type if the probability function is given by
X
1 «
dF = b ) ** ey . o o
(14) (x, %) o, 8,

/m(8,...,8),

k

b(xi, ...,xk) > 0, ei> 0 for all i, m(ei, cees Gk) is the
normalizing factor, (xi, .o .,:ﬁ{) € Ii X I2 X... XLk where

Ii is a countable subset of the set of real numbers for all i,
and (81, cees Gk) € ﬂ_”‘ (parameter space). The proof follows

from theorem 2 and theorem 3 by the transformation
w, = log 8, for all i.
i i

THEOREM 5. If there exists a one-to-one trans-
formation Y = Q(X) between X and Y such that Y designates
the general exponential type family of distributions then among
all the one-parameter families of distributions the family
designated by X is completely characterized by the equation

(15) f'(w) - f(w) p(w) = 0,

where w is the parameter, f(w) = E[Q(X)] and f(w+t) is
expansible in Taylor series at w and for some t# 0.

p(w) = E[Q(X)] = E(Y) is the mean functionof Y and
therefore the equation (15) can be identified with equation (1)
which in turn completely characterizes the general exponential
family by theorem 1. Since the transformation Y = Q(X) is
one-to-one the result follows.

Example 1: Consider the Gamma distribution

dF = 1 xa_1 e_X dx,
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exp(-xtalogx) dx , x>0, a>0.

o) x

Put y = log x, to obtain

-ey

.Y dy .
(o)

dF(y) =

o

Clearly, dF(y) is of the general exponential type, and

(16) S F(a) - Tla).Bla) =0,
da

where f(a) = E(Y) = E{log X) .

Example 2: Consider the Beta distribution

dF(x) = xa'-'1 . (1-x)‘3-i.dx , 0<x<1, > 0,8 >0 known,
B(e, B)
=Y . (1-ey)5-1dy, where y = log x .
B(ap)

This is of the exponential type. Similarly, if « is known then
dF(x) can be transformed to the exponential type by a similar
transformation. Theorem 5 may be generalized to a k-variate
k-parameter family of distributions under the existence of a
similar one-to-one transformation.

4. Discussion. It is seen in the theorems discussed in
this article that the differential equation (1) characterizes the
exponential type families of probability distributions. Egquation
(1) may be written as

(17) p(w) = £ (w)/f(w).
If w is the only parameter in a probability distribution arnd if
p(w) is the mean function where we JbL (parameter space) and

if P(w) is analytic in fL then exp( fD(W) dw + ¢ ) is analytc,
where ¢ is a constant. Let

(18) f(w) = exp ([ B(w) dw +c).
Then f{w) =1{'(w)/f(w) and f{w+t) = f(w) +tf'(w) + ...

for some t # 0. Hence the condition in theorem {1 may be
modified as follows: if the mean function f(w} is analytic

101

https://doi.org/10.4153/CMB-1966-013-8 Published online by Cambridge University Press


https://doi.org/10.4153/CMB-1966-013-8

in SU then p(w) will determine the exponential type family
among the one-parameter families of distributions.
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