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Abstract

We consider a two-stage tandem queue with two parallel servers and two queues.
We assume that initially all jobs are present and that no further arrivals take place at
any time. The two servers are identical and can serve both types of job. The processing
times are exponentially distributed. After being served, a job of queue 1 joins queue 2,
whereas a job of queue 2 leaves the system. Holding costs per job and per unit time are
incurred if there are jobs holding in the system. Our goal is to find the optimal strategy
that minimizes the expected total holding costs until the system is cleared. We give a
complete solution for the optimal control of all possible parameters (costs and service
times), especially for those parameter regions in which the optimal control depends on
how many jobs are present in the two queues.
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1. Introduction

We consider a two-stage tandem queue with two parallel servers and two queues, queue 1
and queue 2. In the system, there are initially n1 jobs at queue 1 and n2 jobs at queue 2, and
there are no further arrivals at any later time. The two servers are identical and can serve both
types of jobs. The processing time of a job at queue 1 or queue 2 is exponentially distributed
with mean 1/µ1 or 1/µ2, respectively. After being processed, a job of queue 1 joins queue 2,
whereas a job of queue 2 that has been served leaves the system. A holding cost ci , i = 1, 2, per
job and per unit time is incurred if there are jobs holding in queue i. For the sake of simplicity,
we assume that if two jobs are being processed and one job finishes, then the other job can
be preempted and both servers can be allocated to new jobs. For example, if both servers are
working on jobs in queue 2 when a service is completed, then both servers can be immediately
assigned to jobs in queue 1. Our goal is to develop an optimal strategy that minimizes the
expected total holding costs until the system is cleared. That is, the target is to minimize the
expression

E

[ ∫ ∞

0
(c1Q1(t) + c2Q2(t)) dt

]
,
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where Q1(t) and Q2(t) denote the number of jobs at time t in queue 1 and in queue 2,
respectively. The starting point of our considerations was the paper of Ahn et al. [2], who
considered this model with only one difference: in their model, if two jobs are being processed
and one job finishes, then the other job is not preempted and only one server can be allocated to
a new job. In [2], necessary and sufficient conditions on the parameters c1, c2, µ1, and µ2 were
given for the optimality of allocating both servers to queue 1 or queue 2. More precisely, it was
shown, by induction arguments, that the optimal strategy allocates both servers to queue 1 or
to queue 2 (if possible) if and only if

c1

c2
≥ 1 + µ2

µ1
or

c1

c2
≤ 1 + µ2

µ1 + µ2
,

respectively. In the case that

1 + µ2

µ1 + µ2
<

c1

c2
< 1 + µ2

µ1
, (1)

[2] gave a numerical example which suggests that, in this case, the optimal strategy is rather
complicated.

Under the assumption of preempting the other job if one job is finished, we are able to give
a complete description of the optimal strategy, especially for the case (1). Moreover, we will
see that, in most cases, the optimal strategy for our model is easily transferable to the model
considered in [2].

Other related works on tandem queues are [1], [3], [4], [5], [6], and [7]. Ahn et al. [1]
considered a model with arrivals, two stations, and two flexible servers, and gave conditions
under which it is optimal to allocate both servers to station 1 or 2. In the model of [3], there is
one server fixed to process type-1 jobs while the second server can process both types of jobs.
In [5], Hajek considered a model with interacting service stations, where arrivals to the servers
take place. His goal was to find the optimal allocation of the arriving customers to the different
servers. Pandelis and Teneketzis [6] considered multiserver scheduling in a system with two
interconnected queues, where jobs completing service in queue 1 join queue 2 with a certain
probability. The processing time has a general distribution and they proved that, under certain
conditions, a pure nonpreemptive strategy is optimal.

Farrar [4] also considered a two-stage tandem queueing system with a given initial number
of customers and no further arrivals at any later time. In addition to there being one server at
each station, there is an extra server that can be allocated to each station. The aim is to allocate
the extra server in such a way that the expected total holding costs incurred until the system is
empty are minimized. He showed that the optimal control policy is transition monotone.

The model of Rosberg et al. [7] consists of a Poisson arrival stream into a network of two
M/M/1 service stations in tandem, where the service rate at station 1 can be selected from an
interval u ∈ [0, a], as a function of the numbers of customers waiting at each station, in such a
way as to minimize the expected total discounted or average cost. They showed that the optimal
policy is of the form u = 0 or u = a. An additional result is that, for the case of discounted
cost, the optimal process can be nonergodic whereas the process in the case of average cost is
ergodic.

The rest of the paper is organized as follows. In Section 2, we explain the model and
introduce the optimal control matrix (C(i, j))∞i,j=0. With the help of this matrix, the
optimal control can be illustrated graphically. The main results concerning the optimal
control are given in Section 3. In Section 4, some structural lemmas are stated and proved.
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These will be needed for the proofs of the theorems for the control matrix, which are given in
Section 5. Finally, in Section 6, the connection to [2] and some future work are discussed.

2. The model

Let (i, j, X) denote the state of the system, where i and j are the numbers of jobs in queue 1
and queue 2, respectively, and X denotes the state of the two servers. There are four possible
states for X, namely 11, 22, 12, or R, where 11 means that we take two jobs from queue 1, 22
means that we take two jobs from queue 2, 12 means that we take one job from each queue,
and R means that the server has finished processing a job and a decision must be made as to
whether to choose 11, 22, or 12. Furthermore, we define V (i, j, X) to be the minimal expected
total holding costs accumulated until the system is cleared. The function V (i, j, X) satisfies
the following dynamic equations:

V (i, j, 11) = ic1 + jc2

2µ1
+ V (i − 1, j + 1, R), i ≥ 2, j ≥ 0,

V (i, j, 22) = ic1 + jc2

2µ2
+ V (i, j − 1, R), i ≥ 0, j ≥ 2,

V (i, j, 12) = ic1 + jc2

µ1 + µ2
+ µ1

µ1 + µ2
V (i − 1, j + 1, R)

+ µ2

µ1 + µ2
V (i, j − 1, R), i, j ≥ 1,

(2)

and
V (i, j, R) = min{V (i, j, 11), V (i, j, 22), V (i, j, 12)}, i, j ≥ 2,

V (i, 1, R) = min{V (i, 1, 11), V (i, 1, 12)}, i ≥ 2,

V (1, j, R) = min{V (1, j, 22), V (1, j, 12)}, j ≥ 2.

(3)

Furthermore, the following initial conditions are obviously valid:

V (1, 1, R) = V (1, 1, 12),

V (0, j, R) = V (0, j, 22), j ≥ 2,

V (i, 0, R) = V (i, 0, 11), i ≥ 2,

V (1, 0, R) = c1

µ1
+ c2

µ2
,

V (0, 1, R) = c2

µ2
.

(4)

The following lemma states that, for i, j ≥ 2, it is sufficient to consider only the two strategies
X = 11 and X = 22, i.e. to take two jobs from queue 1 or two jobs from queue 2.

Lemma 1. For i, j ≥ 2,

V (i, j, 12) ≥ min{V (i, j, 11), V (i, j, 22)}, (5)

Proof. Let i, j ≥ 2. Then the dynamic equations (2) give

V (i, j, 12) = µ1

µ1 + µ2
V (i, j, 11) + µ2

µ1 + µ2
V (i, j, 22).

Thus, V (i, j, 12) is a convex combination of V (i, j, 11) and V (i, j, 22), which gives (5).
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Figure 1: Parameter regions for c1/c2.

The optimal strategy is realized with the help of a control matrix (C(i, j))∞i,j=0 that, for each
(i, j) ∈ N0 × N0 (N0 = {0, 1, 2, . . .}), gives the optimal control of the queue. Thus, if there
are i ≥ 0 jobs in queue 1 and j ≥ 0 jobs in queue 2, with i + j ≥ 2, then we have at least one
of the following three possibilities for control.

• Take two jobs of queue 1, denoted by C(i, j) = 11.

• Take two jobs of queue 2, denoted by C(i, j) = 22.

• Take one job of queue 1 and one job of queue 2, denoted by C(i, j) = 12.

In order to obtain a unique control matrix, we define

C(i, j) :=
{

11 if V (i, j, 11) ≤ V (i, j, 22),

22 if V (i, j, 11) > V (i, j, 22),
i, j ≥ 2,

C(1, j) :=
{

22 if V (1, j, 22) ≤ V (1, j, 12),

12 if V (1, j, 22) > V (1, j, 12),
j ≥ 2,

C(i, 1) :=
{

11 if V (i, 1, 11) ≤ V (i, 1, 12),

12 if V (i, 1, 11) > V (i, 1, 12),
i ≥ 2.

Furthermore, by (4), we have

C(i, 0) = 11, i ≥ 2,

C(0, j) = 22, j ≥ 2,

C(1, 1) = 12.

Finally, for the sake of completeness, we define

C(0, 0) := 0,

C(1, 0) := 1,

C(0, 1) := 2.

In the next section, we give the control matrix (C(i, j)), for all (i, j) ∈ N0 ×N0, for all possible
parameters c1, c2, µ1, and µ2. To this end, we separate the parameter region of c1/c2 into four
subregions (see Figure 1):

A =
(

0, 1 + µ2

µ1 + µ2

]
, B =

(
1 + µ2

µ1 + µ2
, 1 + µ2

2µ1
+ µ2

2(µ1 + µ2)

)
,

C =
[

1 + µ2

2µ1
+ µ2

2(µ1 + µ2)
, 1 + µ2

µ1

)
, D =

[
1 + µ2

µ1
, ∞

)
.
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j

...
...

...
...

...
...

...

5 22 22 22 22 22 22 · · ·
4 22 22 22 22 22 22 · · ·
3 22 22 22 22 22 22 · · ·
2 22 22 22 22 22 22 · · ·
1 2 12 12 12 12 12 · · ·
0 0 1 11 11 11 11 · · ·

0 1 2 3 4 5 · · · i

Figure 2: The control matrix for region A.

j

...
...

...
...

...
...

...

5 22 12 11 11 11 11 · · ·
4 22 12 11 11 11 11 · · ·
3 22 12 11 11 11 11 · · ·
2 22 12 11 11 11 11 · · ·
1 2 12 11 11 11 11 · · ·
0 0 1 11 11 11 11 · · ·

0 1 2 3 4 5 · · · i

Figure 3: The control matrix for region D.

j

...
...

...
...

...
...

...

�j (1)� + 1 22 22 22 22 22 22 · · ·
�j (1)� 22 12 22 22 22 22 · · ·

...
...

...
...

...
...

... · · ·
3 22 12 22 22 22 22 · · ·
2 22 12 22 22 22 22 · · ·
1 2 12 12 12 12 12 · · ·
0 0 1 11 11 11 11 · · ·

0 1 2 3 4 5 · · · i

Figure 4: The control matrix for region B.

We will show that the control matrices for the above regions are of the following forms.
(Recall that the optimal controls for i = 0, j ≥ 0 and i ≥ 0, j = 1 are obvious and will not
be discussed.) For c1/c2 ∈ A or c1/c2 ∈ D, it is always optimal (if possible) to allocate both
servers to queue 2 or queue 1, respectively (see Figure 2 and Figure 3). For regions B and C,
the situation is more complicated. For c1/c2 ∈ B there is a partial column (i = 1) and a total
row (j = 1) of 12s, and the other entries are 22s, while for c1/c2 ∈ C there is a triangular
region of 11s, a partial column (i = 1) and a partial row (j = 1) of 12s, and the other entries
are 22s (see Figure 4 and Figure 5, where �·� denotes the largest integer smaller than or equal
to its argument).
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j

...
...

...
...

...
...

...
...

...

�j (1)� + 2 22 22 22 22 · · · 22 22 22 · · ·
�j (1)� + 1 22 22 22 22 · · · 22 22 22 · · ·

�j (1)� 22 12 22 22 · · · 22 22 22 · · ·
...

...
...

...
... · · · ...

...
... · · ·

�j (2)� + 1 22 12 22 22 · · · 22 22 22 · · ·
�j (2)� 22 12 11 22 · · · 22 22 22 · · ·

...
...

...
...

... · · · ...
...

... · · ·
�j (3)� + 1 22 12 11 22 · · · 22 22 22 · · ·

�j (3)� 22 12 11 11 · · · 22 22 22 · · ·
...

...
...

...
... · · · ...

...
... · · ·

1 2 12 11 11 · · · 11 12 12 · · ·
0 0 1 11 11 · · · 11 11 11 · · ·

0 1 2 3 · · · i∗ i∗ + 1 i∗ + 2 · · · i

Figure 5: The control matrix for region C.

3. Main results

In this section, we present the main results concerning the optimal control of the system.
For each parameter region A, B, C, and D, we explicitly give the control matrix (C(i, j)).
First we determine the control matrix (see Figures 2–5) for the entire parameter region for the
case i = 1, i.e. when there is one customer waiting at server 1. Then we give the rest of the
control matrices for the different regions.

Theorem 1. (a) For c1/c2 ∈ A,

C(1, j) = 22, j ≥ 2.

(b) For c1/c2 ∈ B ∪ C, there exists a j (1) ≥ 2 such that

C(1, j) =
{

12 if 2 ≤ j < j(1),

22 if j ≥ j (1),

and j (1) is in fact given by

j (1) = log(1 − c1µ1/[c2(µ1 + µ2)])
log(µ2/(µ1 + µ2))

. (6)

(c) For c1/c2 ∈ D,
C(1, j) = 12, j ≥ 2.

Theorem 2. For c1/c2 ∈ A,

C(i, 1) = 12, i ≥ 2

C(i, j) = 22, i ≥ 1, j ≥ 2.
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Theorem 3. For c1/c2 ∈ B,

C(i, 1) = 12, i ≥ 2,

C(i, j) = 22, i ≥ 2, j ≥ 2.

Theorem 4. Let c1/c2 ∈ C. Then there exists an index i∗ ≥ 2 such that the following three
assertions hold.

(a) For j = 1,

C(i, 1) =
{

11 if 2 ≤ i ≤ i∗,
12 if i > i∗.

(b) There exist j (2), . . . , j (i∗) such that, for i ∈ {2, . . . , i∗},

C(i, j) =
{

11 if 1 ≤ j ≤ j (i),

22 if j > j(i),

and j (i) is in fact given by

j (i) = −i + log(−iµ2(c1µ1 − c2(µ1 + µ2))/[c2(µ1 + µ2)
2])

log(µ2/(µ1 + µ2))
. (7)

(c) For i ≥ i∗ + 1 and j ≥ 2,

C(i, j) = 22.

Furthermore, the index i∗ is given by

i∗ = max{i ∈ N : f (i) ≤ 0}, (8)

where

f (i) := 1 − 1

i

(
µ2

µ1 + µ2

)i

− c1µ1

c2(µ1 + µ2)
(9)

is a strictly monotone-increasing function.

Remark 1. It is quite easy to see that

j (1) > j(2) > · · · > j(i∗) ≥ 1, (10)

where j (1) is given in (6). Inequality (10) is an immediate consequence of Lemma 3(a), below.
Note also that, for i = 1, formula (7) coincides with j (1) as given in (6). If, in Theorem 4(b),
the number j (i) is an integer, then V (i, j (i), 11) = V (i, j (i), 22) = V (i, j (i), 12).

Theorem 5. For c1/c2 ∈ D,

C(i, j) = 11, i ≥ 2, j ≥ 1. (11)
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4. Structural lemmas

To proceed towards the proofs of our theorems, we must compute some costs and characterize
the structure of our control matrices.

Lemma 2. (a) For j ≥ 1,

V (0, j, 22) = c2(2 + j + j2)

4µ2
. (12)

(b) Let j ≥ 1. If C(1, �) = 12 for � ∈ {1, 2, . . . , j} then V (1, j, 12) is given explicitly by

V (1, j, 12) = 1

4µ2
1µ2

[
4c1µ1µ2 + c2

(
(4 + 3j + j2)µ2

1 − 2µ2
2

(
1 −

(
µ2

µ1 + µ2

)j )

+ 2µ1µ2

(
j − 1 +

(
µ2

µ1 + µ2

)j ))]
. (13)

Proof. Part (a) is shown by induction on j . The cases j = 1 and j = 2 are clear. Assuming
that (12) holds for j , we then have

V (0, j + 1, 22) = (j + 1)c2

2µ2
+ V (0, j, 22)

= (j + 1)c2

2µ2
+ c2(2 + j + j2)

4µ2
= c2(2 + (j + 1) + (j + 1)2)

4µ2
,

and the result follows.
Part (b) is also shown by induction on j . For j = 1 we have

1

4µ2
1µ2

[
4c1µ1µ2 + c2

(
8µ2

1 − 2µ2
2

(
1 − µ2

µ1 + µ2

)
+ 2µ1µ2

µ2

µ1 + µ2

)]

= 1

4µ2
1µ2

[4c1µ1µ2 + 8c2µ
2
1] = c1

µ1
+ 2c2

µ2

= V (1, 1, 12).

Assuming that C(1, �) = 12 for � ∈ {1, 2, . . . , j} and that (13) holds for j , we then have

V (1, j + 1, 12) = c1 + (j + 1)c2

µ1 + µ2
+ µ1

µ1 + µ2
V (0, j + 2, 22) + µ2

µ1 + µ2
V (1, j, 12).

By using the induction hypothesis and (12), we obtain

V (1, j + 1, 12) = c1 + (j + 1)c2

µ1 + µ2
+

(
µ1

µ1 + µ2

)
c2(2 + (j + 2) + (j + 2)2)

4µ2

+
(

µ2

µ1 + µ2

)
1

4µ2
1µ2

[
4c1µ1µ2 + c2

(
(4 + 3j + j2)µ2

1

+ 2µ2
2

(
−1 +

(
µ2

µ1 + µ2

)j )
+ 2µ1µ2

(
−1 + j +

(
µ2

µ1 + µ2

)j ))]
,
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which, after some algebra, gives

V (1, j + 1, 12) = 1

4µ2
1µ2

[
4c1µ1µ2 + c2µ

2
1(4 + 3(j + 1) + (j + 1)2)

+ 2c2µ
2
2

(
−1 +

(
µ2

µ1 + µ2

)j+1 )

+ 2c2µ1µ2

(
j +

(
µ2

µ1 + µ2

)j+1 )]
,

as required.

In the next two lemmas, we give some structural results for the control matrix (C(i, j))∞i,j=0.

Lemma 3. Let c1/c2 < 1 + µ2/µ1, i.e. c1/c2 ∈ A ∪ B ∪ C.

(a) Let i ≥ 1 and j ≥ 3. If C(i, j) = 22 then C(i + 1, j − 1) = 22.

(b) Let i ≥ 1. If C(i, 2) = 22 then C(i + 1, 1) = 12.

(c) Let i ≥ 3 and j ≥ 1. If C(i, j) = 11 then C(i − 1, j + 1) = 11.

(d) Let j ≥ 1. If C(2, j) = 11 then C(1, j + 1) = 12.

Proof. (a) We will compare the costs for the two different strategies in the state (i+1, j −1).
If we assume that C(i + 1, j − 1) = 11 then, by C(i, j) = 22, we get into the state (i, j − 1).
On the other hand, if we assume that C(i+1, j −1) = 22 then we get into the state (i+1, j −2).
There we take the suboptimal strategy 11 (since, in this state, we do not know the optimal
strategy) and again get into the state (i, j −1). By showing that the costs along the second path
are smaller than those along the first path, we will conclude that C(i + 1, j − 1) = 22.

Let C(i, j) = 22. Then, by (5), it suffices to show that

V (i + 1, j − 1, 22) − V (i + 1, j − 1, 11) < 0.

By the dynamic equations (2), and since V (i + 1, j − 2, R) ≤ V (i + 1, j − 2, 11), we have

V (i + 1, j − 1, 22) − V (i + 1, j − 1, 11)

= (i + 1)c1 + (j − 1)c2

2µ2
+ V (i + 1, j − 2, R) − (i + 1)c1 + (j − 1)c2

2µ1
− V (i, j, R)

≤ (i + 1)c1 + (j − 1)c2

2µ2
+ V (i + 1, j − 2, 11) − (i + 1)c1 + (j − 1)c2

2µ1
− V (i, j, 22)

= (i + 1)c1 + (j − 1)c2

2µ2
+ (i + 1)c1 + (j − 2)c2

2µ1
+ V (i, j − 1, R)

− (i + 1)c1 + (j − 1)c2

2µ1
− ic1 + jc2

2µ2
− V (i, j − 1, R)

= c1

2µ2
− c2

(
1

2µ2
+ 1

2µ1

)
= c2

2µ1µ2

[
c1

c2
−

(
1 + µ2

µ1

)]
< 0.
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(b) Let C(i, 2) = 22. Then, by (2), (3), and (4), we have

V (i + 1, 1, 12) − V (i + 1, 1, 11)

= (i + 1)c1 + c2

µ1 + µ2
+ µ1

µ1 + µ2
V (i, 2, R) + µ2

µ1 + µ2
V (i + 1, 0, R)

− (i + 1)c1 + c2

2µ1
− V (i, 2, R)

= (i + 1)c1 + c2

µ1 + µ2
+ µ2

µ1 + µ2
V (i + 1, 0, 11) − (i + 1)c1 + c2

2µ1
− µ2

µ1 + µ2
V (i, 2, 22)

= (i + 1)c1 + c2

µ1 + µ2
+ µ2

µ1 + µ2

(
(i + 1)c1

2µ1
+ V (i, 1, R)

)

− (i + 1)c1 + c2

2µ1
− µ2

µ1 + µ2

(
ic1 + 2c2

2µ2
+ V (i, 1, R)

)

= c1µ1 − c2(µ1 + µ2)

2µ1(µ1 + µ2)
= c2µ1

2µ1(µ1 + µ2)

[
c1

c2
−

(
1 + µ2

µ1

)]
< 0.

(c) For j = 1, part (c) is the contraposition of part (b) and, for i ≥ 3 and j ≥ 2, part (c) is the
contraposition of part (a).

(d) This statement is the contraposition of part (a) for i = 1.

Lemma 4. Let j ≥ 2.

(a) Let

1 + µ2

µ1 + µ2
<

c1

c2
< 1 + µ2

2(µ1 + µ2)
+ µ2

2µ1
,

i.e. c1/c2 ∈ B. If
C(1, j) = C(1, j + 1) = 12

then C(2, j) = 22.

(b) Let

1 + µ2

2(µ1 + µ2)
+ µ2

2µ1
≤ c1

c2
< 1 + µ2

µ1
,

i.e. c1/c2 ∈ C, and let j > j(2), where j (2) is given by (7). If

C(1, j) = C(1, j + 1) = 12

then C(2, j) = 22.

(c) Let

1 + µ2

2(µ1 + µ2)
+ µ2

2µ1
≤ c1

c2
< 1 + µ2

µ1
,

i.e. c1/c2 ∈ C, let i ≥ 2, and let j > j(i+1), where j (i+1) is given by (7). If

C(i, j) = C(i, j + 1) = 11

then C(i + 1, j) = 22.
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Proof. Let i ≥ 1 and j ≥ 2. From Lemmas 3(c), 3(d), and 2(b), we obtain

V (i + 1, j, 22) − V (i + 1, j, 11)

= (i + 1)c1 + jc2

2µ2
+ V (i + 1, j − 1, R) − V (i + 1, j, 11)

≤ (i + 1)c1 + jc2

2µ2
+ V (i + 1, j − 1, 11) − V (i + 1, j, 11)

= (i + 1)c1 + jc2

2µ2
+ V (1, i + j − 1, 12) − V (1, i + j, 12) − ic2

2µ1

= (i + 1)c1 + jc2

2µ2
+ 1

2µ1µ2

×
[
c2

(
µ2

µ1 + µ2

)i+j

(µ1 + µ2) − c2((1 + i + j)µ1 + µ2)

]
− ic2

2µ1

= 1

2µ1µ2

[
c1(i + 1)µ1 + c2

[(
µ2

µ1 + µ2

)i+j

(µ1 + µ2) − (i + 1)(µ1 + µ2)

]]
. (14)

If we set i = 1 in (14) then we obtain

V (2, j, 22) − V (2, j, 11) ≤ c1

µ2
− c2

µ2
− c2

µ1
+ c2(µ2/(µ1 + µ2))

j

2µ1

<
c1

µ2
− c2

µ2
− c2

µ1
+ c2µ2

2µ1(µ1 + µ2)

= c2

µ2

[
c1

c2
−

(
1 + µ2

2µ1
+ µ2

2(µ1 + µ2)

)]
< 0,

which gives the assertion of part (a).
In cases (b) and (c), by (14), V (i + 1, j, 22) − V (i + 1, j, 11) < 0 is satisfied if

c2

(
µ2

µ1 + µ2

)i+j+1
(µ1 + µ2)

2

µ2
< −(i + 1)(c1µ1 − c2(µ1 + µ2)),

which is equivalent to

j > −(i + 1) + log(−(i + 1)µ2(c1µ1 − c2(µ1 + µ2))/[c2(µ1 + µ2)
2])

log(µ2/(µ1 + µ2))
= j (i+1).

For i = 1, this gives part (b), and for i ≥ 2, it gives part (c). This completes the proof.

Lemma 5.

C(2, 1) =

⎧⎪⎪⎨
⎪⎪⎩

11 if
c1

c2
≥ 1 + µ2

2(µ1 + µ2)
+ µ2

2µ1
, i.e.

c1

c2
∈ C ∪ D,

12 if
c1

c2
< 1 + µ2

2(µ1 + µ2)
+ µ2

2µ1
, i.e.

c1

c2
∈ A ∪ B.
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Proof. By Lemma 3(d) and Lemma 2(b),

V (2, 1, 11) − V (2, 1, 12)

= 2c1 + c2

2µ1
+ V (1, 2, 12) − 2c1 + c2

µ1 + µ2
− µ1

µ1 + µ2
V (1, 2, 12) − µ2

µ1 + µ2
V (2, 0, 11)

= 2c1 + c2

2µ1
− 2c1 + c2

µ1 + µ2
− µ2

µ1 + µ2

2c1

2µ1
+ µ2

µ1 + µ2
(V (1, 2, 12) − V (1, 1, 12))

= 2c1 + c2

2µ1
− 2c1 + c2

µ1 + µ2
− µ2

µ1 + µ2

2c1

2µ1
+ µ2

µ1 + µ2

(
3c2

2µ2
+ c2

2(µ1 + µ2)

)

= 1

2µ1µ2(µ1 + µ2)

(
−2µ1µ2c1 + c2

(
2µ1µ2 + µ2

2 + µ1µ
2
2

µ1 + µ2

))

= c2

µ1 + µ2

(
1 + µ2

2µ1
+ µ2

2(µ1 + µ2)
− c1

c2

)
,

which gives the assertion.

Remark 2. Note that, for
c1

c2
= 1 + µ2

2(µ1 + µ2)
+ µ2

2µ1
,

we have V (2, 1, 11) = V (2, 1, 12).

5. Proofs of the theorems

5.1. Proof of Theorem 1

First note that C(1, 1) = 12. Define

j∗ := sup{j : C(1, �) = 12, 1 ≤ � ≤ j}.

A simple computation gives

V (1, 2, 12) − V (1, 2, 22) = c2

2µ2

(
1 + µ2

µ1 + µ2
− c1

c2

)
,

whence

C(1, 2) =

⎧⎪⎪⎨
⎪⎪⎩

12 if
c1

c2
> 1 + µ2

µ1 + µ2
, i.e.

c1

c2
∈ B ∪ C ∪ D,

22 if
c1

c2
≤ 1 + µ2

µ1 + µ2
, i.e.

c1

c2
∈ A.

Thus, for
c1

c2
≤ 1 + µ2

µ1 + µ2
,

i.e. c1/c2 ∈ A, we have j∗ = 1.
Now let

c1

c2
> 1 + µ2

µ1 + µ2
,
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i.e. c1/c2 ∈ B ∪ C ∪ D. Using Lemma 2(b), we find, for all j , 1 ≤ j ≤ j∗, that

V (1, j, 12) − V (1, j, 22)

= V (1, j, 12) − c1 + jc2

2µ2
− V (1, j − 1, 12)

= 1

2µ1µ2

[
c2

(
µ1 + jµ1 + µ2 −

(
µ2

µ1 + µ2

)j

(µ1 + µ2)

)]
− c1 + jc2

2µ2
.

Thus, V (1, j, 12) − V (1, j, 22) < 0 is equivalent to

−
(

µ2

µ1 + µ2

)j(
1 + µ2

µ1

)
<

c1

c2
−

(
1 + µ2

µ1

)
. (15)

Consequently, if
c1

c2
≥ 1 + µ2

µ1
,

i.e. c1/c2 ∈ D, then the right-hand side of (15) is nonnegative. Since the left-hand side of (15)
is negative, we have V (1, j, 12) < V (1, j, 22); hence, C(1, j) = 12 for every j ≥ 2 and, in
this case, j∗ = ∞. This proves part (c).

If, on the other hand,

1 + µ2

µ1 + µ2
<

c1

c2
< 1 + µ2

µ1
,

i.e. c1/c2 ∈ B ∪ C, then (15) is equivalent to

j <
log(1 − c1µ1/[c2(µ1 + µ2)])

log(µ2/(µ1 + µ2))
.

Hence, we have proved that there exists a j (1) ≥ 2 such that C(1, j) = 12, for 2 ≤ j < j(1),
and C(1, �j (1)� + 1) = 22, where j (1) is given by (6) and, recall, �x� denotes the largest
integer smaller than or equal to x. Thus, (6) and the stated values of the optimal control
C(1, j), j < j(1), have been verified.

Finally, let
c1

c2
< 1 + µ2

µ1
,

i.e. c1/c2 ∈ A∪B ∪C. We will prove case (a) and the remainder of case (b) by induction on j .
Note that we have already proved that C(1, 2) = 22 in case (a) and

C(1, �j (1)� + 1) = 22

in case (b); this is our basis for induction.
Assume that C(1, j) = 22. Then, from

0 ≥ V (1, j, 22) − V (1, j, 12)

= c1 + jc2

2µ2
+ V (1, j − 1, R) − c1 + jc2

µ1 + µ2
− µ1

µ1 + µ2
V (0, j + 1, 22)

− µ2

µ1 + µ2
V (1, j − 1, R)
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we find the inequality

µ1

µ1 + µ2
V (1, j − 1, R) ≤ c1 + jc2

µ1 + µ2
+ µ1

µ1 + µ2
V (0, j + 1, 22) − c1 + jc2

2µ2
. (16)

Thus, by the induction hypothesis V (1, j, R) = V (1, j, 22) and (16), we obtain

V (1, j + 1, 22) − V (1, j + 1, 12)

= c1 + (j + 1)c2

2µ2
+ V (1, j, R) − c1 + (j + 1)c2

µ1 + µ2
− µ1

µ1 + µ2
V (0, j + 2, 22)

− µ2

µ1 + µ2
V (1, j, R)

= c1 + (j + 1)c2

2µ2
+ µ1

µ1 + µ2
V (1, j, 22) − c1 + (j + 1)c2

µ1 + µ2
− µ1

µ1 + µ2
V (0, j+2, 22)

= c1 + (j + 1)c2

2µ2
+ µ1

µ1 + µ2

(
c1 + jc2

2µ2
+ V (1, j − 1, R)

)
− c1 + (j + 1)c2

µ1 + µ2

− µ1

µ1 + µ2
V (0, j + 2, 22)

= c1 + (j + 1)c2

2µ2
+ µ1

µ1 + µ2

c1 + jc2

2µ2
+ µ1

µ1 + µ2
V (1, j − 1, R)

− c1 + (j + 1)c2

µ1 + µ2
− µ1

µ1 + µ2

(j + 2)c2

2µ2
− µ1

µ1 + µ2
V (0, j + 1, 22)

≤ c1 + (j + 1)c2

2µ2
+ µ1

µ1 + µ2

c1 + jc2

2µ2
+ c1 + jc2

µ1 + µ2
+ µ1

µ1 + µ2
V (0, j + 1, 22)

− c1 + jc2

2µ2
− c1 + (j + 1)c2

µ1 + µ2
− µ1

µ1 + µ2

(j + 2)c2

2µ2
− µ1

µ1 + µ2
V (0, j + 1, 22)

= c2

2µ2
+

(
µ1

µ1 + µ2

)
c1

2µ2
− c2

µ1 + µ2
−

(
µ1

µ1 + µ2

)
c2

µ2

= c2µ1

2µ2(µ1 + µ2)

(
c1

c2
−

(
1 + µ2

µ1

))
< 0.

Hence, C(1, j + 1) = 22 and parts (a) and (b) follow, in their entireties, by induction.

5.2. Proof of Theorem 2

By Theorem 1(a) and Lemmas 3(a) and 3(b), the assertion follows immediately.

5.3. Proof of Theorem 3

By Lemma 5, we have C(2, 1) = 12 in region B. Therefore, by Theorem 1(b) and
Lemmas 3(a), 3(b), and 4(a), the assertion follows immediately.

5.4. Proof of Theorem 4

Define

i∗ := sup{i : C(�, 1) = 11, 2 ≤ � ≤ i}.
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Since C(2, 1) = 11 in region C (see Lemma 5), we have i∗ ≥ 2 and, by Theorem 1 and
Lemmas 3(a) and 3(b), we have i∗ < ∞. Let i ∈ {2, . . . , i∗} be fixed and define j∗ by

j∗ = sup{j : C(i, �) = 11, 1 ≤ � ≤ j}
= sup{j : V (i, j, 11) − V (i, j, 22) ≤ 0, 1 ≤ � ≤ j}.

By Theorem 1 and Lemma 3(a), the index j∗ is finite. Our goal is to compute a formula for j (i).
By Lemmas 2(b), 3(c), and 3(d), for every j ∈ {2, . . . , j∗}, we have

V (i, j, 11) − V (i, j, 22)

= V (i, j, 11) − ic1 + jc2

2µ2
− V (i, j − 1, 11)

= V (1, i + j − 1, 12) − V (1, i + j − 2, 12) + (i − 1)c2

2µ1
− ic1 + jc2

2µ2

= c2µ2((i + j)µ1 + µ2) − c2(µ2/(µ1 + µ2))
i+j (µ1 + µ2)

2

2µ1µ
2
2

+ (i−1)c2

2µ1
− ic1 + jc2

2µ2

= ic2

(
1

2µ1
+ 1

2µ2

)
− ic1

2µ2
− c2(µ2/(µ1 + µ2))

i+j (µ1 + µ2)
2

2µ1µ
2
2

.

Thus, V (i, j, 11) − V (i, j, 22) ≤ 0 is equivalent to

−c2

(
µ2

µ1 + µ2

)i+j

(µ1 + µ2)
2 ≤ −iµ2(c2(µ1 + µ2) − c1µ1),

which is in turn equivalent to

j ≤ −i + log(−iµ2(c1µ1 − c2(µ1 + µ2))/[c2(µ1 + µ2)
2])

log(µ2/(µ1 + µ2))
.

It follows that

C(i, j) = 11,

C(i, �j (i)� + 1) = 22,

for i ∈ {2, . . . , i∗} and 1 ≤ j ≤ j (i), with j (i) as given in (7). By Lemmas 4(b), 4(c), and
3(a), it follows that C(i, j) = 22 for all i = 1, . . . , i∗ and j > j(i). Hence, part (b) has been
entirely proved.

We next consider the column i = i∗+1. By the definition of i∗ and j (i), we have j (i∗+1) <1.
Thus, by Lemmas 4(c) and 3(a), we find that

C(i∗ + 1, j) = 22 for all j ≥ 2. (17)

Hence, by (17) and Lemma 3(a), part (c) immediately follows. By part (c) and Lemma 3(b),
we then have C(i, 1) = 12 for i ≥ i∗ + 1. This proves part (a) in its entirety.

Now we prove (8) and (9). With the help of Lemmas 3(c) and 3(d), we can easily compute
the difference V (i, 1, 11) − V (i, 1, 12). Indeed, using Lemma 2(b), for all i ∈ {2, . . . , i∗}
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we obtain

V (i, 1, 11) − V (i, 1, 12)

= ic1 + c2

2µ1
+ V (i − 1, 2, 11) − ic1 + c2

µ1 + µ2
− µ1

µ1 + µ2
V (i − 1, 2, 11) − µ2

µ1 + µ2
V (i, 0, 11)

= ic1 + c2

2µ1
− ic1 + c2

µ1 + µ2
− ic1µ2

2µ1(µ1 + µ2)
+ µ2

µ1 + µ2
(V (i − 1, 2, 11) − V (i − 1, 1, 11))

= ic1 + c2

2µ1
− ic1 + c2

µ1 + µ2
− ic1µ2

2µ1(µ1 + µ2)

+ µ2

µ1 + µ2

(
(i − 2)c2

2µ1
+ V (1, i, 12) − V (1, i − 1, 12)

)

= ic1 + c2

2µ1
− ic1 + c2

µ1 + µ2
− ic1µ2

2µ1(µ1 + µ2)

+ µ2

µ1 + µ2

(
(i − 2)c2

2µ1
+ c2(µ1 + iµ1 + µ2 − (µ2/(µ1 + µ2))

i(µ1 + µ2))

2µ1µ2

)

= 1

2µ1µ2(µ1 + µ2)

[
−c1iµ1µ2 + c2

(
iµ2(µ1 + µ2) − µ2(µ1 + µ2)

(
µ2

µ1 + µ2

)i )]

= c2i

2µ1

(
− c1µ1

c2(µ1 + µ2)
+ 1 − 1

i

(
µ2

µ1 + µ2

)i )
.

Thus, having V (i, 1, 11) − V (i, 1, 12) ≤ 0 is equivalent to having f (i) ≤ 0, where f (i) is as
defined in (9). We conclude that i∗ = max{i ∈ N : f (i) ≤ 0}, since f (i) is strictly monotone
increasing in i, .

5.5. Proof of Theorem 5

Let i ≥ 2. We will prove (11) by induction on j . For j = 1, we have

V (i, 1, 11) − V (i, 1, 12)

= ic1 + c2

2µ1
+ V (i − 1, 2, R) − ic1 + c2

µ1 + µ2
− µ1

µ1 + µ2
V (i − 1, 2, R) − µ2

µ1 + µ2
V (i, 0, 11)

= ic1 + c2

2µ1
+ µ2

µ1 + µ2
V (i − 1, 2, R)− ic1 + c2

µ1 + µ2
− µ2

µ1 + µ2

(
ic1

2µ1
+ V (i − 1, 1, R)

)

≤ ic1 + c2

2µ1
+ µ2

µ1 + µ2
V (i − 1, 2, 22)− ic1 + c2

µ1 + µ2
− µ2

µ1 + µ2

(
ic1

2µ1
+ V (i − 1, 1, R)

)

= ic1 + c2

2µ1
+ µ2

µ1 + µ2

(
(i − 1)c1 + 2c2

2µ2
+ V (i − 1, 1, R)

)

− ic1 + c2

µ1 + µ2
− µ2

µ1 + µ2

(
ic1

2µ1
+ V (i − 1, 1, R)

)

= 1

2µ1µ2(µ1 + µ2)
[c1(i(µ1 + µ2)µ2 − 2iµ1µ2 + (i − 1)µ1µ2 − iµ2

2)

+ c2((µ1 + µ2)µ2 − 2µ1µ2 + 2µ1µ2)]

= c2

µ1 + µ2

(
1 + µ2

µ1
− c1

c2

)
≤ 0.
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Hence, we have proved that C(i, 1) = 11 for i ≥ 2. Now assume that C(i, j) = 11. Then

V (i, j + 1, 11) − V (i, j + 1, 22)

= ic1 + (j + 1)c2

2µ1
+ V (i − 1, j + 2, R) − ic1 + (j + 1)c2

2µ2
− V (i, j, 11)

≤ ic1 + (j + 1)c2

2µ1
+ V (i − 1, j + 2, 22) − ic1 + (j + 1)c2

2µ2
− V (i, j, 11)

= ic1 + (j + 1)c2

2µ1
+ (i − 1)c1 + (j + 2)c2

2µ2
+ V (i − 1, j + 1, R)

− ic1 + (j + 1)c2

2µ2
− ic1 + jc2

2µ1
− V (i − 1, j + 1, R)

= c2

(
1

2µ1
+ 1

2µ2

)
− c1

2µ2
= c2

2µ2

[(
1 + µ2

µ1

)
− c1

c2

]
≤ 0.

Hence, the induction process is complete and Theorem 5 follows in its entirety.

6. Discussion

6.1. The relation between the preemptive and the nonpreemptive models

In this section, we discuss the differences between our results and those obtained in [2].
The main difference between the two models, as mentioned in the introduction, is that we
preempt the servers when one job finishes. Therefore, in each state (i, j), we can allocate
both servers to the queues, as if we had started in this state. This preemptive strategy makes
it possible to calculate the optimal control for all regions A, B, C, and D. In the following,
we will call our model the preemptive model and the one in [2] the nonpreemptive model. Due
the memoryless property of the exponential distribution, in the preemptive model the costs in
each state (i, j), until the system is cleared, are less than or equal to those in the nonpreemptive
model. Hence, if it is possible, in each state (i, j) in the nonpreemptive case, to satisfy the
optimal control of the preemptive model along the path taken until the system is empty, then the
control optimal in the preemptive model is also optimal in the nonpreemptive one. Therefore,
we obtain the following corollary for the nonpreemptive model.

Corollary 1. (a) Let c1/c2 ∈ A ∪ B ∪ D. Then the control matrix of the nonpreemptive model
is the same as that of the preemptive model.

(b) Let c1/c2 ∈ C and (i, j) ∈ N × N. If either i = 1 or C(i, j) = 11, then the control C(i, j)

optimal in the preemptive model is also optimal in the nonpreemptive model.

Thus, for regions A, B, and D, and partially for region C, our control matrix is also optimal
in the nonpreemptive model. Of course, for regions A and D, this is a rederivation of the results
of [2] but, due to our structural lemmas, by a shorter method.

Now let c1/c2 ∈ C. For those (i, j) ∈ N × N for which C(i, j) 	= 11, the optimal control
in the nonpreemptive case is more complicated, so let us explain the differences between the
preemptive and nonpreemptive models in an example. Let µ1 = µ2 = 1, c1 = 1.995, and
c2 = 1, i.e. c1/c2 ∈ C. Figures 6 and 7 show the control matrices in the preemptive and
nonpreemptive cases, respectively. Note that, in the nonpreemptive case, the control matrix
only gives the optimal control in (i, j) in the beginning. It is not clear what happens if we start
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j

...
...

...
...

...
...

...
...

...
...

10 22 22 22 22 22 22 22 22 22 · · ·
9 22 22 22 22 22 22 22 22 22 · · ·
8 22 12 22 22 22 22 22 22 22 · · ·
7 22 12 22 22 22 22 22 22 22 · · ·
6 22 12 11 22 22 22 22 22 22 · · ·
5 22 12 11 11 22 22 22 22 22 · · ·
4 22 12 11 11 22 22 22 22 22 · · ·
3 22 12 11 11 11 22 22 22 22 · · ·
2 22 12 11 11 11 11 22 22 22 · · ·
1 2 12 11 11 11 11 11 12 12 · · ·
0 0 1 11 11 11 11 11 11 11 · · ·

0 1 2 3 4 5 6 7 8 · · · i

Figure 6: The control matrix in the preemptive case for the parameters µ1 = µ2 = 1, c1 = 1.995,
and c2 = 1.

j

...
...

...
...

...
...

...
...

...
...

10 22 22 22 22 22 22 22 22 22 · · ·
9 22 22 22 22 22 22 22 22 22 · · ·
8 22 12 22 22 22 22 22 22 22 · · ·
7 22 12 12 22 22 22 22 22 22 · · ·
6 22 12 11 22 22 22 22 22 22 · · ·
5 22 12 11 11 22 22 22 22 22 · · ·
4 22 12 11 11 12 22 22 22 22 · · ·
3 22 12 11 11 11 12 22 22 22 · · ·
2 22 12 11 11 11 11 12 22 22 · · ·
1 2 12 11 11 11 11 11 12 12 · · ·
0 0 1 11 11 11 11 11 11 11 · · ·

0 1 2 3 4 5 6 7 8 · · · i

Figure 7: The control matrix in [2] (the nonpreemptive case) for the parameters µ1 = µ2 = 1,
c1 = 1.995, and c2 = 1.

in (i, j) = (3, 6) and get into the state (3, 5), because there the optimal control 11 cannot be
realized. By comparing the figures, we also see that the first columns (i.e. i = 1) and the states
with optimal control 11 are identical, as stated in Theorem 1(b). In Figure 7, C(2, 7) = 12 and
C(3, 6) = 22; therefore, from the preemptive strategy we cannot conclude what is optimal at
the positions (i, �j (i)�+1), i ≥ 2, in the nonpreemptive strategy. The rest of the control matrix
seems to be identical in both strategies.

6.2. The case of one server

Since we did not find the case with only one server in the literature, for completeness we
here state the optimal control for the one-server problem. The proof is easy and, therefore,
omitted.
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Theorem 6. In the case of one server, it is always optimal to serve a job of queue 1 or queue 2
(if possible) if and only if

c1

c2
≥ 1 + µ2

µ1
or

c1

c2
< 1 + µ2

µ1
,

respectively.

6.3. Extensions

From these results there arise some interesting questions.

• How does the control matrix change if there are arrivals to the queues?

• What is the optimal control for a tandem queue with two servers, where the served jobs
of queue 1 join queue 2 with a probability p and leave the system with probability
1 − p? This problem will be solved in a forthcoming paper [8], which will describe
the connection between the case p = 1 and the case p = 0. The latter case has been
extensively investigated in the literature.

• What is the optimal control if there are more than two servers?
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