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#### Abstract

An optimal control problem governed by a class of delay semilinear differential equations is studied. The existence of an optimal control is proven, and the maximum principle and approximating schemes are found. As applications, three examples are discussed.


## 1. Introduction

Let $H, V$ and $F$ be three Hilbert spaces with $V \subseteq H \subseteq V^{\prime}$ algebraically and topologically, where $V^{\prime}$ is the dual space of V. Let $A, B_{1}$ and $B_{2}$ be the three operators defined by $A: V \rightarrow H$ and $B_{1}, B_{2}: F \rightarrow H$ respectively. Let $T$ and $\sigma$ be two given positive numbers. For any function $f(t)$, we denote by $f_{\sigma}$ the function defined by $f_{\sigma}(t)=f(t-\sigma)$.

Now we introduce the control set $U$ to be $L^{2}([0, T], F)$ and for any $u \in U$, we consider the semilinear differential equation:

$$
\begin{align*}
y_{t}(t)+A y(t)+\beta\left(y(t), y_{\sigma}(t)\right) & =B_{1} u(t)+B_{2} u_{\sigma}(t) \text { for } t \in[0, T] \\
y(s) & =y_{0}(s) \in H \tag{1}
\end{align*}
$$

in $H$, where $y_{t}(t)=\frac{d}{d t} y(t)$ and $\beta$ is going to be defined later. $\sigma$ denotes the length of the time delay. The state at time $t$ of the delay equation (1) is given by the function segment $y_{t}$. Therefore, $y(s)=y_{0}(s)$ for $s \in[-\sigma, 0]$ is a condition for the early state $y_{0}$.

We define the cost functional by

$$
\begin{equation*}
J(u, y)=\int_{0}^{T} g(t, y(t)) d t+\int_{\sigma}^{T} h(u(t)) d t+\phi_{0}(y(T)) \tag{2}
\end{equation*}
$$

[^0]for $B_{2} \neq 0$. If $B_{2}=0$ then we define the cost functional by
\[

$$
\begin{equation*}
J(u, y)=\int_{0}^{T} g(t, y(t)) d t+\int_{0}^{T} h(u(t)) d t+\phi_{0}(y(T)), \tag{3}
\end{equation*}
$$

\]

where $y$ is a solution of (1) corresponding to the control $u$, and $g, h, \phi_{0}$ are functions defined by $g:[0, T] \times H \rightarrow R, h: F \rightarrow \bar{R}, \phi_{0}: H \rightarrow R$, respectively.

We consider the following optimization problem:

$$
\begin{equation*}
\text { Minimize } J(u, y) \text { on all } u \in U \tag{4}
\end{equation*}
$$

This paper contains five sections as follows. In Section 2, the assumptions are formulated and the existence theorem for the state equation (1) will be given. In Section 3, we will establish the existence of an optimal control for the optimization problem (4). We will discuss an approximating control process and therefore obtain the maximum principle for the optimum control problem of (1) combined with (4) in Section 4. Finally, in Section 5, as applications, three examples have been studied: optimal control problems governed by parabolic equations, semilinear hyperbolic equations and Navier-Stokes equations respectively. For those three examples, we have been able to improve on previous results. The optimal control problem governed by the same kind of semilinear equations without delays has been discussed in [8]. Delay optimal control problems have been studied in a series of papers: Banks and Jacobs [1], Barbu [3], Barbu and Precupanu [4], Colonius [5] and Fattorini [7].

## 2. Some assumptions and existence of the state equation

The following hypotheses will be in effect throughout the rest of the paper:
Hl : The operator $A$ is selfadjoint, continuous and positive:

$$
(A y, y)_{H} \geq 0 \text { for any } y \in D(A)
$$

and $0 \in D(A)$, where $(\cdot, \cdot)_{H}$ denotes the scalar product in $H$ and $D(A)$ is the domain of the operator A . Moreover the semigroup $S(t)=\exp (-t A)$ generated by $-A$ is compact for $t>0$.

H 1 implies that the spectrum $\sigma \subset[0, \infty)$ and $S(t)$ is an analytic semigroup. Under this hypothesis, the fractional power $A^{\alpha}$ is bounded for $\alpha<0$. For $\alpha \geq 0$, we denote by $H_{\alpha}$ the space $D\left(A^{\alpha}\right)$, this space equipped with its natural inner product $(y, z)_{\alpha}=\left(A^{\alpha} y, A^{\alpha} z\right)_{H}$. The inner product corresponds to the norm $\|y\|=\left\|A^{\alpha} y\right\|_{H}$. For $\alpha<0, H^{\alpha}$ is the closure of $H$ under the norm $\|\cdot\|_{\alpha}$; for details see [2] or [8].

The nonlinear term $\beta(\cdot, \cdot)$ is defined in $H_{\frac{1}{2}} \times H_{\frac{1}{2}}$ and satisfies the following hypothesis ( $L(X, Y)$ denotes the space of all bounded linear operators from the Banach space $X$ into the Banach space $Y$ endowed with its uniform operator norm):

H2: There exists $\theta, 0 \leq \theta<\frac{1}{2}$, such that the map $\beta(\cdot, f): H_{\frac{1}{2}} \rightarrow H_{-\theta}$ is continuous and locally bounded for any $f \in H_{\frac{1}{2}}$. Furthermore $\beta$ has Frechet derivatives for each of the variables $D_{1} \beta(y, z)$ and $D_{2} \beta(y, z)$, which are continuous and locally bounded (as an element of $L\left(H_{\frac{1}{2}} \times H_{\frac{1}{2}}, H_{-\theta}\right)$-valued function).

The control $u(t)$ takes a value in $F$. The linear operators $B_{1}$ and $\dot{B}_{2}$ satisfy:
H3: $B_{i} \in L(F, H)$ for $i=1,2$.
We will assume that control $u$ belongs to $L^{2}([-\sigma, T] ; F)$ (if $B_{2}=0$, then $u \in$ $\left.L^{2}([0, T], F)\right)$. As usual, we define a solution of the delay problem (1) in an interval $0 \leq t \leq T$ as a $H_{\frac{1}{2}}$-valued function $y(t)$ which is continuous in the norm of $H_{\frac{1}{2}}$ and satisfies:

$$
\begin{align*}
y(t)= & S(t) y_{0}(0)-\int_{0}^{t} A^{\theta} s(t-r) A^{-\theta} \beta\left(y(r), y_{\sigma}(r)\right) d r \\
& +\int_{0}^{t} S(t-r)\left(B_{1} u(r)+b_{2} u_{\sigma}(r)\right) d r \quad \text { for } t \in[0, T] \tag{5}
\end{align*}
$$

LEMMA 1. If $H_{1}$ to $H_{3}$ hold and if $y_{0} \in C\left((-\sigma, 0], H_{\frac{1}{2}}\right)$, then for any $u(\cdot) \in U$, (1) has an unique solution $y$ in the space $C\left([O, T] ; H_{\frac{1}{2}}\right) \cap L^{2}([0, T] ; D(A))$ and $y_{t} \in L^{2}([0, T] ; H)$.

Proof. First we prove this lemma holds for $T \leq \sigma$. In this case, (5) can be written as:

$$
\begin{aligned}
y_{1}(t)= & S(t) y_{0}(0)-\int_{0}^{t} A^{\theta} S(t-r) A^{-\theta} \beta\left(y_{1}(r), y_{0}(r-\sigma)\right) d r \\
& +\int_{0}^{t} S(t-r)\left(B_{1} u(r)+B_{2}\left(u_{\sigma}(r)\right) d r\right.
\end{aligned}
$$

Now with hypotheses $H_{1}, H_{2}$ and $N(y)=\beta\left(y, y_{0}(r-\sigma)\right)$, all hypotheses of Theorem 1 of [10] are satisfied. Hence there exists a unique solution $y_{1}$ of (5) such that $y_{1} \in$ $C\left([0, T] ; H_{\frac{1}{2}}\right) \cap L^{2}([0, T] ; D(A))$ and $\left.y_{t} \in L^{2}([0, T] ; H)\right)$. For $T>\sigma$, by the above result, there exists a unique solution $y_{1}(t)$ in $[0, \sigma]$. We extend $y_{1}(t)$ into the interval $[-\sigma, 0]$ by defining $y_{1}(t)=y_{0}(t)$ for $t \in[-\sigma, 0]$. Then using the same argument as above, with $y_{0}$ and the interval $[-\sigma, 0]$ replaced by $y_{1}$ and the interval $[-\sigma, \sigma]$ respectively, we imply that the corresponding equation to (5),

$$
\begin{align*}
y_{2}(t)=S(t & -\sigma) y_{1}(\sigma)-\int_{\sigma}^{t} A^{\sigma} S(t-r) A^{-\sigma} \beta\left(y_{2}(r), y_{1}(r-\sigma)\right) d r \\
& +\int_{\sigma}^{t} S(t-r)\left(B_{1} u(r)+b_{2} u_{\sigma}(r)\right) d r \tag{6}
\end{align*}
$$

has a unique solution $y_{2}(t) \in C\left([\sigma, 3 \sigma] ; H_{\frac{1}{2}}\right) \cap L^{2}([\sigma, 3 \sigma] ; D(A))$ and $y_{t} \in$ $L^{2}([\sigma, 3 \sigma] ; H)$. Moreover, by the definition of $y_{1}$, we have

$$
\begin{align*}
& S(t-\sigma) y_{1}(\sigma) \\
& =S(t-\sigma)\left[S(\sigma) y_{0}(0)-\int_{0}^{\sigma} S(\sigma-r) A^{-\theta} \beta\left(y_{1}(r), y_{0}(r-\sigma)\right) d r\right. \\
& \\
& \left.\quad+\int_{0}^{\sigma} S(\sigma-r)\left(B_{1} u(r)-B_{2} u_{\sigma}(r)\right) d r\right] \\
& =S(t) y_{0}(0)-  \tag{7}\\
& \quad \int_{0}^{\sigma} A^{\theta} S(t-r) A^{-\theta} \beta\left(y_{1}(r), y_{0}(r-\sigma)\right) d r \\
& \\
& \quad+\int_{0}^{\sigma} S(t-r)\left(B_{1} u(r)+B_{2} u_{\sigma}(r)\right) d r
\end{align*}
$$

In (6), substitute the right hand side of (7) for $S(t-\sigma) y_{1}(\sigma)$; we obtain

$$
\begin{array}{r}
y_{2}(t)=S(t) y_{0}(0)-\int_{0}^{t} A^{\theta} S(t-r) A^{-\theta} \beta\left(y_{2}(r), y_{0}(r-\sigma)\right) d r \\
\quad+\int_{0}^{t} S(t-r)\left(B_{1}(r)+B_{2} u_{\sigma}(r)\right) d r
\end{array}
$$

that is, $y_{2}$ is the unique solution of (5) in $[0,3 \sigma]$.
Using the same argument as the proof of the existence of $y_{2}$, step by step, we can finally conclude this lemma for any $T>0$.

## 3. The existence of an optimal control

Let $W$ be a convex closed subset of $F$. We denote by $M([-\sigma, T] ; W)$ the space of all strongly measurable functions $u(\cdot)$ such that $u(t) \in W$ a.e. in $[-\sigma, T]$ and $u \in U$. In order to state and prove the existence theorem for the optimal control problem (4), we need make some assumptions for the functions $g, h, \phi_{0}$ :

H4: The function $h: U \rightarrow \bar{R}$ is convex, lower semicontinuous (l.s.c.) and there exist $C_{1}, C_{2} \in R$ such that

$$
h(u) \geq C_{1}|u|_{W}^{2}-C_{2} \quad \forall u \in M([-\sigma, T] ; W)
$$

H5: The function $g:[0, T] \times H \rightarrow R^{+}$is measurable in $t$, and for every $r>0$ there exists an $L_{r}>0$ independent of $t$ such that $g(t, 0) \in L^{\infty}(0, T)$ and

$$
|g(t, y)-g(t, z)|+\left|\phi_{0}(y)-\phi_{0}(z)\right| \leq L_{r}|y-z|_{2}
$$

for all $t \in[0, T],|y|_{2}+|z|_{2} \leq r$.
A sequence $\left\{u_{n}(\cdot)\right\} \subset M([-\sigma, T] ; W)$ of some controls is called a minimizing sequence if

$$
J\left(u_{n}, y_{n}\right) \rightarrow \inf _{u \in M} J(u, y)=J^{*}
$$

Here $y_{n}$ is the solution of (1) corresponding to $u_{n}$ for each $n$. We have the following existence theorem:

Theorem 2. Assume that the assumptions H 1 to H 5 hold, $W$ is convex and there exists a minimizing sequence $\left\{u_{n}(\cdot)\right\} \subset M([-\sigma, T] ; W)$ such that the corresponding $\left\{y_{n}(t)\right\}$ is uniformly bounded in the norm of $C\left([0, T] ; H_{\frac{1}{2}}\right)$. Then there exists an optimal control $\hat{u}(\cdot)$ as the weak $L^{2}$-limit of a subsequence of $\left\{u_{n}(\cdot)\right\}$.

REMARK. Furthermore, if we assume that $\beta$ satisfies
H6: $|\langle\beta(y, \zeta), y\rangle| \leq C\|y\|_{H}^{2}$, for any $y \in H_{\frac{1}{2}}$,
(here $\zeta \in H_{\frac{1}{2}}$ and $C$ depends on $\zeta$ ), then the seqence $\left\{y_{n}\right\}$ is uniformly bounded in the norm of $C\left([0, T] ; H_{\frac{1}{2}}\right)$. In fact, taking duality pairing with $y_{n}$ on both sides of (1) with $u$ replaced by $u_{n}$ (denote the corresponding $y$ by $y_{n}$ ), then in the interval $[0, \sigma]$, we get

$$
\frac{1}{2} \frac{d}{d t}\left\|y_{n}\right\|_{H}^{2}+\left\|A^{\frac{1}{2}} y_{n}\right\|_{H}^{2}+\left\langle\beta\left(y_{n}, y_{\sigma}\right), y_{n}\right\rangle=\left(B_{1} u_{n}+B_{2} u_{n \sigma}, y_{n}\right)_{H}
$$

Then by using H1, H3, H6 and Gronwall's inequality, we can easily imply that $\left\{y_{n}\right\}$ is uniformly bounded in the norm of $C\left([0, \sigma] ; H_{\frac{1}{2}}\right)$. Hence the remark follows step by step.

Proof of the theorem. First the existence of $\left\{y_{n}\right\}$ has been proven by Lemma 1. The uniformly bounded assumptions of $\left\{y_{n}\right\}$ and H5 imply that $J^{*}<\infty$. Now in the interval $[0, \sigma]$, by the definition of solutions, we have

$$
\begin{aligned}
y_{n}(t)=S(t) y_{0}(0)-\int_{0}^{t} A^{\theta} S(t-r) & A^{-\theta} \beta\left(y_{n}(r), y_{0}(r-\sigma)\right) d r \\
& +\int_{0}^{t} S(t-r)\left(B_{1} u_{n}(r)+B_{2} u_{n \sigma}(r)\right) d r
\end{aligned}
$$

Using the same arguments as in the proof of Theorem 4.11 of [8], we conclude that there exist two subsequences $\left\{y_{n}\right\}$ and $\left\{u_{n}\right\}$ such that

$$
\begin{gathered}
u_{n} \rightarrow \hat{u} \text { weakly in } L^{2}([-\sigma, T] ; W) \\
y_{n} \rightarrow \hat{y} \text { in } C([0, \sigma], H)
\end{gathered}
$$

Similarly, in the interval $[\sigma, 2 \sigma]$, we have

$$
\begin{aligned}
y_{n}(t)=S(t) y_{n}(\sigma)-\int_{\sigma}^{t} A^{\theta} S(t & -r) A^{-\sigma} \beta\left(y_{n}(r), y_{n \sigma}(r)\right) d r \\
& +\int_{\sigma}^{t} S(t-r)\left(B_{1} u_{n}(r)+B_{2} u_{n}(r-\sigma)\right) d r
\end{aligned}
$$

or

$$
\begin{align*}
& A^{\frac{1}{2}} y_{n}(t)=A^{\frac{1}{2}} S(t) y_{n}(\sigma)-\int_{\sigma}^{t} A^{\theta+\frac{1}{2}} S(t-r) A^{-\theta} \beta\left(y_{n}(r), \hat{y}_{n \sigma}(r)\right) d r \\
&+\int_{\sigma}^{t} A^{\theta+\frac{1}{2}} S(t-r) A^{-\theta}\left[\beta\left(y_{n}(r), \hat{y}_{n \sigma}(r)-\beta\left(y_{n}(r), y_{n \sigma}(r)\right)\right] d r\right. \\
&+\int_{\sigma}^{t} A^{\frac{1}{2}} S(t-r)\left(B_{1} u_{n}(r)+B_{2} u_{n \sigma}(r)\right) d r \tag{8}
\end{align*}
$$

We apply Proposition 4.1(II) of [8] with $\alpha=0+\frac{1}{2}$ for the first integral. For the second integral, we use H 2 and the fact: $y_{n}(r-\sigma) \rightarrow \hat{y}(r-\sigma)$ in $C([\sigma, 2 \sigma] ; H)$, in addition to the uniformly bounded property of $\left\{y_{n}\right\}$. For the third integral, we use Proposition 4.1(I) of [8] for $p=2$ and $\alpha=\frac{1}{2}$. Finally, for $A^{\frac{1}{2}} S(t) y_{n}$, we use Lemma 2.1 of [8] (or see [11]), $A^{\frac{1}{2}} y_{n}(t)$ is convergent to an element $z(t)$ in $L^{p}([\sigma, 2 \sigma] ; H)$ for any $p<\infty$ and we may assume (again choosing a subsequence) that it is convergent almost everywhere. Moreover, by the assumption that $\left\{A^{\frac{1}{2}} y_{n}(t)\right\}$ is bounded, so is $z(\cdot)$. Taking limits in (8) and defining $\tilde{y}=A^{\frac{1}{2}} z(t)$, we obtain

$$
\begin{gather*}
A^{\frac{1}{2}} \tilde{y}=A^{\frac{1}{2}} S(t-\sigma) \hat{y}(\sigma)-\int_{\sigma}^{t} A^{\theta+\frac{1}{2}} S(t-r) A^{-\sigma} \beta\left(y_{n}(r), \hat{y}_{\sigma}(r)\right) d r  \tag{9}\\
+\int_{\sigma}^{t} A^{\frac{1}{2}} S(t-r)\left(B_{1} \hat{u}(r)+B_{2} \hat{u}_{\sigma}(r)\right) d r
\end{gather*}
$$

So $A^{\frac{1}{2}} \tilde{y}(t)$ is continuous and $\tilde{y}$ is the solution corresponding to $u \in[\sigma, 2 \sigma]$, that is $\tilde{y}(t)=\hat{y}(t)$ for all $t \in[\sigma, 2 \sigma]$. Hence, when we left multiply both sides (9) by $A^{-\frac{1}{2}}$, we get

$$
\begin{aligned}
y_{n}(t)=S(t & -\sigma) \hat{y}(\sigma)-\int_{\sigma}^{t} A^{\theta} S(t-r) A^{-\theta} \beta\left(y_{n}(r), \hat{y}_{\sigma}(r)\right) d r \\
& +\int_{\sigma}^{t} S(t-r)\left(B_{1} u_{n}(r)+B_{2} u_{n \sigma}(r)\right) d r
\end{aligned}
$$

In Proposition 4.1 of [8] with $\alpha=\theta$ and $\alpha=0$ respectively and selecting still another subsequence, we deduce that $\left\{y_{n}\right\}$ is convergent in $C([\sigma, 2 \sigma], H)$, that is, we obtain

$$
y_{n} \rightarrow \hat{y} \text { in } C([0,2 \sigma], H)
$$

Then we use similar arguments iteratively in the interval $[i \sigma,(i+1) \sigma]$, for $i=$ $2,3, \ldots$, step by step; we conclude that there exist subsequences $u_{n}, y_{n}$ such that

$$
\begin{gathered}
u_{n} \rightarrow \hat{u} \text { weakly in } L^{2}([-\sigma, T] ; W) \\
y_{n} \rightarrow \hat{y}_{n} \text { in } C([0, T] ; H)
\end{gathered}
$$

Therefore, by using standard arguments, we can readily imply that the theorem holds.

## 4. The approximating control problem and the maximum principle

Let $(\hat{y}, \hat{u}) \in C\left([0, T] ; H_{\frac{1}{2}}\right) \times M([-\sigma, T] ; W)$ be any optimal pair for (4). For every $\epsilon>0$, we consider the following approximating optimal control problem:

$$
\begin{equation*}
\text { Minimize } J^{\epsilon}(y, u) \tag{10}
\end{equation*}
$$

where $J^{\epsilon}(y, u)$ is defined by

$$
J^{\epsilon}(y, u)=\int_{0}^{T} g^{\epsilon}(t, y) d t+\int_{-\sigma}^{T}\left(h(u)+\frac{1}{2}|u-\hat{u}|\right) d t+\phi_{0}^{\epsilon}(y(T))
$$

on all $y \in C\left([0, T] ; H_{\frac{1}{2}}\right), u \in M([-\sigma, T] ; W)$ subject to $(1)$ and where $g^{\epsilon}:[0, T] \rightarrow$ $H$ and $\phi_{0}^{\epsilon}: H \rightarrow R$ are defined as

$$
\begin{align*}
g^{\epsilon}(t, y(t)) & =\int_{R^{n}} g\left(t, P_{n} y-\epsilon \Lambda_{n} \tau\right) \rho_{n}(\tau) d \tau  \tag{11}\\
\phi_{0}^{\epsilon}(y) & =\int_{R^{n}} \phi_{0}\left(P_{n} y-\epsilon \Lambda_{n} \tau\right) \rho_{n}(\tau) d \tau \tag{12}
\end{align*}
$$

Here $n=\left[\epsilon^{-1}\right], \rho_{n}$ is a mollifier in $R^{n}$ and $P_{n}: H \rightarrow X_{n}$ are given by $P_{n} u=\sum_{1}^{n} u_{i} e_{i}$ if $u=\sum_{1}^{\infty} u_{i} e_{i} \Lambda_{n} \tau=\sum_{1}^{n} \tau_{i} e_{i}$ and $\left\{e_{i}\right\}_{1}^{\infty}$ is an orthonormal basis in $H$.

Using standard arguments, we easily prove the existence results for (10). Moreover, we have the following lemma.

Lemma 3. Let $\left\{y_{\epsilon}, u_{\epsilon}\right\}$ be a solution to the optimality problem (10). Then

$$
\begin{gathered}
u_{\epsilon} \rightarrow \hat{u} \text { strongly in } L^{2}([0, T] ; W), \\
y_{\epsilon} \rightarrow \hat{y} \text { strongly in } L^{2}([0, T] ; V) \cap C([0, T] ; H) .
\end{gathered}
$$

Proof. By the assumption H4, we have that $\left\{u_{\epsilon}\right\}$ is bounded in $L^{2}([-\sigma, T] ; W)$. Therefore there exists $u^{*} \in L^{2}([-\sigma, T] ; W)$ such that

$$
u_{\epsilon} \rightarrow u^{*} \text { weakly in } L^{2}([-\sigma, T] ; W)
$$

Then by the same arguments as in the proof of Theorem 2 , we readily obtain that

$$
y_{\epsilon} \rightarrow y^{*} \text { in } C([0, T] ; H)
$$

Since the functional $u \rightarrow \int_{-\sigma}^{T} h(u(t)) d t$ is weakly lower semicontinuous on $L^{2}([0, T] ; W)$, we have

$$
\begin{equation*}
\liminf _{\epsilon \rightarrow 0} J^{\epsilon}\left(y_{\epsilon}, u_{\epsilon}\right) \geq J^{\epsilon}\left(y^{*}, u^{*}\right) \geq J\left(y^{*}, u^{*}\right) \tag{13}
\end{equation*}
$$

On the other hand, since $u_{\epsilon} \rightarrow u^{*}$, again as the proof of Theorem 2 , we have

$$
\hat{y}_{\epsilon} \rightarrow \hat{y} \text { in } C([0, T] ; H),
$$

and by H 5 and Proposition 2.15 of [2],

$$
g^{\epsilon}\left(t, \hat{y}_{\epsilon}(t)\right) \rightarrow g(t, \hat{y}(t)) \quad \forall t \in[0, T] .
$$

Then by the Lebesgue dominated convergence theorem, we obtain

$$
\lim _{\epsilon \rightarrow 0} \int_{0}^{T} g^{\epsilon}\left(t, \hat{y}_{\epsilon}(t)\right) d t=\int_{0}^{T} g(t, \hat{y}(t)) d t .
$$

Similarly

$$
\lim _{\epsilon \rightarrow 0} \phi_{0}^{*}\left(\hat{y}_{\epsilon}(T)\right)=\phi_{0}(\hat{y}(T))
$$

whence

$$
\limsup J^{\epsilon}\left(y_{\epsilon}, u_{\epsilon}\right) \leq J(\hat{y}, \hat{u})
$$

and by (13), we get:

$$
\lim _{\epsilon \rightarrow 0} \int_{-\sigma}^{T}\left|u_{\epsilon}-\hat{u}\right|^{2} d t=0 .
$$

Hence $y^{*}=\hat{y}$ and $u^{*}=\hat{u}$, that is, the proof is complete.
Now we consider the linear backward problem:

$$
\begin{gather*}
\left(p_{\epsilon}\right)_{t}=A p_{\epsilon}+D_{1} \beta\left(y_{\epsilon}, y_{\epsilon \sigma}\right)^{*} p_{\epsilon}+D_{2} \beta\left(y_{\epsilon}(t+\sigma), y_{\epsilon}(t)\right)^{*} p_{\epsilon}(t+\sigma) \\
+g^{\epsilon}\left(t, y_{\epsilon}\right), \quad \forall t \in[T-\sigma, T]  \tag{14}\\
\left(p_{\epsilon}\right)_{t}=A p_{\epsilon}+D_{1} \beta\left(y_{\epsilon}, y_{\epsilon \sigma}\right)^{*} p_{\epsilon}+D_{2} g^{\epsilon}\left(t, y_{\epsilon}\right), \quad \forall t \in[T-\sigma, T],  \tag{15}\\
p_{\epsilon}(T)=-D \phi_{0}^{\epsilon}\left(y_{\epsilon}(T)\right),  \tag{16}\\
p_{\epsilon}(s)=0, \quad \forall s \in[T, T+\sigma], \tag{17}
\end{gather*}
$$

where $D_{1} \beta\left(y_{\epsilon}, y_{\epsilon \sigma}\right)^{*}$ and $D_{2} \beta\left(y_{\epsilon}(t+\sigma), y_{\epsilon}\right)^{*}$ are the dual operators of $D_{1} \beta\left(y_{\epsilon}, y_{\epsilon \sigma}\right)$ and $D_{2} \beta\left(y_{\epsilon}(t+\epsilon), y_{\epsilon}\right)$, respectively.

First we state the following Lemma, which can be found in, say, [8].
Lemma 4. Let $\gamma(\cdot) \in L^{2}([\tau, T] ; H)$ and $A$ be a given linear bounded operator from $H_{\alpha}$ to $H_{-\theta}$. Then the system

$$
\begin{array}{rlll}
z_{t}(t)+(A+L(t)) z(t) & = & \gamma(t) \quad \text { for } \quad \tau \leq t \leq T,  \tag{18}\\
z(\tau) & = & z_{0}
\end{array} \quad .
$$

possesses a unique solution $z(\cdot)$ in $\tau \leq t \leq T$. This solution has the following properties:
(i) $z(\cdot)$ is an $H_{\alpha}$-valued continuous function in $\tau \leq t \leq T$ and satisfies

$$
\begin{equation*}
\|z(t)\|_{\alpha} \leq C_{1}\left((t-\tau)^{-\alpha}\left\|z_{0}\right\|_{H}+\|\gamma\|_{L^{2}([\tau, T] ; H)}\right) \text { for } t \in(\tau, T] \tag{19}
\end{equation*}
$$

(ii) $z(\cdot) \in C^{2}([\tau, T] ; H)$ and

$$
\begin{equation*}
\|z(t)\|_{H} \leq C_{2}\left(\left\|z_{0}\right\|_{H}+\|\gamma\|_{L^{2}([\tau, T] ; H)}\right) \text { for } t \in(\tau, T] \tag{20}
\end{equation*}
$$

Moreover, $z(\cdot) \in L^{2}\left([0, T] ; H_{\alpha}\right)$ and

$$
\|z(\cdot)\|_{L^{2}\left([\tau, T] ; H_{\alpha}\right)} \leq C_{3}\left(\left\|z_{0}\right\|_{H}+\|\gamma\|_{L^{2}([\tau, T] ; H)}\right) \text { for } t \in(\tau, T]
$$

From this lemma, we easily conclude that (15)-(16) has a unique solution $\bar{p}_{\epsilon} \in$ $C([T-\sigma, T] ; H) \cap L^{2}\left([T-\sigma, T] ; H_{\alpha}\right)$.

We now consider the backward problem (14) with initial value

$$
\begin{equation*}
p_{\epsilon}(T-\sigma)=\bar{p}_{\epsilon}(T-\sigma) \tag{21}
\end{equation*}
$$

In the interval $[T-2 \sigma, T-\sigma]$, if we let

$$
\gamma(t)=D_{2} \beta\left(y_{\epsilon}(t+\sigma), y_{\epsilon}(t)\right)^{*} \bar{p}_{\epsilon}(t+\sigma)+D_{2} g^{\epsilon}\left(t, y_{\epsilon}\right)
$$

then $\gamma(t) \in L^{2}([T-2 \sigma, T-\sigma] ; H)$ and $L(t)=D_{1} \beta\left(y_{\epsilon}(t), y_{\epsilon \sigma}(t)\right)$ again satisfies the hypotheses of Lemma 4. Hence, in $[T-2 \sigma, T-\sigma]$, (14) and (21) has a unique solution in $C([T-2 \sigma, T-\sigma] ; H) \cap L^{2}\left([T-2 \sigma, T-\sigma] ; H_{\alpha}\right)$. Therefore, step by step and using the same argument, we finally conclude that the system (14)-(17) has a unique solution in $C([0, T] ; H) \cap L^{2}\left([0, T] ; H_{\alpha}\right)$.

Simlarly using Lemma 4, we can obtain the following estimates:

$$
\begin{equation*}
\left\|p_{\epsilon}(t)\right\|_{H} \leq C \text { for } t \in(0, T] \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|p_{\epsilon}\right\|_{L^{2}\left([0, T] ; H_{\alpha}\right)} \leq C \tag{23}
\end{equation*}
$$

where $C$ is a constant independent of $\epsilon$. Then multiplying (14) and (15) by $p_{\epsilon}^{\prime}$ and using (22) and (23), we obtain

$$
\begin{equation*}
\left\|\frac{d}{d t} p_{\epsilon}\right\|_{\left.L^{2}(00, t] ; H\right)}^{2} \leq C \tag{24}
\end{equation*}
$$

On the other hand, since $\left(y_{\epsilon}, u_{\epsilon}\right)$ is an optimal control for (10), we have

$$
\begin{equation*}
J^{\epsilon}\left(y_{\epsilon}^{u+\lambda v}, u_{\epsilon}+\lambda v\right) \geq J^{\epsilon}\left(y_{\epsilon}, u_{\epsilon}\right) \quad \forall \lambda>0, \quad v \in L^{2}([-\sigma, T] ; W) \tag{25}
\end{equation*}
$$

Here $y_{\epsilon}^{u+\lambda v}$ is the solution of (1) corresponding to $u_{\epsilon}+\lambda v$. Then (25) yields

$$
\begin{align*}
& \int_{0}^{T}\left(D_{2} g^{\epsilon}\left(t, y_{\epsilon}\right), z_{\epsilon}\right) d t+\int_{-\sigma}^{T}\left[\left(h^{\prime}\left(u_{\epsilon}\right), v\right)\right.\left.+\left\langle u_{\epsilon}-\hat{u}, v\right\rangle\right] d t+\left(\nabla \phi_{0}^{\epsilon}(y(T)), z_{\epsilon}\right) \\
& \geq 0 \quad \forall v \in L^{2}([-\sigma, T] ; W), \tag{26}
\end{align*}
$$

where $z_{\epsilon} \in C([0, T] ; H) \cap L^{2}\left([0, T] ; H_{\alpha}\right)$ is the solution to the linear equation

$$
\begin{align*}
z_{\epsilon t}+A z_{\epsilon}+D_{1} \beta\left(y_{\epsilon}, y_{\epsilon \sigma}\right)^{*} z_{\epsilon}+D_{2} \beta\left(y_{\epsilon}, y_{\epsilon \sigma}\right)^{*} z_{\epsilon \sigma} & =B_{1} v+B_{2} v_{\sigma}, \quad t \in[0, T] \\
z_{\epsilon} & =0, \quad s \in[-\sigma, 0] \tag{27}
\end{align*}
$$

This delay problem can be solved in $C([0, T] ; H) \cap L^{2}\left([0, T] ; H_{\sigma}\right)$ by the same methods.

If we multiply (14) and (15) by $z_{\epsilon}$, integrate and then use (27), we can obtain

$$
\int_{0}^{T} D h\left(u_{\epsilon}, v\right) d t+\int_{-\sigma}^{T}\left\langle u_{\epsilon}-\hat{u}, v\right\rangle d t+\int_{0}^{T}\left(p_{\epsilon}, B_{1} v\right) d t+\int_{-\sigma}^{T-\sigma}\left(p_{\epsilon}, B_{2} v_{\epsilon} \sigma\right) d t \geq 0,
$$

for all $v \in L([0, T] ; W)$, where $D h\left(u_{\epsilon}, v\right)$ is the derivative of $h$ at $u_{\epsilon}$ in the direction $v$. This yields

$$
\begin{equation*}
B^{*} p_{\epsilon}(t)=D h(u(t))+u_{\epsilon}(t)-\hat{u}(t), \quad t \in[0, T], \tag{28}
\end{equation*}
$$

where $B^{*}$ is the operator defined by $B^{*} p_{\epsilon}(t)=B_{1}^{*} p_{\epsilon}(t)+B_{2}^{*} p_{\epsilon}(t+\sigma)$. Equations (14)-(17), (28) together represent the Euler-Lagrange optimality condition for (10).

Now we will prove that there exists a subsequence $\left\{p_{\epsilon_{n}}\right\}$ such that

$$
\begin{equation*}
p_{\epsilon_{n}} \rightarrow \hat{p} \text { in } C([0, T] ; H) \cap L^{2}\left([0, T] ; H_{\alpha}\right) . \tag{29}
\end{equation*}
$$

In the interval $[T-\sigma, T]$ we have

$$
\begin{aligned}
p_{\epsilon}=-S(t-T) D \phi_{0}^{\epsilon}\left(y_{\epsilon}(T)\right) & +\int_{T-\sigma}^{t} A^{\theta} S(t-r) A^{-\theta} D_{2} \beta\left(y_{\epsilon}, y_{\epsilon \sigma}\right)^{*} p_{\epsilon}(r) d r \\
& +\int_{T-\sigma}^{t} S(t-r) D_{2} g^{\epsilon}\left(t, y_{\epsilon}(t)\right) d r .
\end{aligned}
$$

By Proposition 2.15, Ch. 2 and Lemma 1.4, Ch. 5 of [2], we have that

$$
\begin{gather*}
-D_{0}^{\epsilon}(y(T)) \rightarrow p(T) \in \partial \phi_{0}(\hat{y}(T)) \text { weakly in } H,  \tag{30}\\
D_{2} g \epsilon\left(t, y_{\epsilon}\right) \rightarrow \xi \in D_{2} g(t, \hat{y}(t)) \text { weakly star in } L^{\infty}([0, T] ; H) .
\end{gather*}
$$

Then, of course, $D_{2} g^{\epsilon}\left(t, y_{\epsilon}\right) \rightarrow \xi$ weakly in $L^{2}$. Moreover, we have that $\left\|D_{2} \beta\left(y_{\epsilon}, y_{\epsilon \sigma}\right)^{*} p_{\epsilon}(r)\right\|_{\frac{1}{2}}$ is uniformly bounded. Therefore, by the same arguments
as in the proof of Theorem 2, we conclude that for some subsequence, denoted again by $\left\{p_{\epsilon}\right\}$, we have

$$
\begin{equation*}
p_{\epsilon} \rightarrow \hat{p} \text { in } C([T-\sigma, T] ; H) \cap L^{2}\left([T-\sigma, T] ; H_{\alpha}\right) \tag{31}
\end{equation*}
$$

In the interval $[T-2 \sigma, T-\sigma]$, we have

$$
\begin{aligned}
p_{\epsilon}(t)=S(t & -T+\sigma) p_{\epsilon}(T-\sigma)+\int_{T-2 \sigma}^{t} A^{\theta} S(t-r) A^{-\theta} D_{1} \beta\left(y_{\epsilon}, y_{\epsilon \sigma}\right) p_{\epsilon}(r) d r \\
& +\int_{T-2 \sigma}^{t} S(t-r)\left[D_{2} g^{\epsilon}\left(r, y_{\epsilon}\right)+D_{2} \beta\left(y_{\epsilon}(r+\sigma), y_{\epsilon}(r)\right)\right] p_{\epsilon}(r+\sigma) d r
\end{aligned}
$$

Then by (31) and the facts $D_{1} \beta$ and $D_{2} \beta$ are continuous and bounded, the same argument implies that for some subsequence of $\left\{p_{\epsilon}\right\}$ and some function in $C([T-$ $2 \sigma, T-\sigma] ; H) \cap L^{2}\left([T-2 \sigma, T-\sigma] ; H_{\alpha}\right)$, again denoted by $\left\{p_{\epsilon}\right\}$ and $\hat{p}$, we have

$$
p_{\epsilon} \rightarrow \hat{p} \text { in } C([T-2 \sigma, T-\sigma] ; H) \cap L^{2}\left([T-2 \sigma, T-\sigma] ; H_{\alpha}\right)
$$

By the same arguments, we can then prove the above convergence holds in the interval $[T-3 \sigma, T-2 \sigma]$. Iteratively, we can finally conclude (29). Moreover, by (24), we have that $\left(p_{\epsilon}\right)_{t} \rightarrow \hat{p}$ weakly in $L^{2}([0, T] ; H)$.

Letting $\epsilon \rightarrow 0$ in the system (14) to (17), we conclude that there is a $p \in$ $C([0, T] ; H) \cap L^{2}\left([0, T] ; H_{\alpha}\right)$ such that $p$ satisfies the following equations:

$$
\begin{gather*}
-p_{t}(t)+A p(t)+D \beta\left(\hat{y}(t), \hat{y}_{\sigma}(t)\right)^{*} p(t)+D_{2} \beta(\hat{y}(t+\sigma), \hat{y}(t))^{*} p(t+\sigma) \\
\quad \in D_{2} g(t, \hat{y}(t)), \quad t \in[0, T-\sigma]  \tag{32}\\
-p_{t}(t)+A p(t)+D_{1} \beta\left(\hat{y}(t), \hat{y}_{\sigma}(t)\right)^{*} p(t) \in D_{2} g(t, \hat{y}(t)) \\
\quad t \in[T-\sigma, T]  \tag{33}\\
p(T) \in-D \phi_{0}(\hat{y}(T)),  \tag{34}\\
p(s)=0, \quad s \in[T, T+\sigma] \tag{35}
\end{gather*}
$$

Moreover, since the map $D h: W \rightarrow W$ is closed, taking $\epsilon \rightarrow 0$ in (28) we obtain

$$
\begin{equation*}
B^{*} p(t) \in D h(\hat{u}(t)), \quad \text { a.e. in }[0, T] \tag{36}
\end{equation*}
$$

Therefore, we have proved the following weak form of the maximum principle for (10).

THEOREM 5. Let $(\hat{y}, \hat{u})$ be any optimal pair for (10). Then there exists a function $p \in W^{1,2}([0, T] ; H) \cap L^{2}\left([0, T] ; H_{\alpha}\right)$ satisfying (33)-(36).

## 5. Some examples

## 1: Optimal control of delay semilinear parabolic equations

Let $\Omega$ be an open set of $R^{n}$ and $G=[0, T] \times \Omega$. Here, we shall study (1) and (4) in the special case where $A=-\Delta, V=-H_{0}^{1}(\Omega), H=L^{2}(\Omega), V^{\prime}=H^{-1}(\Omega)$ and $\beta\left(y, y_{\sigma}\right)=\beta\left(y_{\sigma}\right)$ is locally Lipschitz continuous and satisfies the hypothesis
$\mathrm{H}^{2}$ :

$$
\left|\beta^{\prime}(y)\right| \leq C(|\beta(y)|+|y|+1) .
$$

In other words, we consider the case where the state equation is given by

$$
\begin{align*}
y_{t}-\Delta y+\beta\left(y_{\sigma}\right) & =B_{1} u \text { in } G, \\
y(s, x) & =Y_{0}(s, x)(z s, x) \in[-\sigma, T] \times \Omega,  \tag{37}\\
y(t, x) & =0 \text { on } \Sigma=(0, T) \times \partial \Omega
\end{align*}
$$

for $y_{0} \in L^{2}\left([-\sigma, 0] ; H_{0}^{1}(\Omega)\right), B_{1} \in L\left(W, L^{2}(\Omega)\right)$.
Theorem 6. The optimal control problem (4) with the state system (37) has at least one solution $(\hat{y}, \hat{u}) \in W^{1,2}([0, T] ; H) \cap L^{2}\left([0, T] ; H_{0}^{1}(\Omega) \cap H^{2}\right) \times L^{2}([0, T] ; W)$. Moreover, for every such optimal pair, there is a function $p \in L^{2}\left([0, T] ; H_{0}^{1}(\Omega)\right) \cap$ $W^{1,2}([0, T] ; H)$ and $\mu \in L^{1}(G)$ such that

$$
\begin{array}{rlrl}
p_{t}(t)+\Delta p(t)-\mu & \in D_{2} g(t, \hat{y}(t)), \quad t & t \in[0, T-\sigma], \\
p_{t}(t)+\Delta p(t) & \in D_{2} g(t, \hat{y}(t)), \quad t \in[0, T-\sigma], \\
p(T) & \in-D \phi_{0}(\hat{y}(T)), \quad \text { in } \Omega, \\
B^{*} p(t) \in D h(\hat{u}(t)), & \mu(t) \in \partial \beta(\hat{y}(t)) p(t+\sigma), \quad \text { a.e. in }[0, T], \\
p(s) & =0, \quad s \in[T, T+\sigma] . \tag{42}
\end{array}
$$

Here $\partial \beta$ is the subgradient of $\beta$ in the sense of Clarke.
Proof. First we shall prove that for every $y_{0} \in L^{2}\left([-\sigma, 0] ; H_{0}^{1}(\Omega)\right), \mu \in L^{2}([0, T] ; W)$, (37) has a unique solution in $W^{1,2}([0, T] ; H) \cap L^{2}\left([0, T] ; H_{0}^{1}(\Omega) \cap H^{2}\right)$. Indeed, in the interval $[0, \sigma]$, (37) can be written as the following:

$$
\begin{aligned}
y_{t}-\Delta & =B u-\beta\left(y_{0 \sigma}\right), \quad \text { in }[0, T] \times \Omega, \\
y(0, x) & =y_{0}(0, x), \quad \text { for all } x \in \Omega, \\
y(t, x) & =0, \quad(t, x) \in(0, \sigma) \times \partial \Omega .
\end{aligned}
$$

By [4], we obtain that there exists a unique solution $y \in W^{1,2}\left([0, \sigma] ; V \cap H^{2}(\Omega)\right)$. Then by using a step by step argument as before, we can easily conclude that (37)
has a unique solution $y$ in $W^{1,2}\left([0, T] ; V \cap H^{2}(\Omega)\right)$. The existence of an optimal pair ( $\hat{y}, \hat{u}$ ) can be proved by standard methods. Here we omit this proof.

To prove the necessity of optimality system, we consider the approximation problem (10) with the state equation

$$
\begin{align*}
y_{t}-\Delta y+\beta^{\epsilon}\left(y_{\sigma}\right) & =B u, \quad \text { in } G \\
y(s, x) & =y_{0}(s, x), \quad s \in[-\sigma, 0]  \tag{43}\\
y & =0, \quad(t, x) \in \Sigma
\end{align*}
$$

For this smooth problem, we conclude that there exists a function $p_{\epsilon} \in L^{2}([0, T]$; $\left.H_{0}^{1}(\Omega)\right) \cap C([0, T] ; H)$ with $p_{\epsilon}^{\prime} \in L^{2}\left([0, T] ; L^{2}(\Omega)\right)$ (see Theorem 1.9, Ch. IV of [2]) such that

$$
\begin{array}{rlrl}
\left(p_{\epsilon}\right)_{t}+\Delta p_{\epsilon}-D \beta\left(y_{\epsilon}\right) p_{\epsilon}(t+\sigma) & =D_{2} g^{\epsilon}\left(t, y_{\epsilon}\right), & & (t, x) \in[0, T-\sigma] \times \Omega \\
\left(p_{\epsilon}\right)_{t}+\Delta p_{\epsilon} & =D_{2} g^{\epsilon}\left(t, y_{\epsilon}\right), & (t, x) \in[T-\sigma, T] \times \Omega \\
p_{\epsilon}(T) & =-\partial \phi_{0}^{\epsilon}\left(y_{\epsilon}(T)\right), & \text { in } \Omega \\
p_{\epsilon}(s) & =0, \quad(t, x) \in[T, T+\sigma] \times \Omega \tag{47}
\end{array}
$$

Moreover, $p_{\epsilon}=0$ on $\Sigma$ and

$$
\frac{1}{2}\left(u_{\epsilon}-\hat{u}\right)+B^{*} p_{\epsilon} \in D h\left(u_{\epsilon}\right)
$$

For (45)-(46), using the estimates of parabolic equation, we obtain

$$
\left\|p_{\epsilon}\right\|_{W^{1,2}\left([T-\sigma, T] ; H^{2}\right)} \leq C\left(\left\|\nabla g\left(t, y_{\epsilon}\right)\right\|_{L^{\infty}([0, T] ; H)}+\left|\nabla \phi_{0}\right|_{2}\right) .
$$

Then by assumptions H4 and H5, we conclude that

$$
\left\|p_{\epsilon}\right\|_{W^{1,2}\left([T-\sigma . T] ; H^{2}\right)} \leq C .
$$

Moreover, by using the assumption $\mathrm{H}_{2}^{\prime}$ and the step by step argument, we have that

$$
\left\|p_{\epsilon}\right\|_{W^{1,2}\left([T-\sigma, T] ; H^{2}\right)} \leq C \text { and }\left|\partial \beta^{\epsilon}\left(y_{\epsilon}(t)\right) p_{\epsilon}(t+\sigma)\right| \leq C .
$$

Hence, we conclude that

$$
\begin{equation*}
p_{\epsilon_{n}}(t) \rightarrow p(t), \text { weakly in } H \tag{48}
\end{equation*}
$$

$$
\begin{equation*}
p_{\epsilon_{n}} \rightarrow p, \text { weakly star in } L^{\infty}([0, T] ; H) \text { and strongly in } L^{2}([0, T] ; H), \tag{49}
\end{equation*}
$$

$$
\begin{equation*}
\partial \beta^{\epsilon_{n}}\left(y_{\epsilon_{n}}\right) p_{\epsilon_{n}}(t+\sigma) \rightarrow \mu \quad \text { in } L^{1}(G) \tag{50}
\end{equation*}
$$

Therefore, we can take the limit and conclude Theorem 4.

## 2: Optimal control of nonlinear delay hyperbolic equation

We study (4) in the case when the state equation is nonlinear hyperbolic and where $V=H_{0}^{1}(\Omega), V^{\prime}=H^{-1}(\Omega), H=L^{2}(\Omega), A=-\Delta$ and $D(A)=A \cap H^{2}(\Omega)$, that is, we study the state equation

$$
\begin{align*}
y_{t t}-\Delta y+\beta\left(y_{\sigma}\right) & =B u, \quad \text { in } G, \\
y(s, x)=y_{0}(s, x) \text { and } y_{t}(s, x) & =y_{o t}(s, x), \quad(s, x) \in[-\sigma, 0] \times \Omega, \\
y & =0, \quad \text { on } \Sigma . \tag{51}
\end{align*}
$$

Here $y_{0} \in L^{2}([-\sigma, 0] ; V), B \in L^{2}(W, H)$. Equation (51) can be written

$$
\begin{align*}
y_{t} & =z \quad \text { in } G \\
z_{t}-\Delta y+\beta\left(y_{\sigma}\right) & =B u, \quad \text { in } G, \\
y(s, x)=y_{0}(s, x) \text { and } z(s, x) & =z_{0}(s, x), \quad(s, x) \in[-\sigma, 0] \times \Omega,  \tag{52}\\
y & =0, \quad \text { on } \Sigma
\end{align*}
$$

Now let $X$ denote the product space $V \times H$ endowed with the scalar product

$$
\left\langle(y, z),\left(y_{1}, z_{1}\right)\right\rangle=\left(\Delta^{\frac{1}{2}} y, \Delta^{\frac{1}{2}} y_{1}\right)+\left(z, z_{1}\right) .
$$

Let

$$
A=\left(\begin{array}{cc}
0 & -1 \\
-\Delta & 0
\end{array}\right) \quad \text { and } \quad D(A)=D(-\Delta) \times V \text {; }
$$

then $A$ is self adjoint, continuous and positive for all $(y, z)$ in $X$. So (52) can be written as

$$
\begin{align*}
\vec{y}_{t}+A \vec{y}+\vec{\beta}\left(\vec{y}_{\sigma}\right) & =\vec{B} u, \\
\vec{y}(s) & =\vec{y}_{1}(s)=\left(y_{0}(s), y_{0 t}(s)\right), \quad s \in[-\sigma, 0],  \tag{53}\\
\vec{y} & =0, \text { on } \Sigma,
\end{align*}
$$

on $X$, Where $\vec{y}=(y, z), \vec{\beta}=(0, \beta)$ and $\vec{B} u=(0, B u)$. We can easily check that (4) with (53) satisfies all hypotheses H1-H5. Moreover, since $\vec{\beta}$ does not depend on the first variable $y$, other than Theorem 3 in Section 3, we have the following result:

Theorem 7. The optimal control problem (4), having (51) as the state equation with $\beta$ locally Lipschitz continuous and satisfying hypothesis $\mathrm{H}^{\prime}$, has at least one solution $(y, u)$ with $y \in C^{1}([0, T] ; H) \cap C\left(\left[0, T l ; V \cap H^{2}\right), \hat{y}_{t} \in C^{1}([0, T] ; H) \cap C([0, T] ; V)\right.$, $\hat{y}_{t t}, \Delta \hat{y} \in L^{\infty}([0, T] ; H)$, and $u \in L^{2}([0, T] ; W)$. Furthermore, for every such optimal pair, there exist $p \in W^{1,2}([0, T] ; H)$ and $\mu \in L^{1}(G)$ such that

$$
\begin{align*}
& p_{t t}-\Delta p+\mu \in D_{2} g(t, \hat{y}), \quad t \in[0, T-\sigma],  \tag{54}\\
& p_{t}-\Delta p \in D_{2} g(t, \hat{y}), \quad t \in[0, T-\sigma],  \tag{55}\\
& p(T)=0, \quad p_{t}(T) \in-D \phi_{0}(\hat{y}(T)) \text { and } p=0 \quad \text { on } \Sigma,  \tag{56}\\
& B^{*} p+D h(\hat{u})=0 \text { and } \mu(t) \in \partial \beta(y(t)) p(t+\sigma), \quad \text { a.e. } t \in[0, T] \text {. } \tag{57}
\end{align*}
$$

Proof. For $u \in L^{2}([0, T] ; W)$, the existence of a solution of (53) can be easily proved by using the existence results for wave equations (see Ch. 2 of [12]). Moreover, by using standard arguments, we can conclude the existence of an optimal pair ( $\hat{y}, \hat{u}$ ).

We now prove the existence of $p$, by using the approximation method. Similarly as in (14)-(17), we consider the $\epsilon$-approximating delay problem:

$$
\begin{array}{cc}
\left(p_{\epsilon}\right)_{t t}-\Delta p_{\epsilon}+D_{2} \beta^{\epsilon}\left(y_{\epsilon}\right) p_{\epsilon}(t+\sigma)=D_{2} g^{\epsilon}\left(t, y_{\epsilon}\right), & t \in[0, T-\sigma] \\
\left(p_{\epsilon}\right)_{t t}-\Delta p_{\epsilon}=D_{2} g^{\epsilon}\left(t, y_{\epsilon}\right), & t \in[T-\sigma, T] \\
\left(p_{\epsilon}\right)_{t}(T)=-D \phi_{0}^{\epsilon}\left(y_{\epsilon}(T)\right) \text { and } p_{\epsilon}(T)=0, \\
p_{\epsilon}(s)=p_{\epsilon t}(s)=0, \quad s \in[T, T+\sigma] .  \tag{61}\\
p_{\epsilon}=0, \quad \text { on } \quad \Sigma,
\end{array}
$$

where

$$
\begin{align*}
\left(y_{\epsilon}\right)_{t t}-\Delta y_{\epsilon}+\beta_{\epsilon}\left(y_{\epsilon \sigma}\right) & =B u_{\epsilon}, \quad \text { in } G, \\
y & =0, \quad \text { on } \Sigma,  \tag{62}\\
y_{\epsilon}(s)=y_{0}(s) \text { and } y_{\epsilon t}(s) & =y_{0 t}(s), \quad s \in[-\sigma, 0] .
\end{align*}
$$

First we note, as before, that $u_{\epsilon} \rightarrow \hat{u}$ strongly in $L^{2}([0, T] ; W)$. Then we consider (62) in the interval $[0, \sigma]$. Multiplying the first equation of (62) by $\left(y_{\epsilon}\right)_{t}$ and integrating over $[0, t]$, we get

$$
\begin{aligned}
\frac{1}{2}\left|y_{t}(t)\right|_{2}^{2}+\frac{1}{2}\left|\nabla y_{\epsilon}(t)\right|_{2}^{2}-\frac{1}{2} & {\left[\left|y_{0}(0)\right|_{2}^{2}+\left|\nabla y_{0}(0)\right|_{2}^{2}\right] } \\
& \leq \int_{0}^{t}\left|B u_{\epsilon}(s)-\beta^{\epsilon}\left(y_{\epsilon \sigma}(s)\right)\right|_{2}^{2}\left|y_{\epsilon t}\right|_{2}^{2} d s .
\end{aligned}
$$

By Gronwall's lemma, we obtain

$$
\begin{equation*}
\left|y_{\epsilon t}(t)\right|_{2}^{2}+\left|\nabla y_{\epsilon}(t)\right|_{2}^{2} \leq C, \quad \forall \epsilon>0, t \in[0, t] \tag{63}
\end{equation*}
$$

Next we multiply (62) by $\Delta\left(y_{\epsilon}\right)$, and integrate over [ $0, T$ ] to get

$$
\begin{equation*}
\left|\nabla\left(y_{\epsilon}\right)_{t}\right|_{2}^{2}+\left|\Delta y_{\epsilon}(t)\right|_{2}^{2} \leq C \tag{64}
\end{equation*}
$$

Finally, multiply the same equation by $\left(y_{\epsilon}\right)_{t t}$ and integrate over $[0, t]$; we obtain

$$
\begin{equation*}
\int_{0}^{t}\left|\left(y_{\epsilon}\right)_{t t}\right| d s \leq C \tag{65}
\end{equation*}
$$

Hence the Arzela-Ascoli criterion gives

$$
\begin{gather*}
y_{\epsilon} \rightarrow \hat{y} \text { strongly in } C([0, \sigma], V) \text { and weakly in } C\left([0, \sigma], H^{2}(\Omega)\right) \\
\left(y_{\epsilon}\right)_{t} \rightarrow \hat{y}_{t} \text { strongly in } C([0, \sigma] ; H),  \tag{66}\\
\left(y_{\epsilon}\right)_{t t} \rightarrow \hat{y}_{t t} \text { weakly in } L^{2}([0, \sigma] \times \Omega) .
\end{gather*}
$$

Now considering $y_{\epsilon}$ in the interval $[\sigma, 2 \sigma]$ and using the same argument as above and the fact that (67) holds in $[0, \sigma]$, we conclude (67) also holds in the interval $[\sigma, 2 \sigma]$. If we continue doing that, we can finally conclude that

$$
\begin{gather*}
y_{\epsilon} \rightarrow \hat{y} \text { strongly in } C([0, T], V) \text { and weakly in } C\left([0, T], H^{2}(\Omega)\right) \\
\left(y_{\epsilon}\right)_{t} \rightarrow \hat{y}_{t} \text { strongly in } C([0, T] ; H),  \tag{67}\\
\left(y_{\epsilon}\right)_{t} \rightarrow \hat{y}_{t t} \text { weakly in } L^{2}(G) .
\end{gather*}
$$

Similarly we multiply (58) by $\left(p_{\epsilon}\right)_{t}$ and integrate over $[t, T]$ to get

$$
\left|\nabla p_{\epsilon}(t)\right|_{2}^{2}+\left|p_{\epsilon t}(t)\right|_{2}^{2} \leq\left|D \phi_{0}^{\epsilon}\left(y_{\epsilon}(T)\right)\right|_{2}^{2}+\int_{t}^{T}\left|D_{2} g^{\epsilon}(t, y)\right|_{2}^{2}\left|p_{\epsilon t}(t)\right|_{2}^{2} d t .
$$

This yields

$$
\begin{equation*}
\left|p_{\epsilon}(t)\right|_{2}^{2}+\left|\left(p_{\epsilon}\right)_{t}(t)\right|_{2}^{2} \leq C, \quad \forall t \in[T-\sigma, T] \text { and } \epsilon>0 . \tag{68}
\end{equation*}
$$

By hypotheses H 4 and H 5 , we have

$$
\left\|\nabla g^{\epsilon}\left(t, y_{\epsilon}\right)\right\|_{L^{\ominus}((0, T\rceil ; H)}+\left|D \phi_{0}^{\epsilon}\left(y_{\epsilon}(T)\right)\right|_{2}^{2} \leq C .
$$

Finally since $\left\{D \beta_{\epsilon}\left(y_{\epsilon}\right)\right\}$ is bounded and $y_{\epsilon} \rightarrow \hat{y}$ in $C([0, T] ; V)$, using (57) and (68) in the interval [ $T-2 \sigma, T-\sigma$ ], we obtain that (68) also holds in the interval $[T-2 \sigma, T-\sigma]$. Step by step, we conclude that (68) holds for all $t \in[0, T]$. Hence we have that

$$
p_{\epsilon} \rightarrow p \text { strongly in } C([0, T] ; H) \text { and weakly in } L^{\infty}([0, T] ; V) .
$$

Moreover,

$$
p_{\epsilon} \rightarrow p \text { weakly in } W^{1,2}([0, T] ; H),
$$

which completes the proof.

## 3: Optimal control of Navier-Stokes equation

Let $\Omega \subset R^{n}, n=2,3$, be an arbitrary bounded open set with a $C^{2}$ boundary $\partial \Omega$. Let ( $\vec{w}, p$ ) satisfy the Navier- Stokes equation:

$$
\begin{align*}
\vec{w}_{t}+(\vec{w} \cdot \nabla) \vec{w} & =-\nabla p+\eta \Delta \vec{w} \quad \text { in } G, \\
\operatorname{div} \vec{w} & =0, \quad \text { in } G  \tag{69}\\
\vec{w}(t, x) & =v(t) \vec{g}(t)+v_{\sigma}(t) \vec{g}_{2}(x), \quad \text { on } \Sigma, \\
v(s) & =v_{0}(s), \quad s \in[-\sigma, 0],
\end{align*}
$$

with $\int_{\partial \Omega} \vec{g}_{i}(x) v d S=0$ for $i=1,2$, and $\vec{w}(0, x)=\vec{w}_{0}(x)$ for $x \in \Omega$. Where $\eta$ is a constant, $v(\cdot):[-\sigma, T] \rightarrow R$ and $\vec{g}_{i}(\cdot): \partial \Omega \rightarrow R^{n}, i=1,2$.

Our task is to find $v$, or rather, its time derivative $u=v_{t}$ such that the cost functional

$$
\begin{align*}
\int_{\Omega}\left|\vec{w}(T, x)-\vec{w}^{d}(x)\right| d x+2 \eta \int_{0}^{T} \int_{\Omega} & \left|\nabla\left(\vec{w}(t, x)-\vec{w}^{d}(t, x)\right)\right|^{2} d x d t \\
& +\lambda \int_{0}^{T}\left(v_{t}(t)-v_{t}^{d}\right)^{2} d t \tag{70}
\end{align*}
$$

attains its minimum value.
In practical terms, $\vec{w}:[0, T] \times \Omega \rightarrow R^{n}$ is a smooth desired velocity field, $v^{d}:[-\sigma, T] \rightarrow R$ is a nominal forcing speed and $\lambda>0$ is some given number. The second term in the cost functional (70) represents the cost of forcing.

This problem in the non-delay case has been considered by Fattorini and Sritharan. We now reformulate this problem. Consider the space

$$
H=\left\{u: \Omega \rightarrow R^{n}, u \in L^{2}(\Omega), \nabla \cdot u=0\right\}
$$

and

$$
V=H \times H_{0}^{1}(\Omega)
$$

Using the method which has been used in [11], we reduce this problem to a distributed control problem by taking $y=z+w_{1} u+w_{2} u_{\sigma}$, where $w_{1}$ and $w_{2}$ are the Leray-Hopf cut functions corresponding to $\vec{g}_{1}$ and $\vec{g}_{2}$ respectively (for detail see [11] or [8]). Then taking the projection on $H$, we get the system:

$$
\begin{align*}
& z_{t}+\eta A z+B(z, z)+v(t) B_{1}(z)+v_{\sigma}(t) B_{2}(z) \\
&= f_{11} v(t)+f_{12} v^{2}(t) \\
&+f_{21} v_{\sigma}(t)+f_{22} v_{\sigma}^{2}(t)+f_{33} v_{\sigma}(t) v(t) \\
&+f_{31} v_{t}(t)+f_{32} v_{\sigma t}(t)  \tag{71}\\
& z(0, x)= z_{0}(x) \text { and } v(s)= \\
& v^{d}(s), \quad \text { for } s \in[-\sigma, 0]
\end{align*}
$$

where $z_{0}$ is determined by $w_{0}, v(t)$ and Leray-Hopf cut functions. A is Stokes operator which is selfadjoint and (since $\Omega \subset R^{n}$ is bounded) positive defined. The operator $B(\cdot, \cdot)$ and $B_{1}(\cdot)$ are standard in Navier-Stokes theory ([6], [9], [11]). Note that $f_{i j} \in H$ for $i, j=1,2,3$. It can be shown that $D(A)=H^{2}(\Omega) \cap V, D\left(A^{\frac{1}{2}}\right)=V$ and the linear operator $B_{i} \in L\left(D\left(A^{\frac{1}{2}}\right), H\right)$ for $i=1,2$.

Let us now set

$$
\begin{gathered}
y=\binom{z}{v}, u=v_{t}, \tilde{A}=\left(\begin{array}{cc}
\eta A & 0 \\
0 & 1
\end{array}\right), B_{1}=\binom{f_{31}}{1}, B_{2}=\binom{f_{32}}{0}, \\
\beta_{1}\left(y, y_{\sigma}\right)=\binom{b(z, z)+v B_{1}(z)-\left(f_{11}+v_{\sigma} f_{33}\right) v-f_{12} v^{2}}{-v},
\end{gathered}
$$

and

$$
\beta_{2}\left(y_{\sigma}\right)=\binom{-f_{21} v_{\sigma}-f_{22} v_{\sigma}^{2}}{0}
$$

Then (71) can be written as

$$
\begin{gather*}
y_{t}=\tilde{A} y+\beta_{1}\left(y, y_{\sigma}\right)+\beta_{2}\left(y_{\sigma}\right)=B_{1} u+B_{2} u_{\sigma}, \text { in } G \\
y(0)=\binom{z_{0}}{v^{d}} \text { for } x \in \Omega \quad \text { and } \quad v(s)=v^{d}(s) \text { for } x \in[-\sigma, 0] . \tag{72}
\end{gather*}
$$

THEOREM 8. Let $u \in L^{2}([-\sigma, T] ; R)$ and $u(0) \in H$. Then there exists a unique solution $y \in L^{2}([0, T] ; D(A)) \cap C\left([0, T] ; D\left(A^{\frac{1}{2}}\right)\right)$ to (69). Moreover, if $u(0) \in$ $D\left(A^{\frac{1}{2}}\right)$, then $y_{t} \in L^{2}([0, T] ; H)$.

PROOF. (72) is equivalent to the following problem:

$$
\begin{gather*}
y_{t}+\widetilde{A} y+\beta_{1}\left(y, y_{\sigma}\right)=B_{1} u+B_{2} u_{\sigma}-\beta_{2}\left(y_{\sigma}\right), \text { in } G \\
y(0)=\binom{u(0)}{v^{d}} \text { for } x \in \Omega \quad \text { and } \quad v(s)=v^{d}(s) \text { for } x \in[-\sigma, 0] . \tag{73}
\end{gather*}
$$

In the interval $[0, \sigma]$, taking $N(v)=\beta_{1}\left(y, v^{d}\right)$ and using Theorem 3.3 of [8], we see that there exists a solution $y_{1} \in L^{2}\left([0, \sigma] ; D\left(A^{\frac{1}{2}}\right)\right) \cap C([0, \sigma] ; H)$ to (73) in $[0, \sigma]$. Moreover, if $\zeta \in D\left(A^{\frac{1}{2}}\right)$, then $y_{1} \in L^{2}([0, \sigma] ; D(A)) \cap C\left([0, \sigma] ; D\left(A^{\frac{1}{2}}\right)\right)$ and $y_{1 t} \in L^{2}([0, \sigma] ; H)$ (Theorem 3.3 of [8] can be also found in [9]). Then, using the same arguments on (73) in the interval $[(i-1) \sigma, i \sigma]$ iteratively for $i=2,3, \ldots$, and finally in the interval $[T-\sigma, T]$, we complete the proof of this theorem.

Using the above Theorem, we can easily conclude the following theorem
THEOREM 9. Let $(\hat{y}, \hat{u})$ be an optimal pair of (70) with the state equation (71). Then there exists a function $p \in W^{1,2}([0, T] ; H) \cap L^{2}\left([0, T] ; H_{\alpha}\right)$ satisfying the following equations:

$$
\begin{gather*}
-p_{t}(t)+\tilde{A} p(t)+\left(\tilde{M}\left(\hat{y}, \hat{y}_{\sigma}\right), p(t)\right)+\left(N(\hat{y}(t+\sigma), \hat{y})^{1} p(t)\right) \in D_{2} g(t, \hat{y}(t)) \\
t \in[O, T-\sigma]  \tag{74}\\
-p_{t}(t)+\widetilde{A} p(t)+\left(\tilde{M}\left(\hat{y}, \hat{y}_{\sigma}\right), p(t)\right) \in D_{2} g(t, \hat{y}(t)) \\
t \in[T-\sigma, T]  \tag{75}\\
p(T) \in-D \phi_{0}(\hat{y}(T)) \text { and } p(s)=0, \quad s \in[T, T+\sigma]  \tag{76}\\
B^{*} p(t) \in \operatorname{Dh}(\hat{u}(t))
\end{gather*}
$$

where $\tilde{M}$ and $\tilde{N}$ are defined as follows $\forall z=\left(z_{1}, z_{2}\right)$ :

$$
\begin{aligned}
\left(\tilde{M}\left(y, y_{\sigma}\right), z\right) & =\left(D_{1} \beta_{1}(y, y), z\right) \\
& =\binom{2 B\left(v, z_{1}\right)+u B_{1}\left(z_{1}\right)-\left(f_{11}+u_{\sigma} f_{33}\right) z_{2}-2 f_{12} u z_{2}}{-z_{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\tilde{N}\left(y, y_{\sigma}\right), z\right) & =\left(D_{2} \beta_{1}(y(t+\sigma), y)+D \beta_{2}(y), z\right) \\
& =\binom{-f_{12} z_{2}-2 f_{22} u_{\sigma} z_{2}}{0}
\end{aligned}
$$

respectively. Moreover, $h(u(t)), g(t, y)$ and $\phi_{0}(y(T))$ are defined as in [8].
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