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Abstract. The Kepler Mission simultaneously measures the brightness of more than 150,000
stars every 29.4 minutes primarily for the purpose of transit photometry. Over the course of
its 3.5-year primary mission Kepler has observed over 190,000 distinct stars, announcing 2,321
planet candidates, 2,165 eclipsing binaries, and 105 confirmed planets. As Kepler moves into its
4-year extended mission, the total number of transit-like features identified in the light curves
has increased to as many as ∼18,000. This number of signals has become intractable for human
beings to inspect by eye in a thorough and timely fashion. To mitigate this problem we are
developing machine learning approaches to perform the task of reviewing the diagnostics for
each transit signal candidate to establish a preliminary list of planetary candidates ranked from
most credible to least credible. Our preliminary results indicate that random forests can classify
potential transiting planet signatures with an accuracy of more than 98.6% as measured by the
area under a receiver-operating curve.
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1. Introduction
The Kepler Mission has generated three exoplanet candidate catalogs in the first 3.5

years of operation: Borucki et al. (2011a), Borucki et al. (2011b), and Batalha et al. (2012).
The process of compiling the list of candidates from the science pipeline output is a very
intensive manual effort, as a run across 30 months of data will typically identify �18,000
transit-like signatures, or threshold-crossing events (TCEs). The vast majority of these
signatures are due to instrumental artifacts mimicing transits from the standpoint of a
linear transit detector. While the pipeline also provides a suite of valuable diagnostics
to reduce the initial list down to a more manageable 5,000 or so TCEs, these filters can
overlook valid planetary candidates. Moreover, the large number of diagnostics (∼100)
makes it difficult for humans to examine all the information available to appropriately
rank the TCEs.

The vetting process has evolved over time, and consists of two steps: 1) The TCEs
are “triaged” based largely on an examination of the light curves and the transit fit
parameters to construct an initial list of Kepler Objects of Interest (KOIs). 2) The KOIs
are then vetted in detail considering other diagnostics such as difference image centroid
information and a more thorough inspection of the diagnostics produced by the pipeline
to generate a disposition for each KOI (planet candidate, astrophysical false positive,
other instrumental or stellar variability effect, or uncertain; Batalha et al. 2012). The
effort required to complete the triage and vetting steps have typically occupied several
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months of effort by many individuals in the Kepler Science Office and Science Team in
order to winnow the ∼18,000 transit-like signatures down to the final planetary candidate
list published in each new catalog. As the science pipeline has been improved, the number
of identified transit-like signatures has increased, compounding the effort.

To mitigate this growing problem, we are pursuing machine learning approaches to re-
duce the time required by humans to separate the obvious chaff from the wheat. Machine
learning is a branch of computer science and statistics that has generated a number of
algorithms that are useful for classifying and clustering data, usually in high dimensional
spaces. The ideal algorithm would generate a list of candidates that closely approxi-
mates those generated by human review of the pipeline diagnostics, and would rank each
transit-like signature from most credible to least credible, thereby allowing the humans
to focus on the most interesting cases. Machine learning approaches can also help iden-
tify the most important metrics and diagnostics with respect to separating signatures of
transiting planets and eclipsing binaries from instrument-induced features.

In this paper we give a brief overview of the transit search pipeline and discuss those
instrumental signatures most responsible for false positives. We then describe the machine
learning approach under study for both triage and vetting, and present preliminary results
with an “auto-triage” algorithm. We conclude with thoughts on the future effort.

2. The Kepler Transit Search Pipeline
The systematic error-corrected Kepler light curves are subjected to an adaptive, wavelet-

based matched filter to identify transit-like features; sets of three or more periodically
spaced negative rectangular pulses from 1.5 to 15 hours in duration, and with periods
from 0.5 days to half the length of the data set (Jenkins 2002, Jenkins, Chandrasekarana,
McCauliff, et al. 2010). Transit-like features that appear to be statistically significant
(i.e., SNR > 7.1 σ) and that pass the internal vetting inside of TPS are called TCEs.
Light curves with TCEs are subjected to a suite of diagnostic tests by the Data Vali-
dation (DV) pipeline in order to build or break confidence in the TCE as a planetary
signature (Wu et al. 2010). DV also fits a limb-darkened light curve to each potential
planetary signature and then removes the signature of the current TCE and calls TPS
on the residual light curve in order to detect additional planetary signatures.

Despite both the internal vetting that occurs in TPS, and the more sophisticated
modeling and testing performed by DV, the majority of the TCEs that result from a
TPS/DV run are false positives caused by transients in the data. For example, imperfectly
corrected thermal transients (which modify the optical focus and plate scale) or occasional
negative step discontinuities caused by radiation damage to the CCDs can result in
TCEs (Tenenbaum et al. 2012). A new class of false positives with periods of ∼1 year
is emerging as the search extends through several years of data. These are caused by
transient image artifacts due to flaws in the electronics (Van Cleve & Caldwell 2009).
The repeatability of the thermal profile and pointing helps exacerbate the situation as
the artifacts often repeat at the same place in the orbit. Such false positives are more
likely for candidates featuring few transits. While the DV diagnostics can be used to
easily discard most of these false positives, it remains an intensive manual effort as DV
only presents the information; DV does not act upon the information to construct a list
of planetary candidates.

At this point in the mission, continuing to rely solely on manual vetting of the DV
output to construct the KOI lists is simply no longer tenable. Therefore we have initiated
development of an automated method of vetting the DV output to construct a preliminary
list of planetary candidates. Section 3 describes this effort.
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Figure 1. Example decision tree for deciding between “planet” (P) and “non-planet” (N)
using only the star’s CDPP and the signal’s maximum multiple event statistic (maxMES).

3. Decision Trees and Random Forests
Classification algorithms come in pairs. A training algorithm builds the classifier

(the model), Ω, from the training data set D. D is composed of observations X =
{x1 ,x2 , . . . ,xM } and class assignments Y from the set C = {C1 , ..., CR}. A prediction
algorithm is a function Y = h(X,Ω) that uses the model to assign a Ci to an unclassified
observation xi ∈ X with attributes from the set A = {A1 , ..., AN }. For example, an
attribute for a planet classification problem might be “orbital period”. Attributes can be
continuous, discrete or categorical. Classification prediction algorithms can be viewed as
a form of regression where the predicted variable is categorical in nature.

A decision tree is much like the “20-questions” game; each question can be viewed as
a node in the tree as in Figure 1. Branches in the tree indicate ”yes” or ”no” answers
to the question posed in the node (multi-way branches are also possible, but can be
represented using binary decision trees). Branching proceeds until the no other questions
can be asked, this results in a leaf node; that is a classification. Decision trees have
the advantages of being interpretable models of classification: one can just look at the
decision tree and answer the questions to arrive at a classification. Another, perhaps more
important, advantage is that decision trees do not assume any particular distribution
of the data and do not require that attributes have any particular distance relation.
Decision trees produce rectangular decision boundaries perpendicular to attribute axes;
in higher dimensional spaces the decision boundary is composed of hyper-rectangles.
With a sufficiently large tree any decision boundary can be approximated.

Classification and Regression Trees (CART) is a decision tree learning algorithm in-
vented by Breiman, Friedman, & Stone (1984). Each node in a tree produced by CART
asks the question is xi � xis? CART produces this inequality by splitting D into subsets
Dk with each question asked. Each split is made preferring the simplest possible decision
tree with the fewest nodes. To this end CART seeks an attribute that will split Dk into
two subsets each with the greatest purity with respect to Y . CART actually minimizes
the impurity of a node rather than maximizing the purity. The impurity of node k in
the tree is represented as IG (Dk ). IG = 0 when Dk all have the same class. IG should
be a large number when the mixture of classes reaching the node are nearly equal in
frequency. CART uses the Gini impurity function defined as

IG = 1 −
∑

r

P̂ 2(Cr |Dk ), (3.1)
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where P̂ is the estimated probability of its argument. When creating a split the algorithm
chooses the xis of attribute Ai that minimizes

ΔIG = IG (Dk ) − ΔIG (Dk,true) − ΔIG (Dk,f alse), (3.2)

of child nodes Dtrue,f alse . When the number of classes reaching a node has fallen to one,
or some threshold on the size of the subset of Dk is reached, a leaf node which assigns a
class to an attribute vector, x, is generated.

Decision trees can be sensitive to noise, in the form of either outlier values in X or
mistaken classifications in Y (Breiman et al. 1984). Some implementations use heuristics
to prune the decision tree to reduce the over-fitting error. Random forests introduced
by Breiman (2001) remedy this problem by creating an ensemble of decision trees and
averaging their classifications.

The random forest training algorithm builds a set of classifiers {h(X,Ωj )} where Ωj

is the jth decision tree trained on random subset Dj . Dj is a bag; a random subset with
replacement. Bag creation can be weighed by the prior probabilities of Cr so that xi

is chosen with respect to its yi . When the number of bags, B, becomes very large the
misclassification error will converge. A typical value of B is 1000.

Random forests have a theoretical upper bound to their misclassification error that
depends on the correlation of their component decision trees; higher correlation yields
higher error bounds. To reduce correlation between base classifiers the training algorithm
introduces randomness into the creation of each Ωj . At each node in Ωj a random subset
of A is chosen. The split minimizing Eq. 3.2 is made, but only among the randomly
chosen subset of A. The number of A to select, mtry is an algorithm parameter; it is
typically �

√
N�. The training algorithm is not particularly sensitive to the value of mtry .

4. Labeled Data Set
We are interested in generating a classifier that can distinguish between planet can-

didates and instrumental, or systematic noise sources that mimic planet transit signals.
One source of planet candidates comes from the third KOI catalog (Batalha et al. 2012).
The KOI catalog is an exoplanet catalog composed of confirmed planets, planet candi-
dates and astrophysical false positives. We drop from consideration systems with eclipsing
binaries, such as Kepler-16b (Doyle et al.2011), a circumbinary planet. The second Ke-
pler eclipsing binary catalog from Slawson et al. (2011) is used for this purpose. While
astrophysical false positives are an important case to distinguish from actual candidates
the training data set does not make any efforts to exclude astrophysical false positives.
For example, background eclipsing binaries causing transit-depth signatures on affected
target stars remain in the training data set. The KOI catalog also includes some planet
candidates identified from only a single transit. Since TPS is limited to detecting periodic
signals, such candidates are excluded. Additional planet candidates were added by visu-
ally inspecting DV reports (Twicken, et al. 2012). A DV report contains the exoplanet
ephemeris, light curves, and the results of several tests presented in a human readable
format. Each DV report was reviewed by two scientists. If either of them thought the
signal described by the report indicated a potential new transiting planet then this was
added to the KOI list. The DV reports will become available to the general public some-
time in late 2012. TCEs not marked as planet candidates by either human vetter are
assigned the class of “noise” in the training data set.

The run of the Kepler pipeline used in this paper has a total of 16,955 signals from
approximately 190,000 stars over the first quarter to the tenth quarter of Kepler data.
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All of these signals passed TPS’s internal statistical tests (Tenenbaum et al. 2012). Some
of the these signals represent transiting planet candidates in multiple planet systems.
3338 training examples for class “planet candidate” match the ephemerides produced by
the Kepler pipeline. 1085 training examples match the examples of class “noise”. Each
training example has 31 attributes. The actual prior probability of a planet around a star
is not known and is an active area of research. However, we believe the relative frequency
of planet examples greatly overestimates the actual frequency of planets detectable by
Kepler. So the prior probability of 5/8 is used to weight occurrence of noise examples
used to construct the bags of the random forest.

5. Classifier
5.1. Classifier Accuracy

A random subset of 70% of the labeled data was used for training. The remaining 30%
was used to evaluate classifier performance. The default value of mtry was used. A search
over different values of B was performed between 50 and 5000 trees. After about 1000
trees there is less than 1% change in the out of bag error; that is the mean error computed
on each tree in the forest on the data not in its bag of training examples.

After the random forest is trained a prediction is made on each signal in the test set.
During the prediction each tree in the forest votes for the item in the test set. This vote
can either be for a planet candidate or systematic instrumental noise. The number of
votes for each signal can be used to order the predictions from most number of votes for
planet candidate to fewest votes for planet candidate. Knowing the actual classification
of the signal in the test set allows the construction of Figure 2 which shows the trade
off between the true positive rate vs. the false alarm rate. This decision threshold is
completely controlled by the number of votes for each class.

Figure 2 shows the receiver-operating characteristic curve (ROC) for the classifier,
which is a graph of the true positive classification rate (y-axis) as a function of the false
positive classification rate (x-axis). A random classifier would have a curve that is close
to the y = x line, since at any point the rate of false positives would approximately equal
the rate of true positives. The higher the curve is away from the y = x line, the better
the classifier. Our classifier’s true positive rate is well above 90% at a false alarm rate of
1%, indicating it is outperforming a random model significantly.
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Figure 2. ROC curve for the random forest trained for auto-triage.
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5.2. Attribute Importance
The random forest can be used to estimate the importance of each attribute during
training. For each tree’s out of bag data each attribute is shuffled in turn. The tree then
makes a prediction for each out of bag signal. The mean increase in error for an attribute
over all trees is then its importance. For the auto-triage results presented here, we used
a subset of the DV diagnostics that would be available from TPS, such as the multiple
event statistic, mes, the ratio of mes to the max or min single event statistic, ses, the
depth of the transit, the number of transits, the epoch of the transit sequence, a transit
shape static, and the degree to which the ses time series are correlated. A full description
of the metrics used in the auto-triaged is beyond the scope of this introductory paper,
and will be reported in a future journal-length article.

6. Conclusions
We have described the application of the random forest algorithm to the problem of

classifying the output of the Kepler planet search pipeline so that we can automate the
construction of a preliminary list of planet candidates from the pipeline output. The
random forest algorithm has several advantages: 1) The number of trees voting for the
class assigned to each potential planetary signature can be used as a means to rank the
set of TCEs from most credible to least credible, thus allowing us to allocate the human
resources to the most productive light curves, 2) The importance of each diagnostic
(attribute) can be determined objectively by randomizing each diagnostic then examining
the degradation in performance of the resulting classifier, 3) The random forest can be
used to investigate the performance and bias of the human vetting process. Our future
work will focus on improving the quality of training set to include more examples of
instrumental, systematic noise. We are also working on simulating transits within the
Kepler pipeline for the purposes of estimating the completeness of the Kepler Mission
and provide ground truth for the purpose of evaluating the classifier.
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