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Abstract

We consider a reflected Lévy process without negative jumps, starting at the origin. When
the reflected process first upcrosses level K, a timer is activated. After D time units,
the timer expires and the Lévy exponent of the Lévy process is changed. As soon as the
process hits zero again, the Lévy exponent reverses to the original function. If the process
has reached the origin before the timer expires then the Lévy exponent does not change.
Using martingale techniques, we analyze the steady-state distribution of the resulting
process, reflected at the origin. We pay special attention to the cases of deterministic and
exponential timers, and to the following three special Lévy processes: (i) a compound
Poisson process plus negative drift (corresponding to an M/G/1 queue), (ii) Brownian
motion, and (iii) a Lévy process that is a subordinator until the timer expires.
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1. Introduction

Communication systems are often controlled using feedback information signals that reg-
ulate the transmission of traffic. One reason for this is to regulate the traffic volume in
accordance with the actual level of congestion. For example, in networks with distributed
congestion control, the transmission rate of the end-users is based on an estimation of the level
of congestion. The foremost example is the Internet, which is predominantly regulated by
end-users through the transmission control protocol which, for this reason, has been the focus
of a large body of research [25], [33]. Another example is provided by Ethernet, which has
significantly regained importance recently, owing to its use in metropolitan networks [31]. In
Ethernet it is possible, via a so-called backpressure mechanism, to adjust transfer rates from
one node to another depending on the level of congestion in the latter.

Significant understanding in the abovementioned systems has been obtained through the use
of performance models with simplifying assumptions on the possible delay that feedback signals
may suffer. In many cases it is assumed, for analytic tractability, that the traffic adaptation is

Received 21 February 2007; revision received 23 November 2007.

* Postal address: Department of Mathematics, Vrije Universiteit, De Boelelaan 1081a, 1081 HV Amsterdam, The
Netherlands. Email address: rbekker @few.vu.nl

** Postal address: Department of Mathematics and Computer Science, Eindhoven University of Technology, PO Box
513, 5600 MB Eindhoven, The Netherlands.

**% Postal address: Department of Statistics, The Hebrew University of Jerusalem, Mount Scopus, Jerusalem, 91905,
Israel.

Supported by grant 964/06 from the Israel Science Foundation.

314

https://doi.org/10.1239/jap/1214950350 Published online by Cambridge University Press


https://doi.org/10.1239/jap/1214950350

Queues with delays in two-state strategies and Lévy input 315

instantaneous, or takes a deterministic time. In practice, the congestion information may only
become available after some (random) delay. The delay can either be the result of a physical
distance that separates the sender from the receiver, or control signals may be deliberately
delayed so as to prevent them from putting a disproportionate load on the system that may
compromise stability. Both types of feedback may typically vary over time.

The goal of the present paper is to develop stochastic models that take delayed feedback con-
trol, based on congestion levels, into account. We aim at a profound qualitative understanding
of the impact of delayed feedback signals, by abstracting them from the detailed characteristics
of a particular feedback-based system.

The model under consideration is a reflected Lévy process [11] without negative jumps,
starting at the origin. Special cases of Lévy processes are compound Poisson processes,
Brownian motion, linear drift processes, and independent sums of these. When the reflected
process first upcrosses a certain level K (corresponding to a certain level of congestion), a timer
is activated. After D time units (the feedback delay), the timer expires and the Lévy exponent
(also called the Laplace exponent) of the Lévy process is changed. Here D is a random variable
that is assumed to be finite with probability 1. As soon as the reflected process hits zero again,
the Lévy exponent reverses to the original function. If the process has reached the origin
before the timer expires then the Lévy exponent does not change. It should be noted that this
model contains the M/G/1 queue with delayed feedback control as a special case. In the case
of a compound Poisson process with negative drift, the reflected Lévy process is indeed the
workload process of an M/G/1 queue; changing the Lévy exponent now amounts to changing
the drift (service speed), arrival rate, and/or service requirement distribution.

The main result of the paper is the determination of the steady-state distribution of the
resulting process, reflected at the origin (Theorem 3.1). We employ martingale techniques [27]
and exploit several properties of Lévy processes in obtaining this result.

1.1. Related queueing/performance literature

For the case of zero feedback delay, there is a large collection of papers in the queueing
literature regarding M/G/1 queues with workload-dependent input; we extend this literature
both by introducing a nonzero delay and by considering Lévy processes. We refer the reader
to survey [21] for a large number of references on queueing systems with state-dependent
parameters. These go back to pioneering papers like [23], in which a storage system was
considered that operates with two speeds, depending on the workload level. For a textbook
treatment of storage systems with state-dependent release, see [5, Chapter XIV]. We refer the
reader to [10] for a study of M/G/1-type queues where both the service speed and arrival rate
vary continuously with the workload. For additional references on queueing systems with
workload-dependent rates, see, e.g. [7].

The literature on queueing systems driven by Lévy processes is considerably less extensive.
For some studies of queues with adaptable rates driven by a Lévy process, we refer the reader
to [9], [14], and the references therein.

The number of papers that take delayed feedback into account is also much smaller. Moti-
vated by ATM (asynchronous transfer mode) networks, Altman et al. [3] studied a discrete-time
queue with delayed information on the queue length. In a slot, a service is only attempted if,
given the information available to the server, it is certain that at least one customer is present.
Another early study regarding communication networks with rate-based flow control and action
delay is [2]. Sharma [36] considered an M/G/1-type queue in which the service rate was
controlled by a scheduler who receives workload information from the queue with some delay
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(caused by the fact that the scheduler resides in a satellite and the queue is on earth). The paper
focused on stability conditions and on the rate of convergence to the stationary distribution.
See [19] and [20] for two recent studies on delayed feedback due to the use of the automatic
repeat request protocol in an error-prone communication medium, and [17] and [18] for queue-
length dependent delayed arrivals occurring in cable access networks regulated by a time-slot
reservation procedure. The following paper is closest to the present study. Lee and Kim [30]
considered an M/G/1 queue in which the service speed is adapted an exponential amount of
time after a certain workload level is exceeded. The delay here occurs due to the fact that a
setup time is needed for changing the service speed.

1.2. Organization of the paper

In Section 2 we present preliminary results on Lévy processes. Theorem 2.1 cites a known
result on the joint transform of the first exit time from the interval [0, K) of the reflected
process and the exit position of the reflected process [6], [32]. We use this result to obtain a
suitable expression for the exit position from [0, K') of the reflected process (Corollary 2.1). The
steady-state distribution of the workload process under consideration is analyzed in Section 3.
In three subsections we successively consider (i) the interval until the first upcrossing of level K,
(ii) the interval until either the timer expires or the origin is reached, and (iii) the remaining
interval until the origin is reached (the latter interval might have length 0). Taking a weighted
average over the three intervals, we finally obtain the Laplace—Stieltjes transform (LST) of the
steady-state workload distribution in Theorem 3.1. We pay special attention to a few specific
Lévy processes: the compound Poisson process with negative drift (corresponding to an M/G/1
queue) and Brownian motion. Section 4 is devoted to the special case in which the Lévy process
X is nondecreasing (a subordinator) during the first and second subintervals. This case is of
interest in view of queueing models with a removable server. Since the origin cannot be hit
in the first two intervals, this case leads to more convenient expressions. Relatively tractable
results also occur when the timer period is exponentially distributed, which is the subject of
Section 5.

2. Preliminary results on Lévy processes

We refer the reader to [11] for an excellent treatment of Lévy processes. Consider a spectrally
negative Lévy process X = {X(¢), ¢ > 0}, i.e. a Lévy process with no positive jumps. We are
in fact interested in a Lévy process X with only positive jumps. These processes are however
closely related, since the dual process of X is —X; see, e.g. [11, Section II.1]. In this section
we assume that X is neither nonincreasing nor deterministic.

For a Lévy process X, the generating function of X (1) is finite for all @ > 0 and ¢ > 0, and
is given by

E[e?XD] = V@

for some function ¥ («), which is called the Lévy exponent. It is also well known that, under
the assumed conditions, ¥ () is strictly convex on [0, 00), ¥ (0) = 0, and limy_, o0 ¥ (o) = 00
(see, e.g. [11]).

Let ¢p = inf{a > 0 | ¥ (o) > 0}. If ¥/(0+) < O then ag > 0 and otherwise cg = 0.
By strict convexity, v is strictly increasing and continuous on [ag, 00); thus, as a func-
tion from [eg, 00) to [0, 00), it has an inverse which we denote by ®. For a > 0, let
f =inf{t > 0 | X(t) > a}. Fora given (appropriately measurable) functional %, we denote
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E,[h(X)] = E[h(x + X)] and Py[h(X) € -] = P[h(x + X) € -]. The transform of this exit
time is given in Equation (3) of [28].

Proposition 2.1. ([28].) Foranya > x and s > 0,
Ex[exp(—ST;_)] — e~ P®a—x)

In particular, Py [t} < 0o] = limy o Ey[exp(—st,)] = e @@= — exp(—ap(a — x)).

In Theorem 2.1 we shall present the joint transform of the first exit time from the interval
[0, K) of the reflected process and the exit position of the reflected process [6], [32]. Results
on first exit times and exit positions are often expressed in the literature in terms of the family
of so-called scale functions; see, e.g. [1], [6], [11], [12], [13], [28], and [32]. In this paper we
are concerned only with exit positions, but since the results are generally studied jointly with
first exit times, we introduce the more general framework first, to derive the exit position as a
corollary.

Definition 2.1. For ¢ > 0, the g-scale function W@ . (—00,00) — [0, 00) is the unique
function whose restriction to (0, co) is continuous and has Laplace transform

/‘”C_MW@(X)dx - fora= (),
0 V(@) —q

and W@ (x) =0 forx < 0.

For exit positions, it is in fact sufficient to restrict to the case in which ¢ = 0. In that case
W () := WO (), which is also often referred to as the scale function. In some special cases the
scale function can be explicitly determined. For instance, if the Lévy process is a compound
Poisson process with drift then W (-) can be related to the waiting time distribution in the M/G/1
queue. For further examples and details, we refer the reader to Section 3 and [32].

Moreover, a related quantity is

X
79D (x) :=1+q/ W@ (y)dy forx >0,
0

with Z(@ (x) = 1 for x < 0. Finally, for ¢ > 0, define

Vela) =¥ (c+a) — (o),

and let Wfq) be the g-scale function associated with the Lévy process with exponent . («);
see [6] and [32] for details. Accordingly, let

X
Z9 (x) =1 +q/ w9 (y)dy forx > 0. @2.1)
0
Now, we are ready to present the joint transform of the first exit time and exit position of the
process reflected at its maximum. To clarify what we mean, let the process X := {X(¢), ¢ > 0}
be the running supremum, i.e.
X@) = max{xs, sup )}(u)},

O<u<t
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where x; is its initial maximum. The process ¥ := X — X then represents the Lévy process
reflected at its supremum. We note that the reflected process at the supremum has the same law
as the dual process reflected at its infimum (the latter is in fact required in Section 3). Also,
note that Y(0) =: z = x; — xo > 0. Let g := inf{r > 0: Y () & [0, K)} be the first exit
time from [0, K). The joint Laplace transform of 7, and Y (tg) is given in [6, Theorem 1] and
[32, Corollary 3].

Theorem 2.1. ([6], [32].) Foru > 0 and v > 0, with )~((O) =x0and Y(0) =z >0,
pWP(K) + vLS”(K))

WP (K) + oW (K)
2.2)

E. v lexp(—utg — vY(tg))] =e % (zgp>(K —2)—WPN(K —2)

where p = u — ¥ (v).

Below, we rewrite this expression for u = 0, i.e. for the exit position, to obtain an expression
that is suitable for the analysis in Section 3. To simplify the notation, we express the LST of
the overshoot in terms of the scale function W (-). To do so, we use the following relationship
between scale functions (see, e.g. [6, Remark 4] and [32]):

W (x) = e WV @) () (2.3)

for v such that ¥ (v) < oco. Equation (2.1) may thus be equivalently expressed as
ZP(x)y=1+p /Ox e W@ (y)dy.
For u = 0, we then obtain
Z{V W@ =1-y ) /0 e W dy, 2.4

which, using Definition 2.1, may be reduced to ¥ (v) fxoo e "W(y)dy in the case in which
v > ®(0). Next, we further rewrite the fraction on the right-hand side of (2.2). For the
denominator, it easily follows by differentiating both sides of (2.3) with respect to x that, for
u=020,

WO () oW TV () = e TFW (x).

For the numerator, we apply partial integration in (2.4), yielding
X
—Y WD (@) +0ZEV O () = v — Y (v) / e AW (y).
o0~

Combining the above, we have derived the following result for the exit position from [0, K) of
the reflected process.

Corollary 2.1. For v > 0, with X(0) = xo and Y (0) = z > 0,

K—z
E; xolexp(—vY (tk))] = e ** (1 - W(v)/o e YW(y) dy>

W(K —z) K vy
- W(” v [ e dW<y>>,

which, for v > ®(0), can be reduced to

e W(y)dy —

E; xolexp(—vY (tg))] = ¥ (v) (e—vz s W/(K)

e W dW(y)).
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3. Analysis

Let X be a right-continuous Lévy process without negative jumps, starting at the origin,
with Lévy exponent ¢ («) = log E[e™*X (D] (the minus sign follows from the duality with the
process X in Section 2) with right inverse ®. We exclude the degenerate case that X is a
negative drift. In this section we also exclude the case that the process X is nondecreasing. For
results in the case that X is a subordinator, we refer the reader to Section 4.

Let Z(t) = Z(0) + X(¢) + L(¢), t > 0, where L(t) = —info<s</[Z(0) + X (s)]”. Let
Tx = inf{t > 0: Z(t) = K}, i.e. T denotes the epoch at which, for the first time, Z(¢)
upcrosses level K > 0. We assume the following. At Tk a timer is activated. After D time
units, the timer expires and the Lévy exponent changes into ¢ (o). As soon as the process hits
zero again, the Lévy exponent reverses to the original ¢ (). If the process has reached the
origin before the timer expired then the Lévy exponent does not change, but remains ¢ ().

We shall analyze the steady-state distribution of the Z-process, by distinguishing three
successive time intervals: (i) the interval from O to Tk, (ii) the interval from Tk until the timer
expires or the origin is reached—whichever comes first, and (iii) the interval from the expiration
of the timer until the origin is reached (if positive). We assume that ¢; (0) > O for the system to
be stable, and let Z denote a random variable with the steady-state distribution of the Z-process.
Using the theory of regenerative processes, and introducing t as the length of time until the
origin is reached for the first time after Tk,

ELfy * e %) ds] + EL [T e=e2O) ds] 4 EIf{K ) 770 ds]

E[eiaz] — TK+(T/\D)
E[Tk]+ E[7]

3.1

The steady-state analysis of the Z-process in each of these intervals heavily relies on a

martingale technique. We treat the three intervals successively in Sections 3.1, 3.2, and 3.3.

Furthermore, in Sections 3.1, 3.2, and 3.3 we specify the results for the two special cases of
Brownian motion and the M/G/1 and M/M/1 queues.

3.1. The first interval
Applying the theory of [27] to Z(-) and simplifying, the following is seen to be a martingale:

t
M) =¢(@) | e W ds—e W 42O _ gL ). (3.2)
s=0

In the following we take Z(0) = 0. Application of the optional sampling theorem, with stopping
time Tk, to this martingale yields (cf. [S] and [27])

T
# (@) E[/ " emaz) ds} = Elexp(—aZ(Tk))] — 1 + « E[L(T)], (3.3)
s=0

or

34
¢ (a) GH

Note that this expression, when divided by E[Tk], represents the LST of the steady-state
distribution of the Z-process on the interval [0, Tk ].

The transform of the overshoot E[exp(—a Z(Tk))] can be directly obtained by taking z = 0
(since x; = 0 and x¢ = 0) in the last formula of Corollary 2.1, providing that, for « > ®(0),

W(K) [
W' (K) Jk

E|:/TK (- Z() ds] _ Elexp(—aZ(Tk))] — 1 + ¢ E[L(Tk)]
s=0

Elexp(=aZ(Tk))] = ¢(a) (/K e W(y)dy - e dW(y))- (3.5)
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Note that @ > ®(0) > 0 for the two integrals in (3.5) to be bounded. To determine the
constant E[Z (T )], we differentiate the first formula of Corollary 2.1 at @ = 0 to obtain

K K
/ W(K) /
E[Z(Tk)] = ¢'(0) Wi dy + — 1 —¢(0) dw(y) |. (3.6)
0 W(K) 0~

In the remainder we will also use the notation Z; := Z(Tk) to denote the value of the reflected
process at the moment it leaves [0, K).

Letting @ | 0 in (3.4) and applying I’Hospital’s rule gives the following relation between
E[Tx] and E[L(Tk)]:

¢'(0) E[Tk] = — E[Z(Tk)] + E[L(Tk)], (3.7

SO
E[L(Tx)] = E[Z(Tk)] + ¢'(0) E[Tk]. (3-8)

Note that, for ¢'(0) = 0, we directly obtain E[L(Tk)] = E[Z(Tk)]. In that case, letting o |,
0 in (3.4) and applying 1I’Hospital’s rule twice gives the constant E[Tx] = E[Z (Tx)?] J#"(0),
where E[Z(Tk)?] may be determined from the first formula of Corollary 2.1. For ¢’(0) # 0, a
second relation between E[L(Tx)] and E[Tk] is obtained by defining & as a nonzero solution
of ¢(a) = 0. (For instance, for ¢'(0) < 0, take & := ®(0) as the unique positive zero
of ¢(x) = 0.) Since the expectation on the left-hand side of (3.3) is finite for « = &, the
right-hand side of (3.3) should be O for this value of «:

1 — E[exp(—&Z(Tk))]

o

E[L(Tk)] =

(3.9)

From (3.8) and (3.9) (with ¢’(0) # 0),

| (1= Elexp(~GZ(Tx)]
ol - ~EIZ(T01).

Now we consider two special cases.

E[Tk] =

3.1.1. Brownian motion case. If X is Brownian motion with drift parameter © and variance
parameter o2 then ¢ (o) = (62/2)a® — pe. Instead of X, we shall also write B to denote the
case of Brownian motion. It may be verified that (3.5) indeed reduces to

Elexp(—aZ(Tk))] = e X,

and Z(Tx) = K, as should have been expected since all paths of the reflected Brownian motion
are continuous. Equation (3.8) thus becomes

E[L(Tx)] = K — wE[Tk].

In the case in which u = 0 it directly follows that E[L(Tx)] = K and E[Tx] = (K/az)z. For
wu # 0, there is one nonzero « for which ¢ (o) = 0, namely & = 2,u/<72, and

21 2u
0 =-exp —pl( —l—i—;(K—uE[TK]),

2
o 21 21

SO
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It now follows from (3.4) that

E[ /TK o—aZ(s) ds] _ e - 12— (a/z&xe—&’f -
s=0 (0%/2)a* — pa

3.1.2. M/G/1 and M/M/I cases. Let X correspond to the M/G/1 queue with arrival rate A, service
speed r, and general service requirements with distribution function B(-), mean g, and LST
B(). Then ¢ (a) = ra — A(1 — B(a)). As in the Brownian motion case, we can determine the
scale function W (-) explicitly. Define p := A8/r, and define

H(x) = ﬂ‘lfo (1 — B(y))dy

as the distribution of the residual service requirement. For p < 1, it is well known, from
Definition 2.1 with ¢ = 0 (see, e.g. [5, Theorem VIIIL.5.7]), that

[e¢]

1 n
W)= =3 p"Ha(x), (3.10)

n=0

where H, () denotes the n-fold convolution of H(-) with itself. In fact, (1 — p)r W(-) corre-
sponds to the workload distribution in the M/G/1 queue with service rate r (the 1/r in (3.10) is
in fact a correction term).

Remark 3.1. In the case in which p > 1 the scale function can be obtained by replacing p H (x)
in (3.10) by I:I(x) = fox e % dpH (), with § the unique positive zero offo<>O e ““dpH(u)— 1.
We refer the reader to [15] for further details. In this case W(-)/ W (K) can be identified with
the workload distribution of the finite M/G/1 dam with buffer size K.

The results can be further simplified in the M/M/1 case. Assume that the server works at unit
speed as long as there is any work present, and let the service requirements be exponentially
distributed with mean 1/u := B/r. (We note that i has a different meaning in the M/M/1
case than in the case of Brownian motion.) Then ¢(¢) = « — Ae/( + ). Simplify-
ing (3.5) or applying the memoryless property of the exponential service time distribution
yields E[exp(—aZ(Tk))] = e~k w/(u+ a). For p # 1, after straightforward calculations,
we obtain

A=A—pu
and

E[Tk] =

1 (1 — (n/r)e” A=K X 1 >
1—2x/n A= n)
3.2. The second interval

We put the time origin at Tk, i.e. the timer starts at time 0, where Z(0) is distributed as the
overshoot over level K, that is, Z;. Application of the martingale M (¢), now with stopping
time D A 1, yields, as in (3.3),

DAt
¢(04)E|:/ e 0 ds:| = E[e™*#(P")] — E[e™** ], (3.11)
s=0

where E[e_“z(o)] is given by (3.5). Note that, this time, there is no reflection term, since
the horizontal axis is not hit during [0, D A 7). For the same reason, we can write Z(s) =
Z(0) + X (s), where X (-) is the free Lévy process.
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Let us for the moment assume that the timer, that starts at Tk, runs for a fixed time ¢; later
we consider the case of a random timer. Consider the unknown term on the right-hand side
of (3.11), using (-) to denote an indicator function:

Ezo)le 7P =Bz le P (x < ] +Ez)le ** " (x = 1]
=Pz0)(t < 1) +Ezle Oz > )]
= Pz0)(r < 1) +E[e *FOHXO] _Ey ) [ ZOHO) ¢ < ),
(3.12)

where we used the fact that Z(-) is a free Lévy process for T > 7. We shall successively study
these three terms. For the first term, we note that, for fixed x, the transform of P, (r < 1) is
given by Proposition 2.1. Specifically, for x > 0 and s > 0, we have

Ey[e 7] = e PO, (3.13)

Conditioning on Z(0) and invoking the second formula of Corollary 2.1 with z = 0 (i.e. apply
(3.5) in the second step), we may write for the transform of ,

o0
Ezole™ "] = / e~ ®©¥ 4P(Z(0) < x)
K

o W(K) [ _
_ D(s)y _ D(s)y
_s<fK e W (y)dy K € dW(y)>,

(3.14)

where we used the facts that ®(s) > ©(0) and ¢ (P (s)) = s for s > 0; see, e.g. [11, p. 189].
This completes the analysis of the transform of t. To obtain its distribution, define the first
passage time into (—oo, —x] by T (x) :=inf{t > 0: X () < —x}. We note that the distribution
of T (x) has a possible atom. For instance, in the standard M/G/1 queue with service speed r,
T (x) has an atom at t = x/r and a density for # > x/r. Dividing both sides of (3.14) by s and
applying (3.13), we obtain, by Laplace inversion, for ¢ > 0,

W(K)

Pzo(t <1) = </KOO W(y)dP(T(y) < 1) — WK /Koo W' (y) dP(T (y) < l))- (3.15)

Explicit expressions for the distribution of 7' (x) and, thus, for Pz« (r < t) are only available
in some special cases; see, e.g. [34, Chapter 2] and [35, Chapter 4].
Now we turn to the second and third term of (3.12). Using the Lévy exponent, we have

E[e *ZO)+X")] — Ele=*Z0) b ()

For the third term, we have T < ¢ with ¢ the timer duration. Hence, if T = u < ¢ then the
Lévy process starts at 0 at time u, i.e. Z(0) + X () = 0. Conditioning on t, we thus obtain

t
Ezqle ** O XD (@ < )] =/ e/ @I dP7 () (T < u).
0
Combining the above yields

t
Ezo)[e "] = Pz (r < 1) + E[e **©]ed@" _ / @1 4P, ) (v < u). (3.16)
0
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Integrating over ¢ then directly yields

Ezle *#PM0] = /
t

o]

(PZ(O)(T < 1) + E[e" 4401

'
—f e?@=1 dp, o) (t < u)) dP(D < 1). (3.17)
0
It follows from (3.11) and (3.16) that, for fixed ¢ > 0,

E|:/~t/\r —aZ(s) q ] ./.ut—O(l _ e¢(ﬂt)(t*14)) dPZ(O)(t <u)—(1-— e¢(0t)t)E[efolZ(0)]
€ ’ S| = — .
5 ¢ (@)

=0
(3.18)

The result for a generally distributed timer is obtained by integrating over ¢:

DAt 1 oo t
E[/ e W) dsi| = — (/ (1 —e?@U=ydP, 0 (r < u)
5=0 ¢ (@) Jr=0\Ju=0

— (1 — e?@r) E[e_"‘z(o)]) dP(D <1).  (3.19)

The result is especially tractable in the case in which the timer D has an exponential
distribution function (or mixture of exponentials). This special case is further addressed in
Section 5. Moreover, in Section 5 we outline another method to derive (3.18) by considering an
exponential timer first and using some properties of the exponential distribution (Remark 5.1).

For the steady-state distribution of the Z-process, we need the constant E[D A t]. Letting
a | 0in (3.19) and applying I’Hospital’s rule we also have, for ¢'(0) # 0,

00 t
E[DAT] = / (l‘ Pzo(t >1) -|-/ udPz)(r < u)) dP(D <1t). (3.20)
'

u=0

(In the case in which ¢’(0) = 0 we have to apply I’Hospital’s rule twice.) It also easily follows
from (3.11) that

E[DAT] = E[Z(0)] —E[Z(DAT)] _ EX(DAT)]
T = ¢/(0) - ¢/(O) .

Hence, for ¢’(0) # 0,

t

ELZ(D A o)1 = EZ0)] - ¢/O) [ (z Pro(z0+ [ udbzo(r < u)) dP(D < 1),
t=0 u

(3.21)

with E[Z(0)] given in (3.6).

3.2.1. Brownian motion case. For Brownian motion, it is possible to give explicit expressions
for, for example, the first exit time and, thus, by (3.19), also for the steady-state workload
distribution in the second interval. In particular,

giving the LST of 7; see (3.13). Moreover, denoting by N (-) the normal distribution, we may
obtain from the LST of 7 [35, p. 113], or from [24, p. 14],

_ —K — ut —2Ku —K + put
P(T<t)_N<—aﬁ )—i—exp( 2 )N( ot ) (3.22)
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After some calculations similar to [35, p. 112], (3.16) can be seen to reduce to

E[e—C{Z(l‘/\‘E)]

K — 2 ot
=P(r <1) +e—aKer¢<a><N(M>
ot

onos{o- o),

(3.23)

Hence, in this case,

DAt 1 00
E[/ e ez ds] = —/ (P(r <1)
s=0 d(a) Ji=o
_ K — (ao?t — ut))
oK td(x)
+e e (N(—G\/;
"
2

_exp@K(a_G—))N(‘K‘i.“ji"“”))

e ok > dP(D <1). (3.24)

Remark 3.2. For Brownian motion, (3.23) can also be obtained more directly. Define the
Brownian motion process B(t) = —B(t), t > 0 (having drift parameter —u and variance
parameter 0’2) and its running supremum M (t) = SUPp< A<,{B(s)} Then, clearly,

E[e—aB(l)(.L. >1)] = / e ““P(B(t) € dx, T >1)
-K

K
=/ e P(B() € dx, M(t) < K).

o]

Using [24, Proposition 1.8.1] for the joint distribution, we obtain, after some standard calcula-
tions, that E[e~¥2(A1)] satisfies (3.23).

As mentioned, we need to determine the constant E[ D A 7] for the steady-state distribution of
the Z-process. Letting o |, 0in (3.24) and applying I’'Hospital’s rule (determining the constant
using (3.20) is more involved in this case) yields, for u # 0,

E[D A 7] = /oo<tP(r > 1) — £N<ﬂ>
t=0 - /"L U\/;

+5exp(_2f“>N(_K+’”)) (D <n. (329
© o ot

Because the results for Brownian motion are very explicit, we also give the constant in the case
in which ¢'(0) = u = 0. Again letting | 0 in (3.24) and applying I’Hospital’s rule twice,
we obtain after lengthy calculations, for u = 0,

E[D - ootP >t KZP t 2K i —K* dP(D <t
[ /\T]_/tzo( (T_)—? (t<)+?ﬁexp m)) (D <1).

https://doi.org/10.1239/jap/1214950350 Published online by Cambridge University Press


https://doi.org/10.1239/jap/1214950350

Queues with delays in two-state strategies and Lévy input 325

3.2.2. M/G/I and M/M/I cases. If X corresponds to the M/G/1 queue as described before then
it directly follows that ®(s), s > 0, is the unique nonnegative solution to rt = s + A(1 — B(¢)).
By (3.13), this directly describes E[e™*"]. In addition, the distribution of 7' (x) in the case in
which r = 1 can be found in, for example, [16, Equation (I1.4.95)] and [34, Equation (2.15)].
After some modification to adjust for the service speed r, the formula reads, fort > x/r,

t o n
P(T(x) <1) = 3 e~ PTG — ),
ru

- n!
u=x/r ,—

where, for n > 1, B, (-) is the n-fold convolution of B(-) with itself, and Bg(x) = 0ifx < 0
and Bo(x) = 1 if x > 0. Using (3.15) and (3.19), this determines the density of T and the
distribution of the workload process in the second interval, respectively.

In the M/M/1 queue, with u = r/B, ®(-) is explicitly given by

SHr—pm4/(n—xr—s)2+4dus

d(s) = >

(3.26)
In that case, P(T(x) = x) = e, and denote by g(x, -) the density of 7 (x). Then, for

X <t<oo,
X [ Aut
glr.1) = e MO LI [ 2y at (=),

where I, (-) is the modified Bessel function of the first kind of order n, i.c.

N\ /%
h=(3) X o

k=0

see, for instance, [34, Section 2.8b] and [35, Theorem 4.8].
3.3. The third interval

In this subsection we analyze the third interval, i.e. the interval [D A 7, 7]. Since we
use results of the second interval in this subsection, we put the time origin at the end of the
first interval, as in Section 3.2. This allows for the most coherent presentation. We note that,
because the timer has expired, the Lévy exponent of the process is changed into ¢, (). Another
application of the martingale M (¢), now with stopping time 7, yields

) E|: / e~z ds:| =1 — E[e”*4(PrD)], (3.27)
s=DAT

As in the second interval, note that there is no reflection term in the time interval [D A 7, 7).
Recall that Z; denotes the value of the reflected process at the moment it leaves [0, K) at the
end of the first interval (Section 3.1). Also, E[e"*#(PA?)] is given in (3.17). Combining the
above yields

EU e~z ds:| _ ! (1 —/ (PZ,(t < 1) 4 Elexp(—a Z;)]e?@!
s t

=DAt (]5*(0[) =0
'
_/ e (t—u) dPz (t < u)> dP(D < 1‘)>,
0

where Z; is the overshoot resulting from the first interval.

https://doi.org/10.1239/jap/1214950350 Published online by Cambridge University Press


https://doi.org/10.1239/jap/1214950350

326 R. BEKKER ET AL.

Observe that  is equal to time D A T in the case in which the process has reached the origin at
the end of the second interval before the timer D has expired. Hence, E[ f :: DAz e 2Z() ds1 =0
with probability Pz, (t < D). Finally, letting T := v — (D A ) denote the length of the third
interval, we derive from (3.27) that

E[7] = E[Z(P A T)]’
¢,(0)
with E[Z(D A t)] presented in (3.21). Hence, observing that (for ¢’(0) # 0)
- #'(0) E[Z]
E[t] = E[D E[t]=(1—- E[D —_—, 3.28
[t] [D A 7] + E[7] < ¢;(O)> [ /\t]+¢;(0) (3.28)

with E[D A t] given in (3.20) and E[Z;] given in (3.6), we have determined all the terms on
the right-hand side of (3.1).

Finally, the steady-state analysis of the Z-process may be summarized by combining the
three intervals of Sections 3.1-3.3. In particular, applying (3.4), (3.7), (3.11), (3.27), and (3.28)
to (3.1), we deduce the following theorem.

Theorem 3.1. For ¢'(0) # 0, we have

Fle—ez] = _(WSE@)IEILTOI+ (/8@ — 1/9u@)Ezle™? PN -1 o

 (1/¢'(0) EIL(Tx)] + (1/¢'(0) — 1/¢/,(0))(¢'(0) E[D A t] — E[Z1])

with E[L(Tx)], E[Z], E[D A t), and Ez,[e~*#P"D] given by (3.9), (3.6), (3.20), and (3.17),
respectively.

Remark 3.3. In the case in which ¢ (-) = ¢« (), (3.29) reduces to

@
P’

which corresponds to the LST of the steady-state version of a reflected Lévy process; see,
e.g. [5, Corollary IX.3.4] or [13], and [27].

Ele *%] = ¢/(0)

Remark 3.4. The LST in (3.29) can also be decomposed as the weighted sum of four terms,
each of which can be inverted in a straightforward manner; (i) the LST a¢’(0)/¢ (), which is
the well-known LST of a reflected Lévy process with exponent ¢ () (see Remark 3.3), (ii) the
product of the term in (i) with the overshoot Ez, [e~*# (PP (iii) the LST o), (0) /s (c¢) similar
to (i), and (iv) the product of the term in (iii) with the overshoot Ez,[e~*#(P"?)]. We note that
a related type of decomposition can be found in, for example, [26]. In fact, this decomposition
is particularly useful for determining the steady-state distribution of the Z-process, which is
possible by inverting each of the above four terms separately. We refer the reader to [8] for
details in the case in which D = 0.

3.3.1. Brownian motion, M/G/1, and M/M/I cases. The results can be directly derived using the
terms determined in the second interval. In particular, for Brownian motion, Ez, [e~*Z(PA7)]
can be obtained from (3.23), with P(t < ¢) given in (3.22). The constant E[ D A 7] can be found
in (3.25) and E[Z;] = K. If X corresponds to the M/G/1 or M/M/1 queue then the general
equations forEz, [e"*#(P"D]and E[D A ], i.e.(3.17) and (3.20), can be further specified using
the Lévy exponents ¢ (o) = ar — A(1 — B(«)) and ¢ (¢) = o — /(0 + &), respectively, and
the results on first exit times given at the end of Section 3.2.
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4. The case of a subordinator

In this section we consider the case in which the process X is nondecreasing (a subordinator)
during the first and second intervals (because of stability, this is not possible during the third
interval). This case is of special interest in view of queueing models with a removable server;
see, e.g. [4], [22], [26], [29], and [37]. In these papers it was assumed that the server started a
new busy period only when the total amount of work had reached the level D (D-policy; note
that this is a different D than our timer D). The analysis in the case of a monotone process
during the first two intervals is in fact very similar to the analysis in Section 3, that is, we may
consider each of the three successive intervals separately. Since the origin is not hit during the
first two intervals, this case leads to more convenient expressions.

Following [26], the Lévy exponent of the subordinator X will be defined by —n(«) =
log E[e XM = ¢ () (note the difference in the minus sign between n(«) and ¢ (a)). We
first consider the exit position of the process when it leaves [0, K). Denote the exit time from
[0, K) of X by Tk . The exit position is then given by (see, e.g. [1, Subsection 3.3])

Eolexp(—aZ(Tk))] = Eolexp(—a X (Tk))] = 77(04)/K e % dU(2), 4.1

where the potential measure U is defined via

o0 1
—*qu = —.
/0 © ©=@

We note that the potential measure U and O-scale function W (-) are closely related; see, e.g. [1],
[6], [11], and [12] for details.

Remark 4.1. Of particular interest for queueing systems with a removable server is the case
in which X is a compound Poisson process with rate A and jumps having distribution function
B(-) and LST B(-). In that case n(a) = A(1 — B(«)) and U (z) = ZSO:O B, (z)/A, where By, (+)
is the n-fold convolution of B(-) with itself. The distribution of X (Tx) can also be obtained
from renewal theory [5, Chapter V].

Next, we briefly outline the analysis of the Z-process. As in Section 3, we apply the
martingale (3.2) with stopping times Tx and Tgx + D A t for the first and second intervals,
respectively. Observe that in the case of a subordinator there is no reflection, yielding L(#) = 0
in (3.2). Also, the LST of Z(Tk) is given in (4.1). As in Section 3, we denote the value of
the Z-process when it leaves [0, K) by Z; = Z(Tk). This completes the analysis of the first
interval, up to a constant.

For the second interval, we note that this interval always terminates owing to the expiration
of the timer, because the process is nondecreasing there. In particular, for a timer with fixed
duration ¢, it follows directly from the definition of the Lévy exponent that

Elexp(—aZ(Tx +t A 7))] = Elexp(—a(Z(Tk) + X (1)))] = E[exp(—aZ))]e 1",

with E[exp(—a Z;)] given by (4.1). By integrating over ¢, we obtain the following result for a
general timer:

Elexp(—aZ(Tx + D A T))] = E[exp(—aZl)]/ e 1T 4P(D < 1). 4.2)
t=0
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Finally, the third interval can easily be analyzed using another application of the martingale
(cf. (3.27)) and the LST of Z(Tx + D) (cf. (4.2)). The three intervals can now be easily
combined. Specifically, combining (3.1), (3.3), (3.11), and (3.27) with the above yields

E[e %?] = ! ( ! + ! ><1—E[exp(—aZI)]/oo e Nt dP(D<t)>,
E[Tk]+ Elt]\n(@)  ¢«() =0 B

where E[exp(—aZ;)] is given by (4.1). The constant E[Tx ]+ E[t] can be determined by letting
a | 0 and applying 1’Hospital’s rule, yielding

+
n'(0)  ¢.(0)
To obtain the constant E[ Z;], we may use the definition of U to rewrite (4.1) as Eg[exp(—a Z;)] =
1 — n(x) fOK e_[‘zz dU(z). Differentiating with respect to « and letting o | O then gives
E[Z]1=7'(0) [, dU(2).

E[Tk]+ Elz] = ( )(E[Zz] +1'(0) E[D]).

5. Exponential timer

In Section 3 we determined the LST of the workload in the model where the duration of
the timer has a general distribution function (and the process is not monotone during the first
two intervals). In the special case of Brownian motion, tractable expressions for the steady-
state workload appear. However, for the M/G/1 queue and even for the M/M/1 queue, the
results become cumbersome, involving the complicated transient behavior of those queues.
To obtain more tractable analytical results, we consider the case of an exponential timer in
this section. The results can also be readily extended to cases where the duration of the timer
consists of a mixture of exponential terms, as for Coxian (with different intensity parameters)
and hyperexponential distributions (see the end of this section). Thus, in this section we first
assume that D is exponentially distributed with intensity £, i.e. P(D < x) = 1 —e . The
analysis in the first interval does not depend on the distribution of the timer. For convenience,
we put the time origin at the end of this first interval and let Z; again denote the overshoot
over K. For the second interval, the integrals on the right-hand side of (3.17) and (3.19) can
now be easily determined. After interchanging the integrals on the right-hand side of (3.17)
and (3.19), and after some straightforward calculations, it follows that, for « > 0 such that

¢(a) <&,
—aZ(DAT)| _ _ & _gry P()
Ezle 1 = E[exp( aZz)]—é @ Ezle ]—é @’ (.1
and D e
E[ / " azs) ds} _ =Bz le™] | Elexp(—aZ)] 52
s=0 §—¢() §—¢)

with E[exp(—aZ;)] given by (3.5) and the constant E, [e~€7] given by (3.14). By analytic
continuation, the results can be extended to all values of & > 0. Note that this also holds for
the « for which ¢ (o) = &, after an application of I’Hdspital’s rule to (5.2). We note that,
using (5.1), it is easy to analyze the third interval.

Finally, the constant E[ D A t] can be obtained either from (3.20) or by taking@ = 0 in (5.2),
yielding

E[D AT] = é(l —Ez e 57)). (5.3)

https://doi.org/10.1239/jap/1214950350 Published online by Cambridge University Press


https://doi.org/10.1239/jap/1214950350

Queues with delays in two-state strategies and Lévy input 329

Now, combining the above with (3.29), the LST of the steady-state workload in the case of an
exponential timer is summarized in the following corollary.

Corollary 5.1. Assume that P(D < x) = 1 — e 5*. Then, for ¢'(0) # 0,

E[efotZ]

—(LE[MT )]+<L— 1 )
I K P@)  pul@)

x (E—sw Elexp(—aZ;)] — @ Ez e *7] — 1))

£E—¢(a)
! L \(PO) ¢O . >>1
— E[L(T, — — E —E[Z ,
- <¢>’<0) L1+ <¢’<0> ¢;<0>)< g g calenl-EE
with B[L(Tk)), E[Z], Elexp(—aZ;)], and Ez[e~57] given by (3.9), (3.6), (3.5), and (3.14),
respectively.

Remark 5.1. Another way to analyze the LST of the workload in the second interval, that is,
(3.18) in Section 3, is to consider the case of an exponential timer first and exploit the lack-of-
memory property of an exponential timer. More specifically, let D denote a generic exponential
random variable with mean 1/&. Using (3.12), it follows that

EZ(O)[ef()lZ(D/\T)] — PZ(O)(T < D) + E[efa(Z(O)JrX(D))] _ EZ(O)[efol(Z(O%FX(D))(T < D)]
_5 Ez ) [e—%‘r]L’
§— () §— ()

where the last term in the second step follows from the fact that at time 7, that is, the first epoch
at which Z(0) + X (tr) = 0, the time until the timer expires is still exponentially distributed.
Using the above, it is easily seen that E[ L Zgr e=2Z0) dg] is given by (5.2). Finally, note that

integrating over an exponential timer is equivalent to multiplying by & and taking the LST. It
may be checked that dividing by & and inverting (5.2) with respect to & provides (3.18).

= Ez)le 7] + E[e *Z©]

5.1. Brownian motion case

For Brownian motion, a generally distributed timer already yields explicit results; see
Section 3. For an exponential timer, the result can be further simplified to the transform
given in Corollary 5.1, with E[exp(—aZ;)] = e K E[Z]] = K, and ¢(a) and E[L(Tk)]
given in Section 3.1. Finally (see Section 3.2),

M+\/M2+2025)K
> .
o

Ez [e 7] = exp(—
5.2. M/G/1 and M/M/1 cases
In the M/G/1 case the scale function W (-) has an explicit form, related to the steady-state

workload distribution in the M/G/1 queue; see Section 3.1. As noted there, in the M/M/1 queue
we have the simple form

1
Elexp(—aZ)] =e K" and E[z)=K + —.
1+a 1"
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Also, E[L(Tk )] can be obtained from the results in Section 3.1. Finally, the constant Ez, [e=67]
in the M/M/1 case is given by

- - o
Ezle ] = e ®OF ——
: w+ @)
with & (&) presented in (3.26). We note that
I e A R S

nteE 2

corresponding to the LST of the M/M/1 busy period (having parameter &).

The results for an exponential timer can also be extended to cases where the distribution of
the timer duration consists of a mixture of exponential terms. This extension is rather straight-
forward in cases where all exponentials have a different intensity parameter, as for Coxian (with
different parameters) and hyperexponential distributions, for example. In particular, assume
that P(D < x) =1 — Z;‘:l pi exp(—&;x) with Zf-;l pi = 1 (where some p;s are allowed to
be negative). In this case (3.17) reduces to

k
By [e=@ZPA0] = Zpl.( [exp(— ocZI)]éET —Ez [exp(—Eif)]%).

After similar calculations as in the case of an exponential timer (cf. Corollary 5.1), we deduce
the following corollary.

Corollary 5.2. Assume that P(D < x) = 1 — Y_, pi exp(—&x) with Y*_, pi = 1. Then,
for ¢'(0) # 0,

E[e—OlZ]

1 1
= | —E[L(T
<¢< y ELEC K)H<¢( ) ¢*(a>>

k
&i —aZjy ¢ (@) E _51.1_1))
XZ <sl o e T g @ Bale

x( 1 E[L(T@H(L )( (0>Z—(1—Ez ifff])—lz[zz]»_l,
$'(0) $'0)  9.0)

with E[L(Tk)], E[Z;], E[exp(—aZ;)], and Ez[exp(—=§;7)] given by (3.9), (3.6), (3.5), and
(3.14), respectively.

Finally, the expressions become more involved for the case in which the distribution of
the timer involves the sum of two exponentials with the same intensity parameter. As an
example, assume that dP(D < x)/ dx = &2xe %%, i.e. the duration of the timer has an Erlang-2
distribution function. Instead of direct substitution into (3.17) and (3.20), we may use the
results for the case of an exponential timer. More specifically, interchanging integral and
differentiation, we have the relation fooo te ¢ f(t)dr = —(d/ d&)(f, e ¢ f(r)dr). Thus, in
the case of an Erlang-2 timer, dividing (5.1) by &, taking derivatives with respect to &, and
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finally multiplying by &2 yields

_ 1 g2 _
aZ(DAT)Y _ _ _ £t
Ele I=5 ¢<a)<s— 5y Elexp(-aZ] — £ (@ Elre™¥"]
26 — ¢ (@) _g,>
— ———E .
BT oy Ble ]

Similarly, from (5.3), we obtain the constant

2 _ _
E[D AT] = g(1—E[e §7]) — E[re 7]

The LST of the steady-state workload in the case of an Erlang-2 timer follows directly by
substituting the above into (3.29).
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