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KLEIN'S OSCILLATION THEOREM FOR PERIODIC 
BOUNDARY CONDITIONS 

A. HOWE 

Multiparameter eigenvalue problems for systems of linear differential equa
tions with homogeneous boundary conditions have been considered by Ince [4] 
and Richardson [5, 6], and more recently Faierman [3] has considered their 
completeness and expansion theorems. A survey of eigenvalue problems with 
several parameters, in mathematics, is given by Atkinson [1], 

We consider the two differential equations: 

(la) {Piu'Y + (qi + \Ai + VLB1)U = 0, 

(lb) (Ptv'Y + (<?2 + \A2 + »B2)v = 0, 

where pi(x)> qi(x),Ai(x), Bi(x) and p2(y), #260, A2(y), B2(y) are continuous 
forx G [fli, &i] and y £ [a2l b2] respectively, and/? i(x) > 0(x Ç [ai,bi]),p2(y) > 0 
(y € [#2, #2]), pi(cii) = pi(bi), p2(a2) = p2(b2). The differential equations (1) 
will be subjected to the periodic boundary conditions. 

(2a) u(ai) = u(bi), u'(ai) = u' (bi) 

(2b) v(a2) = v(b2), v'(a2) = v'(b2). 

Let us consider a single differential equation 

(3) (pu')' + Qu = 0} 

where Q(x, X, n) = q(x) + \A (x) + yB(x), (x G [a, 6]), the/>'(x), q(x), A (x), 
B(x) are continuous for x Ç [a, &], p(x) > 0 (x Ç [a, 6]) and £(a) = p(b). We 
denote by [X, ju*(X)L ^ = 0, the eigenvalues of (3) for the periodic boundary 
conditions 

(4) u(a) = u(b), u'(a) = u'(b), 

and by [X, vt(\)]t i ^ O , the eigenvalues of (3) for the boundary conditions 

(5) 11(a) = u(b) = 0. 

From Coddington and Levinson [2, pp. 213-220] we have 

THEOREM 1. Assuming that B > 0, the curves Hi(\) and Vi(\) for each fixed i 
are continuous functions of \, — 00 < X < o o , with continuously turning tangent 
and form sequences such that 

(6) - 00 < Mo(x) < „0(X) < MI(X) ^ ^i(X) ^ /x2(X) < . . . 

. . . < jU2y+l(X) ^ ï/2j+l(X) ^ fJL2j + 2(\) < V2j+2(\) < H2j+z(\) û V2j+zM Û • • • • 
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The eigenjunction ^t corresponding to [X, vt(\)] has i zeros on (a, b) and the 
eigenfunction 4>t corresponding to [X, jUz(X)] has an even number of zeros on [a,b), 
either i or i + 1 zeros. If /x2î+i(X) < ^2t+2(X) for some i and X, then there is a 
unique eigenfunction #2*+i at [X, M2*+i(X)] and a unique eigenfunction $21+2 at 
[X, jLi2î+2(X)]. However, if /i2*+i(X) = /i2*+2(X), ^ e ^ ^ere are ftiw linearly indepen
dent eigenfunctions <t>2i+i, <t>2%+2 at [X, /x2*+i(X)] = [X, M2*+2(X)]. 

I t is evident that the above theorem can be restated for each of the cases 
B < 0, A > 0 and A < 0, where in the later two cases the roles of X and fx are 
interchanged. 

Let us now consider (3) at [X, vt(\)] with B > 0. By Sturm's Comparison 
Theorem, for a sufficiently large definite increment A of Q, the number of zeros 
in (a, b) of the eigenfunction \f/t for (5) will vary. If A > 0, then for A = Ai, 
say, the corresponding eigenfunction for (5) will have i + 1 zeros on (a, b) and 
for A = A2 > Ai the corresponding eigenfunction for (5) will have i + 2 zeros 
on (a, b). Suppose that i = 2m + 1 and that A(x, <5, e) = 5-4 (x) + eB(x), 
(x G [a, 6]), where the ô and e are such that A > 0. Then corresponding to Ax, 
(5) has eigenvalue [Xi, v2m+2 (Xi)] and corresponding to A2, (5) has eigenvalue 
[X2, v2m+z(X2)] where Xi, X2 are some particular values of X. By (6) there are A/ 
and A2' such that 0 ^ A/ < Ai < A2' ^ A2 for which (4) has eigenvalues 
[X/, M2w+2(Xi/)], [W, M2m+3(X2

/)]J respectively, and whose corresponding eigen
functions have 2m + 2 zeros and 2m + 4 zeros, respectively, on [a, b). Similarly 
for i = 2m + 2, sufficiently large definite increments in Q will produce a change 
in the number of zeros on [a, b) of eigenfunctions for (4). Therefore, beginning 
with some fixed [X, ju2(X)], variations in X and JJL, i.e., 5 and e, must be such that 
the increment A in Q should change signs continually, in order that the 
corresponding eigenfunction 4>i for (4) have its number of zeros on [a, b) 
preserved. We have proved 

LEMMA 1. Assuming that B > 0, in order that the number of zeros on the interval 
[a, b) for the eigenfunction 4>i be preserved in perturbations A = ôA + eB of the 
function Q, A must continually change sign. 

We now consider system (1) with boundary conditions (2). 

THEOREM 2. A sufficient condition for the eigenvalues of (1) with (2) to be real 
is that 

m Hpf. /^ i (^iW\ . n (pc e [au 61]), 
K) \A2{y)B2(y)) ^ U (ye [a2fb2]). 

Proof. From (la) we have the equations: 

(p\Uf)û + (qi + XAi + ixBi)uù — 0, 

(più')u + (gi + X 4̂i + jiBi)ûu = 0, 

which on subtraction give 

(piu')'û - (piû')'u + [(X - I)A1 + (ji - \L)B^\uû = 0, 
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and by the periodic boundary condition, integration of the above equation gives 

[(X — X)-4i + (M — ji)Bi]uûdx = 0. 

Similarly, for (lb) we have 

' 6 2 

[(X - I)A 2 + (ji - fi)B2]vvdy = 0. 
<Z2 

A sufficient condition for the only solution of these last two equations to be 
X — X = 0 and ju — /Z = 0 is that 

•J ai 

r 
( Pbi rbi \ 

I Aiuûdx I B\uûdx 
J a\ J ai 

Pb2 r*b2 

L I Azvvdy I B2vvdy 
det l rb2 rb2 1 ^ 0 , 

/

•&2 (*bi J ^ 
a2 ^ ai 

i.e., I I [AiB2 — B\A2\uûwdxdy T^ 0. 
*̂  a2 J a\ 

Since the functions A\, Blf A2 and Z32 are continuous, a sufficient condition 
for the above statement to hold is that Ai(x)B2(y) — Bi(x)A2(y) 9e 0 for 
x G [ai, &J and y £ [a2, 62]. 

In the case where A i and Bj,j — 1, 2, take both positive and negative values 
on their respective intervals of definition we make use of the following theorem. 

THEOREM 3. Under condition (7), there exists a constant k such that ej(Aj + 
kBj) > 0 where ej — ± 1 and j = 1, 2. 

Proof. We consider the curves G = [Ai(x), Bi(x)] (x £ [«i, 61]) and 
G = [^2(3^), B2(y)] (y G [a2&2]) in the (£, rç)-plane. By condition (7), there is 
no straight line through the origin which intersects both the curves G and C2. 
In fact, if the line £ + krj ~ 0 were to intersect both curves G and G, there 
would exist Xi and 3/1, #i ^ #i ^ 61, a2 ^ ^i ^ 62, such that 

,«x Axixx) + kB1(x1) = 0, 
W ^2(^1) + *52(yi) = 0. 

By (7), the determinant of coefficients [A i(xi)B2 (y{) — A2(yi)Bi(x1)] 7̂  Oand 
hence there can be no such k satisfying the relations (8). Therefore the curves 
G and G lie in nonoverlapping sectors and a line a£ + fir] = 0 can be drawn 
such that the curves G and G are either to one side of the line or separated by 
the line. The distances of G and G from this line are given by (aAi + fiBi)/ 
± V « 2 + 02 and (aA2 + PB^/dzVa2 + fi2 respectively. The signs of the 
distances are the same when G and G are on the same side of the line and we 
have opposing signs when G and G are separated by the line. In completing 
the proof we take k = p/a\/a2 + /32. 
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In view of Theorem 3, Lemma 1 can be applied to each of the differential 
equations (1) under condition (7). In fact, suppose that Ai and Bi have both 
positive and negative values and that A\ + kBi > 0 for some constant k which 
is evidently neither 0 or oo. We make the transformation 

/ x \ __ /cos a — s i n a \ / A 
\/x/ \ s i n a cos a/\rj J1 

where tan a = k ; then 

XAi + pB\ = (£ cos a — TJ sin a)Ai + (£ sin a + rj cos a)Bi 

= £G4i + £1 tana)cosa + r){ — AI t ana + i?i)cosa 

^iAx + nBu 
where A\ is of definite sign. 

On an eigenvalue curve for (la) with (2a), a perturbation of the form 
A(D —Axe cos 0 + Bxe sin 0 where e is small and 0 is the tangential angle to the 
curve, must by Lemma 1 continually change sign. Similarly for an eigenvalue 
curve for (lb) with (2b). Under condition (7) there is no 0 for which the 
expressions Ai cos d + Bi sin 0 and A2 cos 0 + B2 sin 0 vanish simultaneously 
and so the tangential angles of eigenvalue curves for (la) with (2a) and the 
tangential angles to the eigenvalue curves for (lb) with (2b) lie in distinctly 
disjoint angular sectors. A common boundary would imply an angle 0 for which 
sin 0 = cos 0 = 0. Hence any eigenvalue curve for (la) with (2a) will intersect 
any eigenvalue curve for (lb) with (2b). In fact, suppose that the eigenvalue 
curves are given by/x = / (X) and ix = ^(X). On the interval - c o < X < 00 the 
functions/and g are such that df/d\ 9^ dg/dX. Let us assume the contrary, i.e., 
t h a t / (X) y£ g(\) for every X. If df/d\ and dg/d\ lie in angular sectors which do 
not contain 7r/2 (and therefore — 7r/2). The function M = / — g has continuous 
derivative dM/d\ = df/d\ — dg/d\ which is of the one sign. Thus M is strictly 
monotonie, contradicting / 9^ g. Suppose that the angular sector for df/dX 
contains 7r/2 (and — T/2); then since the eigenvalue curves have continuously 
turning tangent, two possibilities arise. Firstly, the derivative df/dX has 
singularities all of which are of the same sign. At these singularities the curve 
^ = f (x) has slope w/2. Here dM/dX is of the one sign and so M is strictly 
monotonie, again contradicting/ 3̂  g. In the second case/ is double valued in X 
wi th / having slope ir/2 at the one single value point. The function M is double 
valued in X with the two branches of dM/dX having opposing signs and so the 
corresponding branches of M are strictly monotonie with opposing mono-
tonicity again contradicting / ^ g. 

The intersection of two eigenvalue curves is unique since otherwise there 
would be points at whicn the slopes to the curves are the same. 

By Theorem 1 and the above we have proved 

THEOREM 4. Given a pair of positive even integers (mi, m2), the system of 
differential equations (1) with condition (7) and periodic boundary conditions (2) 
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has four unique real eigenvalue pairs (X;-, /*.?•)> J = 1» 2, 3, 4, which, depending on 
coalescing eigenvalue curves, may be distinct, occur in coincident pairs or be 
coincident. At a distinct eigenvalue pair, (la) has a unique eigenfunction with m\ 
zeros on[ai,bi) and (lb) has a unique eigenfunction with m2 zeros on [a2, 62). In 
the case of two coincident eigenvalue pairs, suppose that the eigenvalue curves of 
(la) coalesce while those of (lb) are distinct; then (la) has two linearly inde
pendent eigenfunctions with m\ zeros on \a\, b\) and (lb) has a unique eigenfunction 
with m2 zeros on [a2, b2). Similarly when the coincident eigenvalue pairs are due to 
coalescing eigenvalue curves of (lb) and a distinct eigenvalue curve of ( la) . When 
the four eigenvalue pairs coincide, (la) has two linearly independent eigenfunctions 
with m\ zeros on [ah bi) and (lb) has two linearly independent eigenfunctions with 
m2 zeros on [a2, &2). 

Acknowledgement. The author is grateful to Professor F. V. Atkinson for 
valuable discussions. 
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