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FINITE DIMENSIONAL PERTURBATIONS OF 
DIFFERENTIAL EXPRESSIONS 

R. R. D. KEMP AND S. J. LEE 

Operators in L2, or more generally, Lp spaces, which are generated by 
differential expressions, have had extensive s tudy. More recently some authors , 
in part icular Krall [3; 4; 5; 6; 7], Kim [2], and Krall and Brown [8], have 
studied operators which are generated by a differential expression plus 
an addit ional term. This addit ional term is of the na ture of a per turbat ion of 
the differential expression by an operator with finite dimensional range. 
However even if the basic operator is specifically of the form of a finite dimen
sional per turbat ion of a differential operator, this is not t rue of the adjoint, 
since the boundary conditions which arise on the adjoint are not appropr ia te 
to the adjoint of the differential operator alone. This has led to a consideration 
of such operators subjected to more general boundary conditions than the 
ones appropr ia te to differential operators. 

I t is the object of this paper to show t h a t these more general conditions 
arise natural ly from a consideration of a class of finite dimensional per turba
tions of differential expressions. We shall also show t h a t the theory of the 
operators arising from such expressions is very closely analogous to t ha t for 
those arising from differential expressions. 

1. T h e bas ic express ion . Let ry = YH=o pjy{n~j) be a differential expres
sion with pj £ Cn~j on an interval I. 

m 

(1.1) Sa y = ry + X XjFAy), 

where %j G LV{I) and Fj depends linearly on y. 
In order t h a t this be t ractable it is only reasonable to assume t h a t Fj has 

some cont inui ty properties. Associated with the differential expression r on 
LP(I) there is a maximal domain i ^ i ( r , p, / ) , a minimal domain &O(T, p, I), 
and closed operators TI(T, p, I) and T0(r, p, I) with domains &i and &0 

respectively (see Kemp [1]). T h e domains &i and &0 are Banach spaces 
in the r-norm | | / | | r = lk / | | p + l l / IU a r ] d a natura l assumption to impose on 
the Fj is t h a t each Fj is a continuous linear functional on the Banach Space 

L E M M A 1.1. If Fis a continuous linear functional on S$^ (r, p, I)(l S p < °o ), 
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FINITE DIMENSIONAL PERTURBATIONS 1083 

there exist g, h £ LQ{I)(\/p + 1/g = 1) such that 

for allf.e @i(r,p, I). 

Proof.ULP(I) © L P ( / ) i s n o r m e d b y \\(x,y)\\ = \\x\\p + \\y\\p then ^ i ( r , £ , / ) 
is in isometric correspondence with the graph G of TI(T, p, I), and T7 may be 
considered as a continuous linear functional on G. We may extend this linear 
functional to all of LP(I) © LP(I) by the Hahn-Banach Theorem. Restricting 
this extension to the first (second) component we obtain a continuous linear 
functional on LP(I) which may then be represented by an element g(h) of 
L , (7 ) . T h u s F(f) = F(rf, f) = F(rf, 0) + F(0, / ) = j r[rfg +fh]dt. 

Note t ha t the representation obtained in this lemma is not unique, for if 
k 6 ^ O ( T * , q, I), the domain of the minimal operator associated with the 
adjoint differential expression r*y = ^J=Q(— l)n~j(pjy){n~j), then the pair (g, h) 
may be replaced by (g + k, h — T*k) without changing F (see Kemp [1]). 

This representation is still too general to handle so we add a basic assump
tion: 

(A) T h e interval i" is the union of subintervals Ik (Ij C\ Ik consists of a t 
most one point for j ^ k) such tha t for each Fô the restriction of the cor
responding gj to Ik belongs to «S?I(T*, q, Ik). 

Under assumption (A) we thus have 

Fi(f)=T, f [(rf)i, - pij + f(hT~^)]dt 
k u Ik 

= L <f|gi>r.ft+ ( f(hr~^IJ)dt, 
k d I 

where 

(1.2) (y\z)T,Ik= f [(Kfap.hMz-yTW^JAiiWt 
J Ik 

is the boundary form formula for r on the interval Ik. Now in case r has 
singularities in the interior of / , (y\z)TtI depends on values of y and z in an 
arbi t rary neighbourhood of an intrinsic boundary 3S(j, p, I) (see Kemp [1]) 
which may be somewhat complicated. In order to avoid complications which 
are not essential to the current problem we shall add a further assumption: 

(B) The interval / may be subdivided into a finite number / of subintervals 
Ik such t ha t 38 (j, p, I) is included in the set of end-points of the Ik's, and 
the restriction of gj to Ik belongs to ^ i ( r * , q} Ik). 

Thus we shall consider operators on LP(I) (1 ^ p ^ oo ) generated by the 
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expression 

m 

(1.3) ^y = ry+Y, x*[(y|*«) + Fk(y)], 

where \[/k Ç Lq(I) (1/p + l/q = 1), (Qlfa) = / / </></ôA and F* is a continuous 
linear functional on 

(i.4) 2>xi<e,p, / ) = {*€ £ „ ( / ) | * | r t e ^ i ( r , /> , /*), iikk^i] 

which annihilates 

(1.5) ®,(J£, p, / ) = {*€ ^ i ( i f , £, I)\4>\ n e ®*(T, p, /*) , l g i g / | . 

The operator on LP{I) with domain 9\{S£, p, I) defined by oaf will be referred 
to as the maximal operator associated with .if, and denoted by 7\(o£f, £>, / ) . 

Since each Sf\{j, p, Ik) is dense in Lp(Ik) it is clear that 2)\{££, £, / ) is dense 
in LP(I). It is also clear that 7\(j£f, £, / ) is a finite dimensional perturbation 
of the direct sum of the operators 7\(r, py Ik)j I ^ k ^ I. It is not clear that 
T\(££, £, / ) is closed but this will follow from our discussion of adjoints. 

2. Denseness of certain submanifolds of 9i{J£, p, I). In this section 
we prove that the type of submanifold of 9\(J£, p, I), which arises naturally 
in the process of taking adjoints, is dense in LP(I). 

LEMMA 2.1. Let 9 (&*) be a dense linear manifold in {the dual 3f* of) a 
Banach spaced\ and 21* (j2) a finite dimensional subspace of 2£* (&~)> Then 
9 f V S* {9* r\ &1-) is dense in +-£* (&*-). 

Proof. Since the technique of proof is identical in the two cases, we give only 
one. 

If i2* = {0} the result is trivial. Suppose first that dim i2* = 1 and i2* is 
spanned by x0* ( 9*0). Let XQ( 9*0) Ç ± i 2* (i.e. x0*(x0) = 0). Since 9 is dense 
in <3T there exists a sequence {d^™ C 9 which converges to XQ. If xQ*(dn) = 0 
for all n then {d^f C 9 C\ ±^*. Otherwise let n0 be the smallest integer such 
that Xo*(dno) 9* 0 and set 

dn = dn — xo*(dn)dno/x0*(dno). 

Then clearly dn £ 9 C\ ^Sl* and since dn —»Xo, x$*(dn) -^XQ*(XO) = 0 SO 

dn —> XQ. Thus in either case we have, for arbitrary Xo G ± i2*, a sequence in 
«^ P\ x i 2 * which converges to x0. 

Now suppose the result is true provided dim Q* f£ n — 1 and consider a 
case with dim i2* = n and i2* spanned by xi*, x2*, . . . , xn*. Then 

9c\ ^Vfe*, ...,*„*)] = {^n -HVOn*,..., vi*)]) n -M Vfe*)} 
where V{- -} denotes the span of the indicated vectors. As 9 C\ J-[V(xi*, . . . , 
xn-i*)] is dense by the induction hypothesis, the complete result follows at 
once from the proof for n = 1. 
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L E M M A 2.2. Let 9)§ C 9(9 * C 9*) be dense linear manifolds in {the dual 
$?* of) a Banach spaced, which are complete in \\ \\$ (|| | | ^ ) . Let Fi, . . . , Fm 

be linearly independent continuous linear functionals on 9 (9*) which annihilate 
9o (9o*)} and Xi*, . . . , xm* (xi, . . . , xm) arbitrary elements of'S£* (3T). Then 

stf = {x £ 9\Fj(x) + xj*(x) = 0, 1 ^ j ^ m\ 

($f* = {x* ç @*\Fj(x*) + x*(x ;) = 0, 1 ^ j g m}) 

is dense in& (3T*). 

Proof. As in the previous lemma the technique of proof for the two cases is 
identical so we only present one. 

We first re-arrange the conditions defining s/. Let j \ be the smallest integer 
such tha t Xji* ^ 0, and if j u . . . ,jr-i are known let j r be the smallest integer 
> jr-i such tha t Xj-i , . . . , x jr are linearly independent. This process will 
terminate and yield a set {ji, . . . , j k \ such tha t x ; i*, . . . , xjk* are linearly 
independent, and if i\ < i2 < . . . < im-k are such tha t {ji, . . . , jk} *U 
{ii, . . . ,im-k] = {1, . . . , m], then 

%ik = / -» ftrsfijs 
js<ir 

for some numbers ars. Now let 

y* = x, r*, 1 ^ r ^ &; 

G, = F, r> 1 ^ r ^ *; 

Gk+r = Fir — J2 arsFjs, 1 < r ^ m — k. 

Then Gi, . . . , Gm are still linearly independent continuous linear functionals 
on 9 which annihilate 9Q; 3/1*, . . . , yk* are linearly independent elements of 
# " * ; a n d 

J / = {x G 9\Gj(x) + 3>/(x) = 0, 

1 S j ^ &; G ;(x) = 0, k + 1 ^ j ^ m}. 

Let ^ * = V f r i * , . . . , yk*} and note t h a t j / D ^ f l n -L^*._Since ^ 0 H ^ â * 
is dense in •>-&* by Lemma 2.1, we h a v e ^ D L£* S O J / - 1 = J / X C (-Kg*)-1 = 
i2*. T h u s if s/ is not dense there must exist a non-zero 3;* 6 i2* such tha t 
3>*(x) = 0 for all x £ J ^ . Thus 3>* = ]£î a ^ ; * with not all a / s vanishing. In 
particular, for all x £ J / , 0 = 3>*(x) = S ï a / y / C x ) = — J2iajGj(x). 

Now let G = —-^î a ; G ; and note t ha t {G, G^+i, . . . , Gm} are linearly 
independent on 9 so the mapping T : ^ —> Cm~*+1 defined by 7r(/) = 
(G(f), Gk+i(f)j . . . , Gm(f)) is onto. Thus there exists fi £ 9 such tha t 
5 ( / i ) = 1 and G ; ( / i ) = 0, ife + 1 ^ j ^ m. Similarly the map TT0 : 9 * - » C* 
defined by 7r0(/) = (3>i*(/), • • • , yk*(f)) is onto as 3/1*, . . . , 3>/c* are linearly 
independent and 9o is dense. Thus there exists / 0 £ <^o such tha t y*(fo) = 
- y / ( / ) - G3(f), I Sj Sk. Consider n o w / = / 0 + fx. For all j , G,(f) = 
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G,(h) and thus for 1 £ j Û k, G,(f) + yf(f) = G,(/i) + ^*(/o) + y,*(h) = 
0, and for k + 1 g j g w, G,(/) = 0. Thus/ G j / and G(f) = 1, whereas 
by construction (5 annihilates all elements of <$/. This contradiction implies 
that there is no such non-zero y*, and thus thats/ is dense. 

3. Adjoints. For convenience in the L2 case we shall define the adjoint 
of an operator T in LP(I) to be the maximal operator 5 in Lq(I) (1/p + \/q = 
1) such that 

(3.i) 0= j^irm-fSg)^ 

for al l / 6 ^ ( r ) and all g £ 9{S). 
We shall now calculate the adjoint of an operator generated byJ^, which 

is obtained by restricting T\{J£, p, I) by certain generalized boundary condi
tions. This will lead to a definition for adjoint expressions to«Sf, and to minimal 
operators associated with oâf. 

Note first that the boundary conditions involved in the expression (1.3) for 
J$f are all those for r on each subinterval Ik. Now for a linear manifold in 
2iï\(J£, p, I) determined by a linearly independent set of generalized boundary 
conditions of the form V3-(y) + (y\(l>j) = 0 1 :§ j ^ M, to be dense, we must 
insist that any relation of the form J2i ajVj = 0, must imply 2Zi âj4>] = 0-
Thus we must assume that Vi, . . . , FM are linearly independent. Then 
imitating the argument in the proof of Lemma 2.2 we may replace these condi
tions by an equivalent set in which <f>u . . . , <f>k are linearly independent and 
4j = 0, k + 1 g j S M. Thus let 

(3.2) ®{T) = [y G ̂ i ^ ^ D I ^ C v ) + (y|*,) = 0, 

1 £j S k; Vj(y) = 0, k + 1 Sj £ M}} 

where Vi, . . . , VM are linearly independent continuous linear functionals on 
i^i(eêf, £, /) which annihilate @Q(J£, £>, / ) , and <j>i, . . . , <f>k are linearly inde
pendent elements of LQ(I). Let the operator T on JLP(7) with domain Ql(T) 
be defined by Py = J^y. 

Let the linearly independent set Vi, . . . , FM be extended to a basis Vi, 
. . . , F^ for all continuous linear functionals on Siï\(J£, p, I) which annihilate 
&o(J^, p, 7) | . Note that N ^ 2ln where / is the number of subintervals and n 
is the order of r. There is then a dual basis Vi, . . . , VN for the continuous 
linear functionals on 0 i ^i(r*, q, Ik) which annihilate 0 i ^0(r*, q, Ik) such 
that 

(3.3) (y\z)T,PtI = Z (y\z)T,P,Ik = i £ WAV,(y). 
i i 

Now since Vi, . . . , F^ form a basis each 7^ in (1.3) can be expressed in terms 

fThe existence of such bases is clear if r is regular on 7, and is proved for the singular 
case (provided the essential resolvent set is non-empty) in Rota [9]. 
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of this basis: 

(3.4) F,(y) = £ c„V,{y) 
5 = 1 

for all y G 9,{^,p,I). 

THEOREM 3.1. The adjoint of T is the operator T* on Lq(I) with domain: 

( m. 
(3.5) ®(T*) = \z G 0 i ^ i ( r * , g , / ) | F , ( 2 ) +i £ csj(z\xs) = 0, 

V 5 = 1 

M+i ^j ^Nr, 

defined by: 

m k m 

(3.6) T*z = T*Z+Z *Mx,) + Z tAiVjiz) - £ S.Mx.)], 
3=1 ; = 1 s = l 

/or z G &(T*) where r* is /fee adjoint to r. 

Proof. Note that &(T) is dense by Lemma 2.2 so the adjoint exists. 
We shall construct a basis of ^ i (^f , p, I) modulo 3)§(££, p} I) which con

tains a basis of &(T). Since </>i, . . . , 4>k are linearly independent there exist 
2* G t&oÇy, p, I) such that (2*|<^) = <5̂ -. Since Vi, . . . , F^ form a basis 
there exists a basis {vi, . . . , vN\ of ^i(o5f, £, / ) modulo 2l^(J£, p, I) such that 
Fi(z^) = <50. Now let 

f S i - E W * r ) 2 r , 1 g j ^ *, 
r=l 

« i = \ k 

hi - Z (»il*r)Sr, ft + 1 ^ J ^ iV. 
\ r = l 

Since co;- = zjy modulo Q\{S£\ p, I), coi, . . . , cô  form a basis of 2iï\(J£, £, / ) 
modulo 2$§{S£, £, / ) and furthermore: 

7.(«,) = ^ , ) =« . i , l£j,s£N, 

-à8j, ISj^k, 

Thus F,(co,) + (w,|0,) = 0, 1 ^ j ^ iV, 1 ^ 5 ^ ft and Fa(co,) = 0, ft + 1 ^ 
s ^ M for a l l j £ [ft + 1, M]. Thus «, G ^ ( r ) for all j g [ft + 1, M]. On the 
other hand if y G ^ ( r ) then y G 9X{S£, p, I) so 

i 

where ;y0 G i ^ o ( ^ , £, -f) and a5 G C. 
Now since y G @(T), Vs(y) = X ^ ^ ^ O ^ j ) = ^s for all s, and this must 
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vanish for 5 G [k + 1, M]. Thus if y G 9{T) 

and since y and the sum both belong to &(T) it follows that yo G &(T) and 
further, since 3>o G ^ o ( ^ , £, J) , that 3/0 G ^ o ( ^ , £, / ) H - W ^ i , . . . , «*}]. 

Now in order that z G 2iï (T*) and r*2; = w we must have, by (3.1) : 

= f [z^y (3.7) 0 = J [sify - wy]d/ 

= I [zJ^yo — wyo]dt + 2^ a; I [zJfwj — wccj]dt 

for all y, G &*{&, p, I) C\ ^ V j ^ i , . . . , <fe}] and all aj G C. 
In particular let us consider the case where all a/s are 0 and yo vanishes 

outside a compact subinterval [c, d] of the interior of Ir. Let y^n) = h so that 
y^l)(f) = f'c (̂  — s)n-l~lh{s)ds/(n — I — 1)! on [c, d] and vanishes outside 
[c, d]. Since :y0

(l)(<0 = yo(l)(d) = 0, 0 ^ / ^ » - 1 we have 

(3.8) J slh(s)ds = 0, 0 ^ Z gw - 1. 

Furthermore, since 3/0 is orthogonal to all $ ; , we have 

(3.9) h(t) -^— 

Conversely, if /̂  is any locally integrable function vanishing outside [c, d] 
which satisfies (3.8) and (3.9), then yQ(t) = jl(t - s)n~lh{s)ds/JKn - 1)! in
side [c, d] and vanishing outside [c, d] is an element of 2iï§(££, p, I) 
n^V j * ! , . . . , * ! } ] . 

Thus in terms of h, with all a/s zero, (3.7) reduces to: 

0 = J [jRÔ jryoW + g Xj(0(yo|^)} - âKÔyoO)J* 

= £*A(O{M*) ^T + g /f-^Eriyr/>«(*) *£) ^ 
m /*d / +\n~* Cd ( t\n~* 1 

+ g («lx,) J( ̂ % * ' * - J4 U | - ^ f â 

for all admissible h. We conclude immediately that 
M f*d / _ , \ Z - l 

M0*(0 + g J ^ r f y r *>«(*) «(*)<** 

(3.io) + g (s|x,) j t fn-^r Us)ds - j i^r«(s)ds 
h r*d / _ , \ w - l ra-1 
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a.e. on [c, d] for some constants Ci, . . . , ck, c0, . . . , cn-i- It follows that we may 
alter z on a null set so that (3.10) holds everywhere on [c, d], and thus that 
poz is absolutely continuous there. Differentiating, we obtain the derivative of 
an absolutely continuous function equal a.e. to an absolutely continuous func
tion. Thus equality holds everywhere and we may repeat the process. After 
n — 1 repetitions we obtain the fact that z £ Cn~l([c, d]), z{n~l) is absolutely 
continuous there, and 

m k 

(3.11) T*z = w = r*z+Z h(*\x*) - £ Wi 

a.e. on [c, d]. Since [c, d] is an arbitrary compact subinterval of the interior of 
Ir, we have the restriction of z to Ir belonging to i^i(r*, q, Ir) and (3.11) holds 
on Ir. Furthermore, since r is arbitrary z G ©i ^ i ( r* , q, IT) and T*z is given 
by (3.11) throughout / except that the constants ij seemingly may change 
with r. 

However let us, now that we know z.G ©i ^ i ( r* , q, Ir), consider an arbi
trary y0 6 #o(o^, p, I) H 9{T). Then (3.7) becomes: 

0 = E J [ s j ^ o + Ç x*(yo|^) | - wyo j * 

= Z J 2T3/0 - y0T*2 + ^or*^ + z Z Xi(yo|^i) - 3W \dt 

= Z <yo|2)r,„,/r + J yo[r*z + £ lM*|Xi) ~ wjdt. 

Since the first term vanishes, and £^0(o5?, £, I) H Of (T) is dense in 
J"[V{<^i, . . . , 0A}] it follows that there exist constants Ci, . . . ,ck such that (3.11) 
holds (a.e.) throughout / . 

Now due to the arbitrary nature of the a/s we must have, from (3.7), that 
for j g [k + l,M] 

0 = I [zTcjj — wct)j]dt 

i m Je \ 

- <aAr*z + Z ts(z\Xs) - Z àptpC 
\ 5=1 27=1 / . 

\dt 

N 

I 
5 = 1 

* Z F.(«,)?,(s) + £ (s |x . ) [M* . ) +cs3] 

Z (*lx.)(«i|lM + Z ^(«j|**) 
s = l p = l 

- <^« + i; *.,Wx.) - ft ]|^'|î; 

https://doi.org/10.4153/CJM-1976-108-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1976-108-4


1090 R. R. D. KEMP AND S. J. LEE 

Since this applies for j (? [k + 1, M] we have: 

m 

for 1 ^ j t^ k, which proves (3.6), and 

m 

f ,(s) + i £ ^ (* lx . ) = 0, JkT + 1 ^ j g iV, 
s = l 

which proves (3.5). 

COROLLARY 3.2. T = T**, and thus T is closed. 

Proof. T* is clearly closed, and it is densely defined by Lemma 2.2. Thus 7̂ ** 
exists, and by Theorem 3.1 it is an operator with domain contained in 
© i ^ i ( r , p, Ir) = 3l\(££, p, I), defined by M linearly independent boundary 
conditions of the form: 

N m fc 

£ ajsVs(y) + £ 6 „ G # , ) + £ d„(y |*,) = 0, l£j£M. 
S = l 5 = 1 5 = 1 

Since T C 2"** and 3>\T) is defined by M linearly independent boundary 
conditions of this form, it follows that T = T**. 

Since the application of Theorem 3.1 involves a rearrangement of the 
boundary conditions defining &(T) it is convenient to do some reformulation. 
We note that Tx{££, p, I) is the maximal operator on LP(I) associated with the 
expression J$f. Thus its adjoint should be the minimal operator on LQ(I) 
associated with an expression "adjoint" toi?f. Unfortunately there is no unique 
adjoint expression. 

We first note that the adjoint of T\(££, p, I) is the operator 5 with domain 

^ ( 5 ) = {* G ®l®i(r*,q, DlVjiz) + i g csj(z\Xs) = 0 , l^j^Nj, 

defined by 

m 

Sz = T*Z + X) ïMxï)-
; = 1 

Restricting T\(££, p, I) by the imposition of generalized boundary conditions 
results, as we have seen in Theorem 3.1, in extending S to a larger domain 
where some of the conditions defining 0 (S) are no longer satisfied. Thus 
choosing an expression J?f "adjoint" to J?f such that 7\(jSf, q, I) is an extension 
of 5, is equivalent to choosing a minimal restriction of 7\(<if, £>, 7), since 
the two operators will be adjoint to each other. 

Suppose first that we wish a maximal extension of S. It is clear that this 
must involve terms that are linear in z, and yet vanish when z G £iï(S). Thus 
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the only possibility is to have for our expression adjoint to-èf : 
m N r m ~\ 

(3.12) £z = (r*z + D *,(*|x ,) + £ <J V}(z) + i £ cs}(z\Xs) , 
j=l ; - l L s = i J 

for some functions $i, . . . , 4>N € Lq(I). On the other hand, if we choose a 
minimal restriction To of Ti(J^, p, I) by choosing iV linearly independent 
boundary conditions to define the domain &(T0) of T0l then in Theorem 3.1 
we have M = TV and the adjoint of To is defined by an expression such as (3.12). 

To obtain a more symmetrical appearance to our formulas we shall change 
notation. Since the xp/s and 0/s enter (3.12) in a similar manner we shall write 
both of them as linear combinations of a single set of functions XJJ and may 
assume xi, . . . , x™ and xi> • • • > X™ are each linearly independent sets. 2C> 2C> 
(y\%)y e t c , will denote the obvious column vectors and a superscript llT" or 
"*" will indicate transpose or conjugate transpose respectively. If Vi, . . . , VN 

and Vi, . . . , VN represent ''naturally arising" bases for the boundary func
t ional for r on LP(I) and for r* on LQ(I) respectively, we denote by Y(y) 
and \(z) the obvious column vectors. There is then a non-singular N X N 
matrix C(r) such that 

(3.13) <y\z)T,,.r = iV(z)*C(T)Y(y). 

When r is clearly understood we shall denote C(r) by just C. There is a 
m X m matrix A, a ra X N matrix D, a m X m matrix A, and a w X N 
matrix D, such that 

(3.14) ^y = ry + ^[Afrlfc) + *DV(y)], 

(3.15) £z = r*2 + Jcr[Â(2|jc) + *DV(z)]. 

Definition 3.3. 77£e expressionJzf is adjoint to the expression^ if and only if 

(3.16) A - A* = tDCOO^D*. 

Note that <sb)r.,,./ = - 6 ^ , , . / = i V(Z)*C(r)V(y) = * V(y)*C(r*)V(a) 
so that C(T*) = C ( T ) * and thus from (3.16), A - A* = i BC(r*)-lD*, s o ^ 
is adjoint to oaf. 

LEMMA 3.4. If ^ and f£ are adjoint expressions given by (3.14) and (3.15), 
then for all y £ £iï\(££, £, / ) and all z £ 3) \(J£, q, I), the boundary form 

<y\z)*,* = &yV) - (y\&) 
is given by 

(3.17) (y\z)x,è = i[V(z) + C*-iD*(s|2c)]*C[V(y) + C-»6*(y|jc)]. 

Proof. Clearly 

b\z)*,* = <y\*)r,,.i + (8|x)*[A(y|jc) + tDV(y)] w B _ _ 
- (y|«) [A(s|x) - *DV(s)] 

= i[\(z) + C*-^D*(S|2c)]*C[V(3;) + C->D*(y\t)] 
+ ( 2 | K )* [A-Â*- tDC-»D*] (y | j c ) , 

which completes the proof. 
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THEOREM 3.5. LetS£ be given by (3.14) and T a restriction of T\(S£, p, I) with 

9{T) = {y e ®^S£, P, J) |PV(y) + Q(y|«) = «I-

where P is an M X N matrix of rank M and Q is an M X m matrix. Then there 
exists an expression S£ (as in (3.15)) adjoint to S£ such that 

(3.18) P C 1 ! ) * = 0 . 

Furthermore, for anyS£ adjoint toS£ which satisfies (3.18), and any (N — M) X 
N matrix P of rank N — M such that 

(3.19) PC- 1 ?* = 0, 

we have 

@(T*) = {z G 9i&, q, /) |P[V(s) + C ^ D ^ s I x ) ] = 0} 

and T*s = £z for all z G @{T*). 
A A 

Proof. Since P is of rank M there exists an TV X M matrix P such that PP = 
IM. ThusAQ = PPO and (3.18) will be satisfied if C 1 ! ) * = PQ Now we choose 
D = Q*P*C* and A = A* + i D C ^ D * = A* + iQ*P*D* to obtain an expres
sion <J?f adjoint to S£ which satisfies (3.18). 

Now let S£ be any such expression and note that 

2>{T) = {y e 9i{&, p, J)|P[V(y) + C-iD*(y|2c)] = 0}. 

Now there is a non-singular M X M matrix A such that the rows of AP are 
orthonormal row vectors and an (N — M) X M matrix R such that the 
matrix 

is unitary. Then y £ S&(T) if and only if 

[AR][V(y)+C"^D*(3' l2c)] = 

where n is an arbitrary (N — M) X 1 column vector. Thus y £ S&(T) if and 
only if there exists n such that 

V(y)+C-iD*(y | jc ) = R*n. 

From (3.17) it now follows that {y\z)#,g = 0 for all y d 9{T) if and only 
if 

0 = *[V(z) + C*-1D*(z|x)]*CR*n 

for arbitrary n, or equivalently if and only if 

RC*[V(z) + C*"1D*(z|x)] = 0. 

0 
n 
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Thus the operator S defined by Sz = ^£z with domain 

9{S) = K ®i(&, <Z, I)|RC*[V(s) + C * - ^ * ^ ) ] = 0} 

is clearly a restriction of T*. However, by Theorem 3.1 the domain of T* is 
defined by imposing N — M linearly independent generalized boundary con
ditions on 2\{£y q, I), and since @(S) is obtained in this way and S C T*, 
the two must coincide. 

Finally, if P is an (N - M) X N matrix of rank N - M such that PC"1?* 
= 0 it follows that the rows of PC* - 1 are orthogonal to the rows of P, and thus 
spanned by the rows of R. Thus there is a nonsingular matrix A such that 
PC*"1 = ÂR or P = ARC* and it follows that 

®{T*) = 9{S) = {zt ®x{<£, q, I)\P[Y(z) + C ^ D * ^ ) ] = 0}, 

which completes the proof. 

Definition 3.6. Associated with the adjoint pair j£f, J?f given by (3.14) and 
(3.15) we have the minimal comains 

®*{&,g,p,l) = iye®i(&,P,l)\V(y)+C-lb*(y\%) = 0}, 

A>(if , i ? , q, I) = {ze ^ i ( i f , q, I)\\(z) + C*-iD*(z\x) = 0} 

and the operators T§(J£,1£, p, I) and r0(Jzf,££, q, I) which are the restrictions 
of ri(oSf, p, I) to 2*{&,<?, p, I) and TX(S£, q, I) to ®*{&,!£, q, I) respec
tively. 

COROLLARY 3.7. Tx{<£, p, I)* = r 0( i f , ^ , g, / ) , TQ(^, i f , p, I)* = 
T\(££, q, I), and similarly with the adjoints on the other side. 

Note that for z £ Q*(£,<£, q, I), 

T0(J?,Jf, q, I)z = T*Z + 2c (̂A - . D C * ^ * ) (z\K) = T*Z + xTA*(z\x), 

and for y £ 9*(&,g,p,I) 

To&,&, p, I)y = ry + ^ ( A - .DC^D*) (y|g) = ry + ^ A * ^ ) . 

Since for any T such that I\{££,&\ p, I) C T C T\{££, p, I) we may modify 
the form of i f by using the conditions defining &(T), it is possible to achieve 
a further simplification relative to T. 

THEOREM 3.8. Let T be the restriction of TiÇSf, p, I) to 

Q(T) = \y € ^l(^,p,I)\P[\(y) + C~V*(y\x)] = 0} 

where P is M X N or rank M, and 

@(T*) = {z € ^ ( i f , g, /) |P[V(z) + C * - © * ^ ) ] = 0} 

where PC_ 1P* = 0, and ^£ and Jz? are adjoint expressions as usual. 
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Then there exists a pair of adjoint expressions f£\ and f£'0, defined by (3.14) 
and (3.15) using matrices A0, A0, D0, and D0, such that 

^oy =^y for ally Ç 9(T), 

i?02 = f£z for all z £ 9(T*), 

Ao = Ao , 

DoC'Do* = 0, 

an J D and D ma^ &e replaced by D0 awrf Do respectively in the definitions of 
9{T) and9(T*). 

Furthermore, A0 /£as no non-zero entries off the diagonal, and that all non-zero 
entries are unity. 

Proof. It is clear that for any m X M matrix A and m X (N — M) matrix Â 
we have 

&<& = ry + 2cT[A(3,|x) + iDV(y) +iAP{V(y) +C-1D*(y|g)}] = i f y 

for all y e 9{T), and 

i f„Z = r*z + 2cr[Â(2|2c) + iDV(z) + iAPiV( 2 ) +C*-1D*(2 |x)!] = i ?z 

for all z £ ^ ( P * ) . Thus 

Ao = A + iAPC-1^* 
Do = D + AP 

Âo = Â + iÀPC*-^* 

Do = D + ÂP. 
Since 

Ao - A»* - tDoC-'Do* = A + iAPC^D* - Â* + iDClP*À* 

- *[D + APJC-^D* + P*À*] 
= A - Â* - ÏDC'D* - iA[PC-»P*]À* = 0, 

it follows tha t i fo and i f o are an adjoint pair. Thus in order to have A0 = Ao* 
we need only show that A and À can be chosen so that D0C_1Do* = 0. 

Recall from the proof of Theorem 3.5 that there are non-singular matrices R 
and S such that the matrix 

RP 1 
SPC*"1] 

is unitary, and thus that 

I = P*R*RP + C-1P*S*SPC*1 . 

Thus if we set 

A = -DP*R*R and À = -DC*-1C-1P*S*S 

https://doi.org/10.4153/CJM-1976-108-4 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1976-108-4


FINITE DIMENSIONAL PERTURBATIONS 1095 

we have 

DoC-^Do* = [D - D P * R * R P ] C 1 [ D - D C * 1 C 1 P * S * S P ] * 

= D[I - P*R*RP]C 1 [ I - P * S * S P C * 1 C 1 ] D * 

= D[I - P*R*RP - C 1 P*S*SPC*~ 1 

+ P*R*R[PC 1 P*]S*SPC* 1 ]C- 1 D* = 0. 

Finally, if we set £ = G^o and £ = H^o where G and H are non-singular, 
we replace A0 by G r A 0 H , D 0 by G^Do, A0 by H r A 0 G , and D 0 by H r D 0 . This 
does not destroy the required properties for any G and H so they may be 
chosen to reduce A0 to a matrix with zeros off the diagonal and entries on the 
diagonal either uni ty or zero. 

4. S e l f - a d j o i n t n e s s . If we consider p = q = 2 then an expression <J$f may 
give rise to self-adjoint operators provided tha t T\(££, 2, 7)* C T\(££, 2, 7) . 
This means tha t for all y such tha t \(y) + C*_1D*(;y|2c) = 0 we must have 

(4.1) ry + K
T[A(y\z) + *DV(y)] = r*y + X rA*(y|K) . 

Since this domain is dense, and the differential operator r — r* cannot have 
a finite dimensional range on a dense domain unless it vanishes, we have r* = r. 
Thus we also have, from (4.1) tha t 

(4.2) X
T[A(y|2c) + *DV(y)] = 2crA*(y|K), 

for all y such tha t V(y) + C*-1D*(y\^) = 0_ 

Now since T* = T it is natural to use V = V. Thus since {y\z)T,2,i = 
— iz\y)r,i, i we have C* = C and (4.2) becomes 

(4.3) x
r [ A - iDC-1D*](y|2c) = £ r A * ( y | x ) . 

I t follows tha t the entries in 2c and £ together are linearly dependent . T h u s 
we may as well write them both as linear combinations of a single linearly 
independent set 2Co- We shall assume tha t this has been done, so t ha t 2C = 2C 
in the first place. Then the linear independence of the entries in 2c and the 
density of the y's implies from (4.3) tha t 

(4.4) A - A* = iDC^D*. 

This discuSvSion proves: 

T H E O R E M 4.1. If Tx(<£, 2, 7)* C 7 \ ( i f , 2, 7) then r = r*. If in addition we 
use V = V and write £ and 2c as linear combinations of a single linearly inde
pendent set which we denote again by 2c, then ££ is self-adjoint in the sense that 
^£, ££ is an adjoint pair. Furthermore the restriction 

To&,2,I) = 7 ^ , 2 , 7 ) * 

of ^(^,2, I) to 

&o&, 2, I) = \ye &!&, 2, I)\V(y) + C^D*(y\x) = 0} 

is a symmetric operator. 
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Throughout the remainder of this section we shall assume that ££ is of 
the form described in Theorem 4.1, i.e. p = q = 2, r = r*, V = V, andJîfy = 
ry + xr[A(j|2c) + iDY(y)] where A and D satisfy (4.4), and ^ is a w X 1 
column vector with linearly independent entries. 

COROLLARY 4.2. T is a self-adjoint restriction of T\(££, 2, I) if and only if N 
is even and there is a (N/2) X N matrix P of rank N/2 such that 

(4.5) PC"1?* = 0 

andT>(T) = [y G ®x(<£, 2, / ) |P(V(y) + C ^ D * ^ ) ) = 0}. 

Proof. This follows immediately from Theorems 3.5 and 4.1. 

We may also, with reference to a self-ad joint T, prove an analogue of 
Theorem 3.8 and r ep l aced by a simpler expression^f0 which is equivalent to 
& m®(T). 

THEOREM 4.3. If T is a self-adjoint restriction of T\(££, 2, I) as described in 
Corollary 4.2, then there is a self-adjoint expression <if 0 : 

(4.6) Jfvy = ry + JCTAOOVIX) + *T>oV(y)] 

such that 

i f 0y = i f 3/ for all y Ç 9(T), 

(4.7) Ao = A0*, 

DoC^Do* = 0, 

and@(T) = {y £ 0 i ( i f o , 2, J) |P(V(y) + C ^ D o * ^ ^ ) ) = 0}, wforePC-T* 
= 0. Furthermore, A0 is a diagonal matrix with diagonal entries =hl or 0. 

Proof. Clearly 

&oy = ry + ^[A(y\rJ+tDY(y)+iAP(\(y)+C-^(y\2:))]=^y 

for all y Ç D ( r ) . Thus A0 = A + iAPC^D* and D0 = D + AP. It is easy 
to verify that i f o is self-adjoint, and that the expression for D(7") in (4.7) 
follows from (4.5). Thus we must verify that it is possible to choose A so that 

(4.8) 0 = Ao - Ao* = iDoC^Do* 
= tfDC-^D* + DC1P*A* + APC^D*] 

using (4.5). 
Now replacing Y(y) by a new basis for the boundary functional for r on 

L2(I), say V(y) = WVo(^) where W is non-singular, results in replacing P by 
Px = PW, D b y D i = DW, and C by d = W*CW, without changing A or A. 
We choose W so that the Hermitian symmetric matrix Ci is diagonal, with 
± l ' s on the diagonal. Thus Ci is also unitary. 
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On substitution (4.8) becomes 

(4.9) 0 = DiCi^Di* + D i C r T ^ A * + A P i C r ^ i * 

Since (4.5) implies PiCi - 1Pi* = 0, if R is a non-singular matrix such that the 
rows of RPi are orthonormal (i.e. RPiPi*R* = 1 ) then 

u = r R P i i 
satisfies UU* = I ( d = C r 1 so d 2 = I) . 

Thus U is unitary and 

I = U*U = P!*R*RP! + C1-1P1*R*RP1C1
1 . 

Thus if we set 

A = -DiPi*R*R 

the right side of (4.9) is 

D i d - © ! * - DiC1
1P1*R*RP1D1* - DiP1*R*RP1C1-1D1* 

= D i C r ^ I - P!*R*RPi - C1
1P1*R*RP1C1

1]D1* = 0. 

Thus (4.9) and (4.8) are satisfied. 
Finally, if we replace 2C by H^o where H is non-singular we replace A0 by 

H rA 0H and D0 by H r D 0 . This does not affect the Hermitian symmetry of H0 

nor equations (4.7). Clearly H may be chosen so that H rA 0H is diagonal with 
diagonal entries ± 1 and 0. 

5. Regular problems. We have now set up a consistent system of operators 
generated by finite dimensional perturbations of differential expressions. Let 
us now examine the spectral theory of some of these operators. 

The case to be considered is the simplest one, where the differential operator 
r is regular throughout / = [a, b], and the subdivision of the interval is neces
sitated by the desire to impose boundary conditions at intermediate points. 
Thus let a = a0 < a,\ < . . . < ax = b be this partition into subintervals 
Ij = [dj-i, CLj]j= 1, . . . , / . If r is of orders a basic set of boundary conditions 
will be: 

(5.1) V(t-1)n+j(y) = y " - " (a,_! + ), U i g / , U i ^ « ; 

VlnW-l)n+j{y) = yV-vfat-), l £ i £ l , l £ j û n . 

Let uh 1 ^ j ^ n, be solutions of ry — \y = 0 on / such that Uj{lc~l) (a0, X) = 

Let W(t, X) be the Wronskian of U\(t, X), . . . , a{t, X) and p0(t) be the leading 
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coefficient of r. Denning 

(5.2) K{t, s, X) = 
I ^ 1 

\ui(t, X 

Po(s)W(s,\) 

we find that a solution of J^o(y) — \y = / ( w h e r e t o is as in Theorem 3.8) 
must be given on It by 

U\{s, X) . . wn(s, X) 
wi'(s, X) . . «„'(*, X) 
^i ( n~2 )(s, X ) . ..Unin-2\S,\) 

wi(/, X) . . **»(/, X) 

y(t, M = 2 C(,l-l)n+jUi(t, X) 
, = 1 

(5.3) P X(/, 5, X)x
r(s)ds[Ao(y|&) + *D0V(y)J 

^ a i - i 

+ I K(t,s,\)f(s)ds, 

for some constants Ci, . . . , cin. 
Now if y(t, X) is- to lie in the domain 2iï{T), where T is the operator of 

Theorem 3.8 with P being In X 2ln, we must be able to determine Y(y), 
(ylx)» a r | d the constants cj} such that 

(5.4) P [ V ( y ) + C - 1 5 0 * ( y | 2 c ) ] = 0 . 

From (5.3) we obtain: 

n 

(5.5) Vat-Dn+jiy) = X c ( i_i)w+(T^0~1)(a i_i+, X) 
< r = l 

for 1 ^ j S n and 1 ^ i ^ I (nl equations) ; 

(5.6) (a„ 5, \)xT(.s)ds • [Ao(y|jc) + *DoV(y)] 

— ^ r (aif 5, \)f(s)ds 
ai-i Ot 

for 1 ^ j S n and 1 ^ i ^ I (nl equations) ; 

(y\x*) = 2 X) c«-D»H-i I %(*, \)x*(t)dt 

(5.7) _ £ p - ^ r« x ( < > s > x ) 2 C r ( j ) d j . d / [ A o ( y | - ) _ | _ i D o V ( y ) ] 

+ É j *^> I ' K(t,s,\)f(s)dsdt 
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for 1 ^ a ^ m (m equations). Since (5.4) constitutes nl equations we have 
Snl + m linear equations in the Snl + m unknowns Y(y), ch and (y|x)-

Provided the determinant of coefficients, A(X), is non-zero these equations 
can be solved in terms of the non-homogeneous terms: 

and 
Jai-i at 

,j-T~ (a>u s> ^)f(s)ds, 1 ^ i ^ /, 1 ^ j rg n, 

r Çai rt 

X) I x*(t) I K(t, s, \)f(s)dsdt, 1 ^ o- ^ w. 
i=l J ai-i J ai-i 

Note that the coefficients entering into A(X) are all entire functions of X, 
so A(X) will be entire. The zeros of A(X) are precisely the eigenvalues of T 
(since for those values of X there is a nontrivial solution of (5.4), (5.5), (5.6), 
(5.7) for the case/ = 0, and thus an element of D(T) satisfying^ o3> — X;y = 0). 
Thus T can have an at most countable number of eigenvalues, which can only 
accumulate at infinity. 

If X is not an eigenvalue, and we solve the above equations for our unknowns 
and substitute in (5.3) we must arrive at an expression of the form: 

(5-8) y{t, X)=± *$gMt,(f) - P ZtLbDxZàÈ. N,(/) 
A(X) 

+ I K(t,s,\)f(s)ds 
J ai-i 

on Iu where Mtj(f) is a linear combination of the nonhomogeneous terms with 
coefficients which are entire functions of X, and N*(/) is a m dimensional column 
vector with entries which are linear combinations of the nonhomogeneous 
terms with entire functions of X as coefficients. Leaving out the coefficients, 
and the A(X) in the denominator, the first two terms in (5.8) involve terms of 
the following types: 

Uj(t, X) —^r (a„ s, \)f(s)ds, 1 g p ^ Z, 1 g j , a £ n\ 

raP r raP 

(5.9.//) I uj(t, X) I K(x, s, \)xa(x)dx 
J aP-i L J s 

\f(s)ds, 

lSp^l,lSj^n,l^p < m; 

v(x)dx 
d^K 
dt 

?=r (aP} s, \)f(s)ds, (5.9. ///) f | P K(t,x,\)x, 

(5.9./T) Ja ' [ J ' K(t, x, \)x,(x)dxj [ J ' K(z, s, \)*~(z)d: 

1 Û p ^ I, I ^ v ^ n, 1 è (T ^ m; 

\f(s)ds, 
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Thus if we include all terms we have 

(5.10) y(t, X) = J &(t, s, X)f(s)ds. 

For t G Iu & (t, sj X) is a combination of the kernels involved in (5.9) with 
an additional term which is K(t, s, X) for at-i ^ s ^ t and 0 otherwise. It is 
clear from known properties of K that there is a constant A t such that 

max \y(t, X)| ^ At v 
\v 

ten 
and for any e > 0, there is at(e) such that if t\ and t2 are in It and \t\ — t2\ < 
a*(e), then |y(^i, X) — 3/(̂ 2, X)| < e. Thus the operator ^ ( e ) defined by the 
kernel ^ (/, 5, X) is completely continuous. 

Thus in the case where T is self-adjoint, so A(X) cannot be identically zero, 
the theory of completely continuous operators can be used to show that T has 
an infinite set of eigenvalues, and that the eigenfunctions form a basis for 
Lt(I). 

The above discussion is summarized in the following theorem. 

THEOREM 5.1. If r is regular throughout I and \(y) has 2N entries, then any 
operator T defined by <=£? and N boundary conditions has an at most countable 
number of eigenvalues, which can only accumulate at infinity. If X is not an 
eigenvalue of T then (T — \I)~l is completely continuous and is an integral 
operator. If in addition T is self-adjoint, then it has a countable number of eigen
values and the corresponding eigenfunctions form a basis of L2(I). 

6. Examples, (i) The simplest example is one with a first order differential 
operator on a finite interval which is not split into subintervals by singularities 
or boundary conditions. On [0, 1] let ry = —iy', V\{y) = y(0), V*{y) = y(l), 

C = [l -1 ] • T a k e ^y = -{y' + KT[Atvl2c) + tdiy(O) + ià,y{l)}. If <£ 
is self-adjoint and T is a self-adjoint operator obtained by imposing a boundary 
condition on .if, then i f can be replaced b y i f 0 where 

Se,y = -iy' + xor[A0(y|2co) + id(y(0) + *y(l))] 

where A0 is diagonal and the only non-zero entries are + 1 or — 1, d is an 
m X 1 column vector, and |</>| = 1. The boundary condition must be of the 
form 

y(0) + oy(i) + (l - e$)d*(yho) = o. 
Note that if d = 0, the self-adjoint operator T defined by <j£f 0 and this 

boundary condition is a perturbation of the self-adjoint operator S generated 
by r and the same boundary condition. If d ^ 0, T is not a perturbation, in 
the usual sense, of any operator arising from r. 

If A0 = 0 then i f ?y = — iy' + i(y(0) + 4>y(l))xi and the boundary condi-
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tion is y(0) + 6y(l) + (1 — 6<f>)(y\xi) = 0 where &i = Xô d is a single func
tion. In this case, if 0 = 1, </> = —l,xi = ^'A/2» eigenvalues are determined by-
tan X + 2X/(X2 - 1) = 0. 

(ii) We illustrate the effect of splitting the interval by using ry = —iy' on 
[ - 1 , 1] with a split at 0. Here Vx(y) = 3>(-l) , V2(y) = y(0-), Vz(y) = 
y(0 + ) , V4(y) = y ( l ) , and 

[ 1 0 0 Ol 
r o - l o o 

0 0 1 0 ' 
[_0 0 0 - l j 

Then i f 3/ = —iy' + 2cr[A(;y|x) + iDY(y)] requires two boundary conditions 
to give an operator with empty essential spectrum. It may be possible, of 
course, to choose these conditions so that one applies only to [ — 1, 0] and the 
other to [0, 1] so that the resulting operator is the direct sum of two operators 
of the type considered in (i). However since in general the boundary conditions 
involve (y\%) = J-i y %dt} such a situation will be unusual. Also, the imposi
tion of the condition 3>(0+) = y(0— ), which may be possible, will not result 
in the same condition on the adjoint. 

Suppose in particular that we wish i ? to be self-adjoint and choose a self-
adjoint restriction T. Then the corresponding if0 will be: 

if oy = -iy + 2cor[Ao(y|xo) + ;DoV(;y)] 
where A0 is diagonal with entries ± 1 or 0 along the diagonal and D0 = [dtj] 
1 I i ^ m, l ^ i ^ 4 must satisfy dndji + d^d^ = di2dj2 + d^d^ for all i 
and j and the boundary conditions must be of the form: 

P [ V ( y ) + C - W ( y | K ) ] = 0. 
where 

P = [~^n ^12 ^13 ^14 

\_p21 p22 p2Z p2A 

satisfies pupji + pnpjz = pi2pj2 + PuPn for i = 1, 2 and j = 1, 2. Now in 
order to have the condition y(0 — ) — y(0 + ) = 0 or V2(y) — V$(y) = 0 we 
must have pu — 0, pu = 1, pn — — 1, pu = 0 and d^ = — di2 for all i. Thus 
dndji + ( — d i2) ( — dj2) = di2dj2 + di4dj4 for all i and j implies that dadj\ = 
diAdji for all i and j . Furthermore p2z = —P22 so that a row operation on P 
will make p2a = P22 = 0. Then \p2A\ = \p2i\, so we may take pn = 1 and 
p2A = 0 with |0| = 1. 

This has the effect, when the boundary conditions are used, of eliminating 
any appearance of y(0+) and y(0—) in i f 0, and thus the split of the interval 
is purely artificial. 

(iii) As another example we consider ry = —y" on the interval [0, 00). 

Here Vi(y) = y(0), V2(y) = / ( 0 ) and C = ? - 0 • 

https://doi.org/10.4153/CJM-1976-108-4 Published online by Cambridge University Press

file:///_p21
https://doi.org/10.4153/CJM-1976-108-4


1102 R. R. D. KEMP AND S. J. LEE 

With <£y = -y" + xr[A(3>|2c) + idiy(0) + id*y'(0)], if we wish T to be 
a self-ad joint operator obtained fromJ?f by the imposition of a boundary con
dition we have 

^oy = -y" + 2CoT[Ao(̂ l2Cc) + idoiy(O) + id^y' (0)] 

where A0 is diagonal with entries ± 1 or 0 on the diagonal and doi = [dji], 
d02 = [dj2] with djidk2 — dj2dki = 0. If there is any index j such that dn y^ 0 
then dj2 = ac^i and for k = j we obtain (2i Im a ) | ^^ | 2 = 0, so a is real and 
dk2 = adki for all k. If there is any index j such that d;-2 ^ 0 then d ;i = /3dj2 

with j8 real and dh\ = fidk2 for all k. Thus to include both cases we write D = 
d[cos 0 sin 0] where d is a w X 1 column vector. 

Then the boundary condition is of the form [from similar analysis): 

cos 0 ;y(0) + sin 0 y (0) + i sin (0 - 0)(^|dr
Xo) = 0. 

Here the i may be absorbed into the vector d to have: 

S£^y = - / ' + 2Cor[A0(y|xo) + d (cos 0y(0) + sin 0/(0))] , 

cos 0 3 (̂0) + sin 0 / ( 0 ) + sin (0 - *)(y|dr2Co) = 0. 

The result is similar if ry = —y" is replaced by ry = — y" + g(/)y w^here q(t) 
is such that r is limit point at GO . 

For the simple case ry — —y" it is easy to see that the ' 'perturbation" 
may introduce a finite number of eigenvalues, but the continuous spectrum 
on [0, oo ) is preserved. 

(iv) If Do = 0 (as in Theorem 3.8) the operators obtained are, in fact, per
turbations of operators associated with r. For example let 5* be an operator 
with pure point spectrum {X;}ï associated with r, and assume the eigenfunctions 
xf/j of 6" span L2(I). We consider the operator T with domain &(T) = &(S) 
given by 

Ty = ry + %TA(y\f) 

we may expand in terms of the eigenfunctions \pt of S. Suppose & = X x ^ > 
2C = £ x ^ * where \p* are the eigenfunctions associated with S* and form a 
biorthogonal set with the \p}. Suppose y = Y^y$j is a n eigenfunction of T 
associated with the eigenvalue X. Then 

0 = Z;(X; - \)y^j + Z . - ^ x / A ZicJA = 0. 

So for each j , 

(X. _ x)y. + ^ (ik*A*xj)yk = 0, 

or equivalently (X̂  — X)^- + XjTA(y\^) = 0 so that if X y± \j for any j , 

x/A(yl&) 
y , _ x - x , • 
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Now 

T Xj A(y|2c)Xj 

j j X — "j 
(ylx) = E y$j = E x _ x 

constitutes a set of m homogeneous linear equations for the components of 

Cvlx)-

If we are to have an eigenvalue X = \N then we have for j 9^ N 

v */A(y|g) 
AN — Aj 

and from j = N, 

x*rA(;y|2c) = 0. 
Now 

<y|8) = y*s + E ^ l f ^ 
j^N AN Aj 

constitute m homogeneous linear equations for the m components of (y\%) and 
for yN, and x ^ A ^ l g ) = 0 completes the set. 

(v) If, on LÏÇ — CO, oo ) we seek to perturb ry = —iy' then ^ i ( r , 2, / ) = 
i^o(r, 2, / ) . Thus the matrices D and D are irrelevant, and we have self-
adjoint operators with domain 2)\{j, 2, / ) of the form 

&y = Ty + 2CrA(y|jc) 

for any Hermitian symmetric matrix A. Replacing ^ by 2Co = Bjç we may 
assume A is diagonal with entries ± 1 or 0, and drop the entries in ^o cor
responding to the 0 entries in A. Let e; denote the diagonal entries of A. 

If we seek to solve ££y — \y = / by using the Fourier transform: 

#"(/*) = h(t) - - / = j e-isth(s)ds 

we obtain 

m A 

ty(t) + Z *,(f)*i(y\x,) - xy(0 =/(0-

Since the Fourier transform is unitary, (y\xj) = (y\xj) a n d 

(t-\)y(t) = / ( 0 - E *i(0€,(j>|*,). 

If X is not real 

^ A = i ( 0 _ _ f» fr(0«j(5>lfr) 
> w / - X £i t - X 
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will clearly be in L2, and 

(y|*0 = ( / ^ \ I x*) - t (f&{ | x*)e,(y|x,) 

(1 ^ & ̂  m) constitute m equations for the m unknowns (y\xk) = (y\xk)> 
Since jSf is self-adjoint, its eigenvalues are real and must be such that 

;=1 t — X 

belongs to L2( —oo, oo). Thus the only possibilities are those X for which 
there exist numbers Cj such that 

fit)-- t ^ ^ e M - o o . o o ) , 

and this X can only be an eigenvalue if in addition Cj = (f\xj)> I n particular 
if m = 1, in order that X be an eigenvalue we must have (x = Xi)« x(0/(^ ~~ M 
£ L2( — co,co) and 

/ 
m\2dt _ L 

Then the corresponding eigenfunction has Fourier transform —cex{t)/(t — X) 
for c chosen to normalize the eigenfunction. 
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