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Abstract

This paper tests whether logically equivalent risk formats can lead to different health state utilities elicited by means
of the traditional standard gamble (SG) method and a modified version of the method that we call “double lottery.”
We compare utilities for health states elicited when probabilities are framed in terms of frequencies with respect to
100 people in the population (i.e., X out of 100 who follow a medical treatment will die) with SG utilities elicited for
frequencies with respect to 1,000 people in the population (i.e., Y out of 1,000 who follow a medical treatment will die).
We found that people accepted a lower risk of death when success and failure probabilities were framed as frequencies
type “Y deaths out of 1,000” rather than as frequencies type “X deaths out of 100” and hence the utilities for health
outcomes were higher when the denominator was 1000 than when it was 100. This framing effect, known as Ratio Bias,
may have important consequences in resource allocation decisions.

Keywords: framing effect, risk format, standard gamble, health state, dual-process theories.

1 Introduction

“Framing” refers to the wording and/or other means of
presenting logically equivalent information. A “framing
effect” (Tversky & Kahneman, 1981) arises when alter-
native framing of logically equivalent information pro-
duces different decisions. Though the essence of that in-
formation may not change, people may respond differ-
ently depending on choice of words, context, or other as-
pects of communicating that information. According to
Kahneman (2003) framing effects are discrepancies be-
tween choice problems that decision makers on reflection
consider identical. Evidence to date suggests that framing
effects are a common phenomenon affecting both hypo-
thetical and real decisions made by patients and physi-
cians (see Edwards et al., 2001, for a review).

One aspect of information that is often presented is
risk — the probability of an event, such as a cure or
side-effect resulting from treatment. In the case of risk
information, empirical evidence suggests several types
of framing effect. First, preference reversals may occur
when equivalent risk information is presented in a nega-
tive or a positive frame (i.e., as a gain or a loss) (Eraker
and Sox, 1981; O’Connor et al., 1985; O’Connor, 1989;
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Banks et al., 1995; Redelmeier et al., 1993; Llewellyn-
Thomas et al., 1995; Gurm and Litaker, 2000; Amstrong
et al., 2002). Second, quite different decisions over alter-
native treatments can emerge when the same information
is presented as relative risk, absolute risk, or the number-
needed-to treat (Forrow et al., 1992; Malenka et al., 1993;
Bucher and Weinbacher, 1994; Hux et al., 1994; Sarfati
et al., 1998; McGettigan et al., 1999). Third, numeri-
cally equivalent risk formats (e.g., frequency versus per-
centage) can lead to inconsistent preferences (Slovic et
al., 2000, Schapira et al., 2004). Some research has indi-
cated that frequency formats are more easily understood
than probability formats (e.g., Bowling & Ebrahim, 2001;
Gigerenzer & Hoffrage, 1995; Hoffrage & Gigerenzer,
1998; Hoffrage et al., 2000). However, some research has
shown that some people are also subject to biases using
frequency formats. The “ratio-bias phenomenon” (RBP)
is a paradigmatic case (Denes-Raj & Epstein, 1994).

The RBP suggests that, when making a decision on the
basis of the probability of an event, people tend to focus
on the numerator, disregarding the denominator. For ex-
ample, if they are offered the possibility of winning some
amount of money by drawing a red ball from two trays
one with 10 balls (1 red, 9 white) and another one with
100 balls (9 red, 91 white) they often prefer to draw the
ball from the large tray, even if the chances of winning
are objectively lower. This bias has not received much
attention in medical decision making despite its poten-
tial relevance. For example, some (e.g., Barrat et al.,
2005) describe the consequences of screening mammog-
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raphy in terms of number of cancers diagnosed in a group
of 1000 women, while others (University of Michigan
Health System, 2004) describe the outcomes in terms of
events in a group of 10,000 women, and yet others as the
number of cancers diagnosed in a population of 100,000
women (National Breast Cancer Coalition, 2002). The
RBP suggests that the potential benefit of mammography
screening will look different in these three cases even if
the probabilities of events are the same.

The objective of this paper is to investigate whether,
and how, the RBP may influence utility derivation.
Specifically, to test if utilities elicited through the stan-
dard gamble (SG) or by means of a modified version we
call “double lottery” method are susceptible to the RBP.
This is important to determine, as the SG method is quite
frequently used to elicit von-Neumann Morgenstern util-
ities for individual decision making and has been used to
estimate population utilities in widely used instruments
like the Health Utility Index (Torrance et al., 1995). The
SG method for chronic health states usually asks people
to choose between suffering a condition Q (worse than
Full Health) for the rest of their lives (RL) and a medi-
cal treatment that if successful will return people to Full
Health (FH) but if it fails will cause immediate death
(D). The probabilities of failure (p) and success (1-p) are
changed until indifference is reached. More schemati-
cally, we want to find “p” such that U(Q,RL) = U[p, D;
(FH,RL)]. Following the scaling convention that U(D) =
0 and that U(FH, RL) = 1 we have that U(Q,RL) = 1-p.
However, it is theoretically irrelevant that when present-
ing probabilities we use 100 (p100) or 1000 (p1000) in the
denominator as long as the numerator is adjusted propor-
tionally. The RBP suggests this cannot be the case.

The SG has been shown to be subject to biases like
the certainty effect (Kahneman & Tversky, 1979). For
this reason, some authors have argued that double lotter-
ies are less subject to biases (McCord & de Neufville,
1986) and then have found empirical evidence supporting
it as a better preference elicitation method (de Neufville
& Delquié, 1988). In this method, we do not have a sure
outcome. In our example, we compare two medical treat-
ments, characterized by involving both a certain risk of
death. Since there is risk in both decisions, the certainty
effect is reduced. More schematically we want to find the
probabilities “p” and “r” such that U[p, D; (Q, RL)] = U[r,
D; (FH, RL)]. Following the same scaling convention as
above, U(Q, RL) = (1 − p)/(1 − r). This method has
been used to elicit the Value of a Statistical Life in the UK
(Carthy et al., 1999) and also to elicit utilities for health
states (Pinto and Abellán, 2005; Bleichrodt et al., forth-
coming). For this reason, we ask whether the potential
effect of the RBP would also extend to this method. We
will see if the risk accepted by respondent changes when
the probabilities used in both lotteries is presented using

100 or 1000 as the denominator. That is, in one group we
will ask people to state “r” such that U[p100, D; (Q, RL)]
= U[r, D; (FH, RL)] and in another group to state “r” such
that U[p1000, D; (Q, RL)] = U[r, D; (FH, RL)].

Health state utilities can be used in individual deci-
sion making or in social decision making. In individ-
ual decision making, they are used as von Neumann-
Morgenstern utilities in order to estimate the expected
utility of a medical treatment and then to help people
to choose between different treatments. However, these
utilities are more frequently used to take resource allo-
cation decisions. They are used to estimate the cost-
effectiveness ratio of medical treatments. The effective-
ness of a medical treatment is measured as the difference
between the utility of patient health state before (UB) and
after (UA) treatment. The benefit (B) of a medical treat-
ment can then be estimated as the difference between the
two health states (B=UA - UB). In order to compare the
cost-effectiveness of two medical treatments, the ratio of
these benefits is relevant since this shows how much more
benefit one treatment provides and allow us to compare
effectiveness ratio with cost ratio. For example, if the
benefit of two medical treatments (X and Y) is Bx and
By, and the ratio (Bx/By) is 2, this implies that treatment
X will be more cost-effective than treatment Y if it is less
than twice more costly. We then consider quite relevant
to test if the RBP can influence these utilities and the cor-
responding measure of the relative benefit.

Although we are focusing on the influence of the RBP
on the SG utilities our findings could, in principle, ap-
ply to other methods of eliciting utilities for health states,
like the Person Trade-Off. In this method, as the utility
(value) of the health state is the ratio between two groups
of people and we use the size of one group as the stimu-
lus, the RBP would suggest that the value could change
by manipulating the size of the group. However, we will
not address this issue in this paper (see Damschroder et
al., 2004, for some evidence on this issue).

The paper is structured as follows. In section 2 we de-
scribe the RBP and offer a psychological explanation for
it. In section 3 we hypothesize that SG utilities elicited
when probabilities are framed in terms of frequencies
with respect to 1000 people in the population will be
higher than SG utilities elicited for frequencies with re-
spect to 100 people in the population. This prediction
is based on the joint effect of, at least, four motivations
for the presence of the RBP phenomenon: small num-
ber effect, numerosity, saliency and the affect heuristic.
Sections 4 and 5 describe the methods and results of two
experiments designed to test the potential influence of the
RBP in SG and double lottery. The paper closes with a
discussion of the implications of the findings from this
experiment.
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1.1 Definition and explanation of the Ratio-
Bias Phenomenon

Denes-Raj and Epstein (1994) showed that, when offered
a chance to win $1 by drawing a red jelly bean from an
tray, 61% of subjects chose to draw from a bowl contain-
ing a greater absolute number, but a smaller proportion,
of read beans (9 out of 100) than from a bowl with fewer
red beans but a better chance of winning (1 out of 10).
When subjects were asked to justify their choice, they
admitted that this choice went contrary to what a ratio-
nal individual should do, but they felt they had a better
chance when there were more red beans.

Other research has shown that this bias is not a mere
curiosity of laboratory experiments with students. Slovic
et al. (2000) showed that 40% of clinicians refused to dis-
charge a mental patient when violence risk was communi-
cated as “20 out of every 100 patients similar to Mr. Jones
are estimated to commit an act of violence”, but only 20%
refused to discharge the patient when risk was explained
as “2 out of every 10 patients similar to Mr. Jones are esti-
mated to commit an act of violence.” Yamagishi (1997a)
found a clear inconsistency in risk judgements provided
by lay people using frequency formats. In his experiment,
subjects rated a disease that kills 1,286 people out of ev-
ery 10,000 as more dangerous than one that kills 24.14
out of every 100. The RBP has also been produced using
vignettes (Denes-Raj, Epstein & Cole, 1994).

The psychological theory that Kirkpatrick and Epstein
(1992) and Denes-Raj and Epstein (1994) proposed to ex-
plain this bias is the so called Cognitive-experiential self-
theory (CEST). This theory distinguishes between two
partially independent information-processing systems, a
rational system that operates according to some rules of
logic and an experiential system that processes informa-
tion automatically and more simply. The experiential sys-
tem operates in an automatic, holistic manner. It repre-
sents events in the form of concrete exemplars and op-
erates through heuristics. The essence of the two sys-
tems is that the experiential system is an automatic learn-
ing system and the rational system is a verbal reasoning
system. CEST is a theory that falls within the so-called
dual-process theories (Epstein, 1983, 2003; Kahneman &
Frederick, 2002; Sloman, 1996; Hogarth, 2005) that have
in common the notion of two systems or thinking styles.
One system is more analytical and the other is more intu-
itive. The choice of a tray with an objective lower proba-
bility of success (or a larger probability of a loss) shows,
according to Kirkpatrick and Epstein, Denes-Raj and Ep-
stein, that it is the experiential system that is governing
this decision.

However, even if the RBP can be explained ultimately
applying to the influence of the experiential system the
question is: can we provide more specific reasons that

lead the experiential system to a) judge equivalent ratios
differently, b) focus on the numerator of the ratio and not
on the denominator, c) overweight the relevance of one of
the events of the numerator? All these give rise finally to
the RBP.

There are, at least, two potential explanations of the
fact that people judge equivalent ratios differently:

1. Numerosity heuristic: numerosity refers to the ten-
dency to judge quantity or probability on the basis of
the number of units into which a stimulus is divided
without fully considering variables like the size of
the units (Pelham et al., 1994). Pacini and Epstein
(1999a) explain the RBP in terms of this heuristic.
They claim that the experiential system encodes and
better comprehends absolute numbers (numerosity)
than ratios because single numbers are more con-
crete than relations between numbers. In our case,
the tendency to concentrate on absolute numbers can
lead people to overweight some of the events, like
the number of deaths and to perceive as a higher a
risk presented as 100 deaths out of 1000 than 10 out
of 100.

2. Small number bias: The small numbers effect
asserts that the experiential system comprehends
smaller numbers better than larger numbers. In this
respect, a 1 in 10 probability conveys the idea of a
low probability better than 10 in 100, because sub-
jects find it easier to visualize 10 than 100 subjects.
The smaller tray gives a better idea than the larger
tray that a 10% chance is a low probability. For this
reason, if the lottery is positive (win if red, nothing
if white) people choose the larger tray and the op-
posite if the lottery is negative. Some evidence that
probabilities expressed with low numbers are easier
to interpret is provided in Pelham et al. (1994) where
subjects expressed their preferences about partici-
pating in a lottery where all subjects are given one
ticket or in another lottery where all subjects are
given 10 tickets. People tend to choose the lottery
where they are given 10 tickets if they are told that
there are 1 million subjects but they show indiffer-
ence between both lotteries when they are told that
there are only 2 subjects. Apparently, with lower
numbers they better realize that the chances are the
same in both lotteries.

However, in order to explain the RBP we also need to
explain: a) why people focus on the numerator and b)
why people focus on one of the components of the nu-
merator, in our case, the number of negative events.

1. Motivational concern. According to Denes-Raj and
Epstein (1994) people focus on the numerator be-
cause it is the object of motivational concern. For
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example, the red beans are of motivational concern
since we want to select them (if the outcome is a
gain) or avoid them (if the outcome is a loss). In
our case, the numerator is the source of motivational
concern because it is in the numerator where the out-
comes of the medical treatment (success or failure)
are shown.

2. Anchoring, adjustment and base-rate neglect. Yam-
agishi (1997ab) suggests a combination of two cog-
nitive mechanisms as an explanation to his result (a
risk of 1,286 out of 10,000 is perceived as more dan-
gerous than a risk of 24.14 out of 100): anchoring
and adjustment (Tversky & Kahneman, 1974) and
base-rate neglect (Kahneman & Tversky, 1973). Ya-
magishi argues that people use the numerator as an
anchor to do subsequent judgment and, simultane-
ously, tend to reject the base rate.

The final question is, why people focus on one aspect of
the numerator (e.g., number of red jelly beans, number
of criminals that commit violent actions, number of peo-
ple who die) and not in the other aspect (e.g., number of
white jelly beans, number of criminals that do not commit
violent actions, number of people who do not die)?

1. Biased instructions: one argument provided in
Pacini and Epstein (1999b) to explain the RBP is re-
lated to the fact that instructions were stated in terms
of drawing a red jelly bean. There is evidence in
the literature (e.g., Amstrong et al., 2002) that fram-
ing positively (probability of winning) or negatively
(probability of losing) has a strong influence on the
perceptions that subjects have of risk. For example,
subjects are less willing to accept a risk if the fram-
ing is negative than if it is positive.

2. Affect heuristic. Slovic et al. (2000) explain the
results by Kirkpatrik and Epstein (1992) and Denes-
Raj and Epstein (1994) as a manifestation of a men-
tal strategy of “imaging the numerator” (the red
beans) and “neglecting the denominator” (number of
beans in the tray). According to Slovic et al., images
of winning beans convey positive affect that moti-
vates the choice of the bowl with the greater abso-
lute number of red beans. Slovic et al. (2002) called
this mechanism the affect heuristic. Applying this
to their paper they say that 20 mental patients out of
100 conducting violent acts may evoke more images
of harmful attacks than 2 out of 10.

3. Saliency: another argument that Kirkpatrick and Ep-
stein (1992) provide is that red jelly beans are more
salient because there are fewer of them, standing out
as figure against ground. In our case, if the risk of

the bad event (e.g., death) is lower than 50% it be-
comes more salient. However, some of the other el-
ements already quoted already contribute to making
the less frequent event more salient. For example,
biased instructions can lead people to concentrate
on the less frequent event. Also, it could be argued
that the less frequent event (death, winning some-
thing, etc., is the event that triggers a stronger affec-
tive reaction in many people. For this reason, it is
difficult to know if the effect is simply due to being
less frequent can be disentangled from the fact that
some other elements make the less frequent event
more salient. Then, it could be the case that saliency
is not a factor of its own but just a consequence of
some other elements that have been put forward pre-
viously. However, we prefer to leave it as an in-
dependent explanation of the RBP since the authors
that originally observed this bias considered it to be
an independent explanation.

In summary then, there are several reasons that can ex-
plain the RBP:

1. Numerosity: people understand numbers more eas-
ily than ratios.

2. Small numbers: people have a better idea of the like-
lihood of an event expressed in small numbers.

3. Biased Instructions: asking people to think in the
consequence of a certain kind of event (e.g., drawing
a red ball).

4. Neglect of the base: tendency to forget about the
denominator.

5. Affect heuristic: people respond by imaging the part
of the numerator that is more salient.

6. Saliency: people concentrate on the number of
events that are less frequent.

As we have seen, all these reasons have an underlying
explanation: all of them are congruent with the idea that
the experiential system has a leading role in this kind of
tasks. We now proceed to apply this theory to the case of
preference elicitation in health.

1.2 Hypotheses and tests
1.2.1 Hypotheses

We can use the above explanations of the RBP in order to
generate our hypotheses about the potential influence of
this bias on SG utilities.

If we elicit SG utilities asking people the risk of death
that they would accept in order to improve their health,
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then all reasons provided above will influence the re-
sponse and utilities will be higher if frequencies are ex-
pressed as number (N) of deaths out 1000 (N1000) than
number of deaths out of 100 (N100). The reason is that
this type of question will make people focus on the num-
ber (N) of deaths and since this number is higher with
1000 as denominator, subjects will accept lower risks and
they will produce higher utilities that when the denomi-
nator is 100. However, since we are interested in eliciting
unbiased utilities, we try to avoid some of the reasons that
give rise to the RBP. For this reason:

1. We elicit utilities using a sequence of choices and
not through direct matching. In this way, people do
not have to focus on one single component of the
numerator. That is, we want to find out probabilities
P100 and P1000 such that the lotteries [D, P100; (FH,
RL)] and [D, P1000; (FH, RL)] have the same util-
ity as the sure outcome (Q, RL). If we ask people
which value of N100 (N1000) makes both prospects
equivalent we are making people focus only on one
single number, namely, N100 (N1000). However, if
we ask people to choose between (Q, RL) and the
lottery and we keep moving the probabilities of both
outcomes (of D and of FH) so that we finally reach
indifference, we will reduce the chances that people
concentrate only on N100 (N1000).

2. We try to frame the decision in an otherwise neutral
way. We do that providing information about both
potential outcomes. That is, we provide information
about N100 and (1- N100). The sequence of choices
that we have described will present subjects with
both pieces of information (quite frequently, SG util-
ities are elicited showing only the risk of death). In
principle, this should reduce the chances that peo-
ple concentrate on only one outcome (probability of
death). In our case, the sequence of choices that we
have described will present subjects with both pieces
of information.

3. We provide subjects with visual aids to help them
think in terms of the total denominator so it is as
clear as possible that the absolute number of good or
bad events is related to the total number of potential
events.

However, in spite of making every effort to provide
information in the most unbiased way possible, the rea-
sons behind the RBP cannot be totally eliminated. More
specifically, it is hard to imagine how to avoid the influ-
ence of numerosity, the small-number effect and the af-
fect heuristic. This leads us to propose two specific hy-
potheses:

1. Existence of the RBP: Due to the effect of numeros-
ity, small-numbers, saliency and the affect heuris-
tic, SG utilities will be higher when the likelihood
is framed in terms of X out 1000 people (USG1000)
in the population than when it is framed in terms
of X out of 100 people (USG100). This is because:
(a) smaller numbers convey better the idea of small
risk; (b) numerosity leads people to concentrate on
absolute numbers and not ratios; (c) saliency leads
people to concentrate on events that are less fre-
quent (number of deaths), and (d) Affect will work
more strongly when the absolute number of deaths
is higher (although the probability is the same). For
these reasons, we predict that people will accept a
lower risk if frequencies are provided using 1000 in
the denominator than if they are provided using 100
in the denominator, leading to higher SG utilities.
Our prediction is that USG1000>USG100.

2. Intensity of the RBP: According to the saliency hy-
pothesis, the influence of the RBP in SG utilities will
be larger for milder health states than for more se-
vere ones. This is because the difference in sever-
ity between a mild health state and death is much
wider than between a more severe health state and
death. For this reason people may be less moti-
vated to avoid death in the case of more severe health
states. There are two ways of interpreting the inten-
sity of the RBP. One is to assume that the higher
the effect the higher the difference USG1000−USG100.
We would then expect this difference to be greater
for milder health states. However, this test may run
into problems since for the mild health state the dif-
ference between the utility of the health state and the
utility of full health can be very small. For example,
if U100=0.99 then the RBP would have “no room”
to show up. So another possible way of testing the
intensity of the RBP is through the ratio:

1− U1000

1− U100
(1)

For example if U100=0.9 and U1000=0.99 we would
consider that the RBP has a higher effect than if U100=0.5
and U1000=0.59. In any case, in order to study the rele-
vance of the RBP for economic evaluation of health care
technologies, (1) is the key ratio since it is the ratio of
the benefits of medical treatments as has been explained
above.

1.2.2 Tests

We split a convenience sample into two groups. We asked
subjects in one group to set probabilities that yield indif-
ference between the gamble [D, P100; (FH, RL)] and in
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Table 1: Health states used in study 1.

Health state X (22111):

Some problems walking about

Some problems with performing self care activities
(e.g., eating, washing or dressing)

No problems with performing usual activities (e.g.,
work, study, housework, family or leisure activities)

No pain or discomfort

Not anxious or depressed

Health state W (11222):

No problems walking about

No problems with performing self care activities (e.g.,
eating, washing or dressing)

Some problems with performing usual activities (e.g.,
work, study, housework, family or leisure activities)

Moderate pain or discomfort

Moderately anxious or depressed

Health state Z (22222):

Some problems walking about

Some problems with performing self care activities
(e.g., eating, washing or dressing)

Some problems with performing usual activities (e.g.,
work, study, housework, family or leisure activities)

Moderate pain or discomfort

Moderately anxious or depressed

Health state Y (23222):

Some problems walking about

Unable to wash or dress self

Some problems with performing usual activities (e.g.,
work, study, housework, family or leisure activities)

Moderate pain or discomfort

Moderately anxious or depressed

the other for the gamble [D, P1000; (FH, RL)] and sure
outcome (Q, RL). Overall, four SG questions were pre-
sented to each subject, one for each of the health states
selected. In one group 100 was used as the denominator
and in the other group 1000 was used.

2 First experiment

2.1 Method

2.1.1 Sample

The subjects were 200 economics students at the Univer-
sity of Murcia (Spain). They were paid 6 Euro for their
participation. Responses were collected by face-to-face
interview, with the questionnaire pilot-tested prior to the
actual experiment.

2.1.2 Health states

We used the EQ-5D health states 22111, 11222, 22222,
and 23222. These states are described in Table 1.

Throughout the experiment, the health states were labeled
health state X, W, Z and Y respectively.

Given the ordinal structure of the component dimen-
sions in the EuroQol descriptive system, some states are
logically ordered with respect to others. With the states
used here, five such comparisons are possible. It would
be expected that 22222 should be given a higher utility
than 23222 because it is better on at least one dimension
and no worse on any of the other dimensions. In the same
way, this ordinal consistency would be expected for com-
parisons of 22111 vs 22222, 22111 vs 23222, 11222 vs
22222, and 11222 vs 23222. Only for comparison be-
tween 22111 and 11222 there is no a priori expectation
of this kind.

2.1.3 Design

The experiment was run on a computer, which facilitated
the use of visual aids and the choice-based SG procedure
to elicit utilities. In addition, the pilot sessions showed
that people found computer assisted personal interviews a
user-friendly procedure. Subjects entered their responses
directly into a computer with an interviewer (one of the
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Figure 1: Example of choice-based procedure (1)

co-authors was always present) nearby to answer ques-
tions and provide help if needed.

To avoid anchoring biases we split the total sample into
two groups of 100 subjects each. One group answered
four SG questions (one per health state) in which proba-
bilities were framed in terms of frequencies with respect
to 1000 people in the population, while the other group
answered the same questions for probabilities framed as
frequencies with respect to 100 people in the population.
To avoid order effects, the computer randomly varied the
order in which the different SG questions were asked.
To minimize response errors, subjects had to confirm the
elicited indifference value after each question. As a pre-
liminary task, subjects were asked to rate the health states
on a visual analogue scale (VAS), with 100 (best imagin-
able health state) and 0 (worst imaginable health state)
as endpoints. The principal objective of the VAS was to
familiarize subjects with the health state descriptions and
also to have a test that both groups were similar.

Recruitment of subjects took place one week before the
actual experiment started. At recruitment, subjects were
handed a practice question. Subjects were asked to an-
swer this practice question at home. This procedure was
intended to familiarize subjects with the SG questions.
Prior to the start of the experiment, subjects were asked
to explain their answer to the practice question. When we
were not convinced that a subject understood the task, we
explained it again until we were convinced that he under-
stood the task.

The formulation of SG questions was the same, regard-

less of the frequency format used. For example, in the
case of health state X, the wording of the question (trans-
lated from the Spanish) was as follows:

Suppose that you are experiencing health state X. If
you do not receive treatment you will remain in X for
the rest of your life. However, you can receive a med-
ical treatment (treatment ALFA), that if successful, will
result in return to normal health. Nevertheless, treatment
ALFA can also fail and in this case you will die. We are
going to show you different probabilities of success and
failure and you will tell us if you think you would choose
treatment ALFA or no in each case.

The SG procedure was then applied to elicit utilities.
Frequencies were displayed as pictographs using human
figures, as frequency formats illustrated with human fig-
ures have been shown to be easy to interpret and con-
vey a meaningful message (Schapira et al., 2001). Fig-
ures 1 and 2 illustrate the way indifferences were ob-
tained. We used a ping-pong search procedure. We first
presented the 5% risk of death, then 90%, 10%, 80%,
20%, 70%, 30%, 60%, 50%. The order was the same for
both groups. In the case of the N100 group they were pre-
sented as (5 deads, 95 normal health), (90 deads, 10 nor-
mal health). . . . In the N1000 group they were presented
as (50 deads, 950 normal health), (900 deads, 100 normal
health). . . In each case, these figures were illustrated us-
ing the pictograms already mentioned (see Figures 1 and
2).

As an example, suppose that for the 5% risk of death
(5 dead, 95 normal health in the N100 group; 50 dead, 950
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Figure 2: Example of choice-based procedure (2)

normal health in the N1000 group) displayed in Figure 1,
the individual prefers treatment ALFA to no treatment.
Next the computer would display a new choice (Figure
2), with a 90% risk of death (90 dead, 10 normal health
in the N100 group; 900 dead, 1000 normal health in the
N1000 group). Suppose that for these probabilities the in-
dividual prefers the sure outcome rather than treatment
ALFA. Then the computer would present the 10% risk of
death. If the subject prefers treatment ALFA, the com-
puter would present the 80% risk of death. If the subject
rejects treatment ALFA, the computer would present the
20% risk of death. Assume that the subject rejects treat-
ment ALFA if risk is 20% (presented as 20 out of 100 or
200 out of 1000 in the corresponding sub-group). As she
had accepted treatment with a 10% risk of death but she
had rejected it with a 20% risk of death, the indifference
point would be between 10% and 20%. Then the com-
puter displayed a visual aid (see Figure 3) that showed the
subject the interval where she should be indifferent be-
tween the gamble and the sure outcome. The subject had
to write down the probabilities of death and full health
in this interval that made her indifferent between the two
options.

2.1.4 Data analysis and statistical methods

First, we performed a repeated-measures ANOVA in or-
der to test our two specific hypotheses: (1) If utilities in
the N1000 group are higher than in the N100 group, i.e.,
the RBP; and (2) if there is an interaction between health

state severity and the size of the differences, i.e., inten-
sity of the RPB when it is measured as the difference
USG1000−USG100. Next, we used both parametric (t-test)
and non-parametric (Wilcoxon Mann-Whitney test) pro-
cedures in order to test for the differences in utilities for
each health state individually. Finally, we calculated ra-
tio (1) as another way of testing the intensity of the RBP.
In this case we could not use a statistical test since it is a
ratio of the means.

2.2 Results

Table 2 shows means, medians and standard deviations
(SD) corresponding to the VAS for each sample.

Both samples gave similar values and no significant
differences were detected (α=0.05) using the t-test and
the Wilcoxon Mann-Whitney test. It was then con-
cluded that both groups have similar preferences for
health states. Also in both samples the rankings were
internally consistent in the sense that state Y receives a
lower value than state Z (p<0.0001), and both Y and Z re-
ceive lower values than states X and W (p<0.0001). This
shows that subjects understood the basic task of valuing
health states.

The hypothesis that SG utilities were the same in both
groups was clearly rejected (repeated-measures-ANOVA:
F=301.92, p<0.00001). Table 3 shows that utilities were
higher in group N1000 than in group N100 for all health
states using both parametric (t-test) and non-parametric
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Figure 3: Reaching the indifference point between 10% and 20%

Table 2: Means, medians, standard deviation (SD) elicited by the VAS (subsamples, N=100).

Health state X Health state W Health state Z Health state Y

Group: N100 N1000 N100 N1000 N100 N1000 N100 N1000

Median 60.00 60.00 60.00 50.00 30.00 30.00 15.00 12.50
Mean 57.32 61.10 56.23 53.75 30.56 30.15 16.62 16.51
(SD) (1.66) (1.57) (1.49) (1.47) (0.95) (1.17) (0.82) (0.94)
Note: differences between both groups were not statistically significant at the 5% level using t-test and Wilcoxon
Mann-Whitney test.

methods (Wilcoxon Mann-Whithney test). This was our
prior expectation and confirms our hypothesis about the
existence of the RBP.

The interaction between health state severity and
the effect size was not significant (repeated-measures-
ANOVA: F=0.3, p<0.827) showing that the intensity of
the RBP was constant when measured as the difference
USG1000−USG100. Table 3 shows that differences between
U1000 and U100 are almost constant. However, the ratio of
equation (1) is lower for milder health states. This implies
that the RBP will distort more the utilities of mild health
states than the utilities of severe health states, at least if
they are used for economic evaluation of health care tech-
nologies. The second prediction, namely, a stronger ef-
fect for milder health states thus depends on the test that
we apply.

3 The Ratio Bias Phenomenon and
the double lottery method.

Once we had seen the influence of the RBP on the SG
utilities we wanted to see if this phenomenon was also
present in other contexts and in other populations more
relevant for public policy. We then conducted a second
study that differed from the first study as follows:

1. Subjects were members of the general population.

2. The tasks to be performed by subjects were the same
that had been previously used in a study designed to
estimate the value of a statistical life (VSL) from
road accidents in Britain (Carthy et al., 1999).

3. The tasks were a modified SG question character-
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Table 3: Utilities elicited by the SG (each group, N=100). SD=standard deviation.

Health state X** Health state W** Health state Z* Health state Y*

Group N100 N1000 N100 N1000 N100 N1000 N100 N1000

Median 0.850 0.945 0.800 0.908 0.600 0.700 0.375 0.500
Mean 0.790 0.902 0.796 0.880 0.575 0.673 0.393 0.481
(SD) (0.185) (0.105) (0.161) (0.120) (0.271) (0.232) (0.272) (0.313)

U1000−U100 (from means) 0.112 0.084 0.098 0.088
(1− U1000)/(1− U100) 0.47 0.59 0.77 0.86
** Significant different at α=0.01 using t-test and Wilcoxon Mann-Whitney test.
* Significant different at α=0.05 using t-test and Wilcoxon Mann-Whitney test.

ized by the existence of risk in both parts of the ques-
tion and that we call “double lottery.”

Specifically, each subject answered two questions.
Both questions involved asking people to estimate the
probabilities that made one gamble indifferent to another
gamble. The general structure of both questions was as
follows. We used three outcomes that could be clearly
ranked as the Best (Bst), the Worst (Wst) and the Inter-
mediate (I). Assume gamble 1 is defined as providing a
certain chance (p) of Wst and (1-p) of I. Gamble 2 is de-
fined as providing a certain chance (q) of Wst and (1-q)
of Bst. Obviously, if p=q gamble 2 dominates (is better)
than gamble 1. In order to reach indifference q has to
be larger than p. We fixed p and we asked for q (q>p)
so that subjects were indifferent between both gambles.
One question was the same for all subjects. The other
question manipulated the denominator for the risk that
the subject was to match. In one group p was shown as 1
in 100 [and (1-p) as 99 in 100] and in the other group p
was shown as 10 in 1000 [and (1-p) as 990 in 1000]. In
order to test for the existence of the RBP only the second
question was used. The first question was used as a con-
trol question and it allowed us to test that both groups had
similar preferences for health. Its role was similar to the
VAS question in the first study.

3.1 Method
3.1.1 The sample

We used two sub-groups (group A and group B) of the
Spanish general population (n=180 each). They were
chosen using a quota sample method. No statistically
significant differences were found between both sub-
samples in socio-demographic characteristics. Percent-
age of females was slightly higher than for males (51%
and 49%, respectively). Mean age in both sub-samples
was around 43. Population distributions according to ed-
ucational status and income levels were roughly similar

to actual distributions in Spain. All responses were col-
lected by face-to-face interviews that were held at sub-
jects home.

3.1.2 Health states

We used the same health states used by Carthy et al.
(1999) in their study of the VSL. They are described in
Table 4. One difference with our first study is that they
did not involved chronic illnesses.

3.1.3 Tasks

Subjects had to conduct two double lottery questions.
Both tasks were quite similar. The main question that
we used to test the existence of the RBP was framed as
follows in the case of group A:

Assume that you have been injured in a road accident.
If you do not receive medical treatment you will expe-
rience situation X. There are two alternative treatments
available, C and D. When treatment C is applied to 100
people, 1 patient experience situation X and 99 patients
experience situation W. When treatment B is applied to
100 people, N patients experience situation X and (100-
N) patients return to normal health in 3-4 days.

In the case of group B it was framed as follows:
Assume that you have been injured in a road acci-

dent. If you do not receive medical treatment you will
experience situation X. There are two alternative treat-
ments available, C and D. When treatment C is applied
to 1000 people, 10 patients experience situation X and
990 patients experience situation W. When treatment B is
applied to 1000 people, N patients experience situation
X and (1000-N) patients return to normal health in 3-4
days.

The number N [and, of course (100 or 1000 − N)]
was changed until indifference was reached. In order to
achieve indifference we used a ping-pong technique sim-
ilar to the one used in study 1. Visual aids were also
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Table 4: Injury description cards.

Injury X: Injury W:

In hospital.

1. 2 weeks

2. slight to moderate pain.

After hospital

1. some pain/discomfort, gradually reducing.

2. some restrictions to work and leisure activities,
steadly improving.

3. after 18 months, return to normal health with no
permanent disability

In hospital

1. 2-3 days

2. slight to moderate pain.

After hospital

1. some pain/discomfort for several weeks.

2. some restrictions to work and/or leisure activities
for several weeks/months

3. after 3-4 months, return to normal health with no
permanent disability

used in this second study (see Figure 4). Subject always
saw, for each treatment, the number of people who expe-
rienced good and bad outcomes (both parts of the numer-
ator) and the total number of patients (the denominator).

Health outcomes W and X were defined so that a logi-
cal ordinal ranking could be established between both (X
< W, see Table 4). We then have three outcomes (FH, W,
X) that can be ranked from best (FH) to worst (X). The
task can be represented as estimating [q, X; (1- q), FH]
such that it produces the same utility level as [1%, X;
99%, W]. In one group (group A), the risk (1%) of X was
framed in terms of 1 out 100. In group B, the same risk of
X (1%) was framed in terms of 10 out 1000 (see Figure
4). So question 2 in group A was framed as the value of q
that made gamble [q, X; (1- q), FH] indifferent to gamble
[1 in 100, X; 99 in 100, W]. In group B, question 2 was
framed as the value of q, that made gamble [q, X; (1- q),
FH] indifferent to gamble [10 in 1000, X; 990 in 1000,
W]. Obviously, in order to reach indifference q>1%.

The other task was exactly the same in both groups (A
and B). The objective of the task was to check to see that
preferences for health states were similar in both groups,
so that the potential differences in the main question be-
tween both groups could not be attributed to different
preferences for health states between the groups. The
question was framed as follows:

Assume that you have been injured in a road acci-
dent. If you do not receive medical treatment you will
die. There are two alternative treatments available, A
and B. When treatment A is applied to 1000 people, 1 pa-
tient dies and 999 patients experience situation X. When
treatment B is applied to 1000 people, N patient die and
(1000-N) return to normal health in 3-4 days.

Then N [and, of course, (1000-N)] were adjusted us-
ing a ping-pong technique until indifference was reached.
Methods were the same as above. This task can be rep-
resented as estimating [r, Death; (1- r), FH] such that it
produces the same utility level as [1 in 1000, Death; 999
in 1000, X]. Obviously, in order to reach indifference r >
0.001.

3.1.4 Hypothesis

According to the RBP, as people concentrate on the abso-
lute number of bad outcomes in the numerator, they will
accept a lower risk q in group B (denominator 1000) than
in group A (denominator 100). That is, assume that in
group A, subjects are indifferent between treatments C
and D when treatment D has a 10% risk of the worst out-
come (X). Then they are indifferent between (1 in 100,
X; 99 in 100, W) and (10 in 100, X; 90 in 100, FH).
In group B, where the denominator is 1000, if the RBP
played no role, we would expect to find a value of q of
10% (the same than in group A) but this time expressed
as 100 in 1000 risk of X. That is, in the absence of the
RBP we would find that subjects are indifferent between
(10 in 1000, X; 990 in 1000, W) and (100 in 1000, X;
900 in 1000, FH) if they are indifferent between between
(1 in 100, X; 99 in 100, W) and (10 in 100, X; 90 in 100,
FH). However, the RBP predicts that subjects concentrate
on one number, namely the number of bad outcomes, the
absolute number of cases of X. For this reason, the RBP
predicts that people will not multiply by as much as 10
times the absolute number of cases of X when the de-
nominator increases 10 times. In conclusion, if group A
subjects are indifferent between [1 in 100, X; 99 in 100,
W] and [N100 in 100, X; (100-N100) in 100, FH] the RBP
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Figure 4: Example of visual aid used in second study for the case of 1000 in the denominator.

would predict that group B subjects will be indifferent
between [10 in 1000, X; 990 in 1000, W] and [N1000 in
1000, X; (1000-N1000) in 1000, FH] for N1000<(10xN100).
In consequence, as noted above, the RBP predicts that
subjects will accept a lower risk q in group B (denomina-
tor 1000) than in group A (denominator 100).

Although in this second case, we deal with risks and
not with SG utilities, it is clear that, if we observe the ef-
fect of the RBP in our second case, this has implications
for the use of double lotteries in the elicitation of SG util-
ities, since it has been suggested that double lotteries are
a better elicitation method than the SG method as used in
our first experiment (Pinto-Prades & Abellán-Perpiñán,
2005; Bleichrodt et al., forthcoming).

3.2 Results

Table 5 shows means and medians corresponding to both
groups. In group A, the mean absolute number of cases
with X (N100) was 37. In group B, the mean absolute
number of cases with X (N1000) was 176. In group A,
subjects were indifferent between [1 in 100, X; 99 in 100,
W] and [37 in 100, X; 63 in 100, W]. In group B, subjects
were indifferent between [10 in 1000, X; 990 in 1000, W]
and [176 in 1000, X; 874 in 1000, FH]. As predicted by
the RBP, N1000<10xN100 (176<10x37). While subjects in
group A accepted a risk of 37% in treatment D, subjects
in group B accepted a risk of only 17.6% of X in treat-
ment D. It can also be seen that in the case of the task that
was common in both groups, the risk (r) was the same
in both groups what supports the conclusion that the dif-
ferences observed in the risk (q) can be attributed to the
RBP and not to the fact that both groups were different in
terms of preferences.

4 Discussion

Our result provides new evidence on how “irrelevant”
changes in the way we represent health risks can lead to
inconsistent preferences. We find that utilities were sig-
nificant higher when risk information was framed using
1,000 instead of 100 as denominator. It shows how su-
perficially different frequency frames (e.g., X out of 100
vs Y out of 1,000) can distort SG measurements.

How relevant is this bias for practical decision making?
Well, let’s assume we use 1000 as the denominator when
considering the benefit of curing somebody in health state
Y, which is more than 5 times the benefit of curing some-
body in X [(1-0.481)/(1-0.902)=5.27]. However, this rel-
ative benefit almost halves [(1-0.393)/(1-0.790)=2.89] if
we use 100 as the denominator. Since there is no reason
to prefer frequencies in 100 or in 1000, there is no rea-
son to necessarily choose one framing over the other. Of
course, if one wishes to deliberately increase the appar-
ent relative benefit of Y respect to X, one can use 1000 as
the denominator for Y and 100 as the denominator for X.
This increases the relative benefit of Y to more than six
times the benefit of X.

Having seen the potential implications of this bias,
what can we do in order to avoid it? This depends on
the perspective taken about the origins of the RBP. The
RBP observed in SG values can be explained by the dual-
process theory, such that SG is handled more by the ex-
periential than the rational system. This system works
using heuristics that, although they can do a good job in
some decisions, may lead to irrationalities, like choos-
ing a dominated lottery. In the case of preference elicita-
tion for health states, the experiential system leads peo-
ple to focus on just one component of the likelihood of
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Table 5: Study 2: Means, medians, T-test and Mann-Whitney U-test by groups.

Group A Group B

Risk Mean Median Mean Median T-test U-test

r 15.2 out of 1000 5 out of 1000 14.8 out of 1000 5 out of 1000 0.911 0.120
q 37.1 out of 100 33.5 out of 100 176 out of 1000 95 out of 1000 0.000 0.000

one event. This is logically irrational. However, we do
not imply that the rational system is totally absent in the
elicitation task. For example, the rational system may
work trying to avoid irrational responses, like accepting
a higher risk of death for a health state that is less severe
than another. This leads to utilities that are internally con-
sistent. For this reason, we can see at the same time con-
sistent (e.g., higher utilities for milder health states) but
biased responses. This is similar to the idea behind the
principle of coherent arbitrariness (Ariely et al., 2003),
that apparently rational decisions can be based on arbi-
trary “anchors”. This result of consistent but biased re-
sponses is not exclusive of our study. For example, Lenert
et al. (1998) find rational responses, in the sense of very
high test-retest correlations but quite different for two dif-
ferent search procedures, namely, titatrion vs ping-pong.
We then suggest that some other framing or procedural
effects observed in the literature may have a similar ex-
planation to the RBP that we have observed in this paper.

If we accept that the above account of the origin of
the RBP bias is correct, how can we deal with it? First,
there are arguments that the SG method is intrinsically
biased and that “gambles are thus incapable of yielding
consistent utility estimates across different probabilities”
(Baron, 1997). The results of our study would then be
considered a further argument not to use the SG as a
preference elicitation method. This conclusion would ex-
tend to the double lottery method. Another approach,
in the spirit of Bleichrodt et al. (2001) is to accept that
the method is biased but that the “irrational” SG utili-
ties can be corrected. Some authors have shown that the
SG method is affected by loss aversion and probability
weighting (Bleichrodt, 2001, 2002). Since we have a
good understanding of these biases there are quantitative
corrections to these biases (Bleichrodt et al., 2001; van
Osch et al., 2004; Bleichrodt et al., forthcoming). For
example, it has been suggested that utilities should be es-
timated under Prospect Theory and not under Expected
Utility. In this way, the bias coming from probability
transformation can be avoided. This approach assumes
that the rational system wants to adhere to expected util-
ity and then corrects the experiential system in order to
choose according to a rational rule. While in the case
of some biases affecting SG (loss aversion, probability
transformation) this could be the case, we cannot see how

this correction can be applied to the RBP, since EU has
nothing to do with the choice of the denominator.

Slovic et al. (2000) suggest a pragmatic strategy. They
suggest using several formats in order to communicate
risk. Subjects should then try to resolve their inconsis-
tencies. Translating this to our case, we need to provide
information using several denominators. Of course, this
complicates the task of eliciting utilities. In order to avoid
this complication we may try to confirm the hypothesis
that people understand small numbers more than large
numbers as some people has suggested (see section 1.1).
If this is the case we would undertake the elicitation task
using small numbers, as far as possible. For example,
instead of asking subjects if they would accept a risk of
death of X out of 100, it would be better to use X out
of 10. If people say that they would accept 1 out of 10
but not 2 out of 10, we know that the indifference point
is between 10% and 20%. We can the use larger num-
bers (X in 100, whereas 10<X<20 in our example) if we
need a more accurate estimate. This approach reflects the
Bleichrodt et al. (2001) approach in the sense that it as-
sumes there is a denominator that is normatively better
than others; the smaller one. It could also be that this is a
useful short term solution, and in the longer term it might
be interesting explore ways to “educate” the experiential
system so that these biases can be reduced or eliminated.
The results of Hsee and Rottenstreich (2004, study 1)
show that this strategy is possible. For this, it would be
quite helpful to categorize subjects according to how they
handle conflicts between the experiential and the rational
system. It has been shown (Epstein et al., 1996; Pacini &
Epstein, 1999 a,b; Frederick, 2005), Amsel et al. (2006)]
that some subjects are more prone to intuitive thinking
and biased judgements than others. If this was the case,
it would have important implications for individual and
social decision making. In individual decision making,
those subjects who are more susceptible to biases could
be made aware of this problem in order that avoid tak-
ing biased decisions. In social decision making, it should
be discussed if preferences of these subjects should or
should not be taken into account in order to design social
policy.

Finally, this article has some limitations that could be
object of future research. One is that the RBP was seen
with a single visual representation method and the results
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may not generalize to other methods of display. It would
then be interesting to see if our result also holds for other
displays. For example, saliency and/or affect may be re-
duced if no visual aids are given, that is, if only numbers
were presented. We think that the used of visual aids has
been advocated in order to help people understand prob-
abilities but may be it also has some drawbacks, like peo-
ple concentrating too much in some pictures. However,
this study is essentially a replication of other studies us-
ing different methods and getting similar results, which
suggests that it could be a consistent effect.

In conclusion, researchers working in utility measure-
ment should be aware of the existence of the ratio bias
(RBP) since it may have relevant consequences for indi-
vidual and social decision making. We also believe that
the RBP can be quite useful in understanding better the
origin of other biases, since it may help to study the way
that the rational and the experiential system work when
subjects respond to preference elicitation tasks.
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