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Abstract

From 2017 to 2020, three significant calving events took place on Pine Island Glacier, West
Antarctica. Ice-shelf velocities changed over this period and the calving events have been sug-
gested as possible drivers. However, satellite observations also show significant changes in the
areal extent of fracture zones, especially in the marginal areas responsible for providing lateral
support to the ice shelf. Here, we conduct a model study to identify and quantify drivers of recent
ice-flow changes of the Pine Island Ice Shelf. In agreement with recent studies, we find that the
calving events caused significant velocity changes over the ice shelf. However, calving alone can-
not explain observed velocity changes. Changes in the structural rigidity, i.e. ice damage, further
significantly impacted ice flow. We suggest that ice damage evolution of the ice-shelf margins
may have influenced recent calving events, and these two processes are linked.

1. Introduction

Pine Island Glacier (PIG), West Antarctica, has exhibited significant changes in ice velocity
and geometry over the last few decades. Between 1995 and 2017, the loss of ice from PIG raised
global sea level by ∼1.5 mm, with the trend of mass loss accelerating from 2 ± 1 Gt a−1 between
1992 and 1997 to 55 ± 4 Gt a−1 during 2012–2016 (see Fig. 3 in Shepherd and others, 2019). It
has been suggested that PIG is poised to undergo irreversible retreat, should its grounding line
continue to migrate further backwards (Favier and others, 2014). There are therefore good rea-
sons to study the glacier and its floating extension, and it is imperative that we understand the
factors responsible for its dynamical behaviour. Of particular interest in this context is the Pine
Island Ice Shelf (PIIS) where it has been suggested that changes over time in the buttressing,
provided by the ice shelf to the grounded ice upstream of the grounding line, are primarily
responsible for the observed speed-up of the grounded sections of PIG over the last few dec-
ades (Gudmundsson and others, 2019; De Rydt and others, 2021; Joughin and others, 2021).

The term ice-shelf buttressing denotes the additional stress exerted by the ice shelf on the
upstream grounded ice, as compared to the stress exerted by the ocean alone in the absence
of an ice shelf. Ice-shelf buttressing can be impacted in several ways. Ocean-induced thinning
of the ice shelf can, for example, reduce the buttressing forces (Gudmundsson and others,
2019). This process is an effective mechanism at reducing buttressing, as ocean-induced
melt reaches all the way up to the grounding line where most of the buttressing is concentrated
(Fürst and others, 2016; Reese and others, 2018). Loss of frontal ice through calving can also
impact ice-shelf buttressing if the calved area is laterally confined or partly pinned on bedrock.
Another possible mechanism of ice-shelf buttressing reduction is increased fracturing and gen-
eral mechanical weakening of ice (Lhermitte and others, 2020). This process is often described
as ‘ice damage’ (Borstad and others, 2012; Krug and others, 2014; Mobasher and others, 2016;
Sun and others, 2017; Clayton and others, 2022).

For PIG, a recent study of De Rydt and others (2021) suggests the frontal retreat has caused
mass loss comparable with thinning between 1996 and 2016. Joughin and others (2021) con-
cluded that changes in the speed of the PIIS from 2017 to 2020 could be largely attributed to
loss of significant section of the ice shelf through a series of calving events within that period,
with changes in effective ice rheology through formation of localized ice-shelf fracture playing
secondary role in comparison.

The key aim of this paper is to further investigate the importance of three processes: ice-
shelf thinning, calving and damage evolution in impacting recent flow behaviour of PIIS. A
series of recent calving events has provided an excellent opportunity to do this, and observa-
tions and modelling has already suggested that these calving events were sufficiently large to
cause measurable changes in ice flow (Joughin and others, 2021). From 2017 to 2020, three
calving events took place (Fig. S1, movies 1 and 2). After each calving event, the ice front
advanced but never reached its original location before the next calving event, i.e. the calving
rate was larger than the frontal ice velocity between 2017 and 2020.

In ice-flow models, damage is often considered resulting from fracture processes impacting
the effective structural integrity of the ice. When the ice is treated as a continuum, the resulting
impact on the rheology is sometimes included by modifying the ice softness A in Glen’s flow
law, i.e. ė = Atn, where ė is the effective strain, τ the effective stress and A and n are the rheo-
logical parameters (Krug and others, 2014; Sun and others, 2017; Huth and others, 2021). In
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reality, A is also influenced by several other processes such as
developing fabric, anisotropy and changes in englacial tempera-
ture (Cuffey and Paterson, 2010). Detailed assessment of changes
in damage therefore requires modelling those processes, and in
particular englacial temperature, T. However, we can define
areas committed to damage where the estimated value of the ice-
softness factor A higher than the maximum possible value
obtained for temperate ice. This maximum value for intact tem-
perate ice has been estimated from lab experiments to be about
1.67 × 10−7 kPa−3a−1 (e.g. Spring and Morland, 1983; Cuffey
and Paterson, 2010), and 0.74 × 10−7 kPa−3a−1 from ice-flow
modelling of a temperate glacier (Gudmundsson, 1999). Here,
we provide such a lower estimate of damage by calculating the
damage mask M defined as having numerically the value unity
over areas where estimated A is larger than the experimentally
determined maximum possible value of A, i.e. that for temperate
ice (Cuffey and Paterson, 2010), and zero otherwise.

Our primary interest is in determining if ice damage changes
over time, and specifically if ice-flow modellers may need to
include changes in ice damage to describe changes in the flow
field of PIIS over 2017–2020, for which accurate estimates of ice
velocity changes are available at 3-month intervals. We do this
by conducting a series of numerical perturbation experiments to
test several hypotheses, starting with the hypothesis that all
observed changes in ice-shelf velocities from 2017 to 2020 were
due to calving alone, with no significant additional impact due
to changes in ice thickness or ice damage.

Specifically, we consider these three hypotheses:

H1: By optimizing the basal slipperiness over time, the ice-flow
model can reproduce observations to better than some tolerance
when the calving front changes are prescribed as observed, and
the ice softness and thickness are fixed.

H2: By optimizing the basal slipperiness over time, the ice-flow
model can reproduce observations to better than some tolerance
when the calving front and thickness changes are prescribed as
observed, and the ice softness is fixed.

H3: By optimizing the basal slipperiness and ice softness over
time, the ice-flow model can reproduce observations to better
than some tolerance when the calving front and thickness changes
are prescribed as observed.

Thus, we only introduce ice damage as a potential contributing
factor once other alternatives have been rejected. The tolerance
we use is 5% of observed speed.

Joughin and others (2021), using the same dataset, concluded
that changes in damage only played secondary role in the 2017–
2020 response. As we show below, while our results broadly agree
with those presented in Joughin and others (2021), we nevertheless
find that observed velocity changes cannot be fully replicated with-
out introducing changes in ice damage within the ice-shelf margins.

2. Materials and methods

2.1 Data

Using an ice-flow model, we test the hypotheses H1–H3. For this,
we utilize several datasets including (i) measurements of ice-flow
velocities, which we obtain from Joughin and others (2021), (ii)
bedrock geometry and glacier upper and lower surface topograph-
ies, which are based on the BedMachine Antarctica, V2
(Morlighem and others, 2020), (iii) estimates of ice-shelf thinning
rates, which are based on Adusumilli and others (2020) and
Bamber and Dawson (2020) and (iv) changes in calving front

positions, which we extracted from Landsat 8 and Sentinel 1 A/B
satellite imagery.

Figure 1 and Fig. S2 present changes in velocity across the ice
shelf (Fig. 1), at the grounding line (Fig. S2a), and along the flow-
line (Fig. S2b) starting upstream from the grounding line and
extending to the calving front. As discussed in Joughin and others
(2021), the observational data show significant temporal variabil-
ity in ice-flow speeds during the period from 2017 to 2020.

Three substantial calving events took place between 2017 and
2020 (Fig. S1, movie 2). The first calving event took place on 23
September 2017 with frontal retreat of ∼7 km, the second one on
29 October 2018 with frontal retreat of ∼10 km and the third and
the final one within the observation period took place on 11
February 2020 with frontal retreat of ∼19 km (Fig. S1). From
2018 onwards, the southern margin experienced more retreat,
and satellite imagery reveals both progressive backwards migra-
tion of the calving front and concomitant increase of crevasses
extent and density within the southern lateral margin (Fig. S1).

2.2 Methodology

We use the finite-element ice-flow model Úa (Gudmundsson,
2020) to solve a set of inverse problems (MacAyeal, 1993) to
test hypotheses H1–H3. The model solves the shallow-shelf
approximations on a domain that includes the ice shelf and
parts of the upstream grounded area with finiteelement mesh
refined locally down to 500 m according to the observed stain
rates (Fig. S3). In this formulation of ice dynamics, two of the
key model parameters are optimized using an adjoint method:
the ice-softness factor (A) and the basal slipperiness parameter
(C). The ice-softness factor, A, is a rheology parameter represent-
ing how easily the ice deforms under stress. The basal slipperiness
parameter, C, is a parameter in the sliding law relating basal vel-
ocity and basal drag. The A distribution is strongly dependent on
englacial temperatures which vary slowly with time. The prior
value of A is calculated as a function of temperature using the
Arrhenius relation for ice (Cuffey and Paterson, 2010). The opti-
mal values of A and C are obtained by minimizing a cost function:
J = I + R, where I is a likelihood term and R a Helmholz regular-
ization operator. It can be shown that this approach is equivalent
to selecting a Matérn covariance function for A and C (Lindgren
and others, 2011). Our regularization parameters, i.e. the coeffi-
cients of the Helmholtz equation, were selected by performing
an L-curve analysis (Hansen, 1992). As part of the calculations
done for the L-curve analysis, we conduct a large number of
inversions for different values of our regularization parameters.
While some details of our inverted A fields depend somewhat
on the exact values of the regularization parameters, changing
their numerical values by a factor of two did not significantly
change the extent of ice-shelf areas affected by damage (see
Fig. S4). Hence, our results are insensitive to the exact value of
the regularization parameters chosen. Fractures within the ice
can also impact the effective A value obtained in an inversion,
and this contribution to A is often referred to as the ice damage.
Ice fractures can appear almost instantaneously, so changes in A
over timescale of months to a few years are most likely due to
ice damage rather than changes in ice temperatures.

Within our modelling framework, accounting for upstream
velocity changes could be done by limiting the computational
area to the ice shelf alone, and then prescribing the observed vel-
ocities at the grounding line as boundary conditions. However,
doing so usually results in unrealistic stress fields where the inflow
velocity boundary conditions are applied. We therefore opted for
extending the computational boundary to a 250 km × 361.5 km
domain to cover the tributaries of PIG (Fig. 1, Fig. S3). To ensure
that modelled upstream velocities, and in particular the velocities
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at the grounding line, are close to measurements before and after
the calving events, we solve the inverse problem to infer the basal
sliding parameter distribution, C, both before and after a given
calving event.

Calving is simulated by deactivating elements downstream of
calving fronts. Basal sliding upstream of the grounding line is
described using Weertman sliding law (Weertman, 1957) with
stress exponent m = 3. We did some additional inversion experi-
ments using m = 1 and m = 5 and found, as expected, that the
sliding law stress exponent had little effect on the inverted A dis-
tribution over the floating ice shelf.

The key steps of our methodology can be formally described as
follows. Inverting for A and C, is the operation:

(A, C) = RAC(v, G) (1)

where R is the retrieval method (i.e. the inversion), v are observed
velocities and G the ice-shelf geometry. For those retrieved A and
C fields we then calculate the velocities as

u = F(A, C, G), (2)

where u are modelled velocities, and F is our forward model,
which here is the ice-flow model Úa. Using this notation, invert-
ing for A and C based on data from time t = t1 can be expressed as

(A1, C1) = RAC(v1, G1). (3)

Updating C using velocity and geometry data from time t = t2,
while using an A estimate from t = t1 is the retrieval:

C = RC(v2, A1, G2) (4)

and the corresponding modelled velocities are u = F(A1, RC(v2, A1,
G2), G2). We refer to this experiment, i.e. updating frontal geom-
etry and basal slipperiness, as experiment InvC. Updating both A
and C, and frontal geometry, is referred to as experiment InvAC.
Note that we always update the frontal geometry (one exception
to this rule is shown in the supplement) to reflect changes due
to either calving or frontal advance due to ice advection.

To test H1, we take the value of A from a simultaneous inver-
sion for A and C at the time t = t1, i.e. just before a calving event.
Then we invert for C using velocity data obtained at t = t2 (i.e. just

Figure 1. Measured ice-flow speed and ice velocity changes of Pine Island Glacier and its location (red box in inset). The background map is ice-flow speed derived
from Sentinel 1A/B on September 2019. The purple lines indicate the position of the grounding line. The overlaid arrows present the difference of the velocity fields
between 15 February 2020 and 14 February 2017, that is before the first calving event on 23 September 2017 and after that last calving event on 11 February 2020.
All datasets are based on Joughin and others (2021).
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after the event), while keeping A unchanged. If the ice-flow model
can reproduce the velocity field with sufficiently small errors, we
accept H1 and conclude that the velocity changes are possibly
caused by the upstream dynamics and calving. Formally, this
experiment can be summarized as: calculate velocities at t = t2
as u2 = F(A1, RC(v2, A1, G2), G2), where (A1, C1) = RAC(v1, G1),
and inspect the size and distribution of the velocity residuals
r2 = u2− v2. This is referred to as experiment InvC.

If H1 is rejected, we test H2 by now additionally including the
influence of ice thickness changes and adjust the grounding line
locations accordingly. Similarly to when testing H1, if t1 < tC <
t2, where tC is the time of a calving event, we initially invert for
A1 and C1 at t = t1, then update our estimate of C for t = t2 by per-
forming a new inversion, which now also includes estimates of ice
thickness changes. Hence, our estimate for C2 is now
C2 = R(v2, A1, G∗

2), where G∗
2 is a modified ice-shelf geometry

where we have both updated the frontal geometry and applied a
prescribed ice thickness changes across the glacier. This is referred
to as experiment InvCT.

Only if both H1 and H2 are rejected, do we test H3. When test-
ing H3, we invert for both A and C at the time after the calving
event, in addition to prescribing the geometry changes as done
in H2. Formally, we first estimate (A2, C2) = R(v2, G2) at t = t2.
The residuals at t = t2 are calculated as r2 = u2− v2, where the
modelled velocities u2 are calculated as u = F(A2, C2, G2). This
is experiment InvAC.

3. Results

In this section, we present the results of the experiments exploring
the effect of changes in the ice-softness factor, A, during 2017–
2020, on ice velocity.

Before testing the hypotheses H1–H3, we initially duplicated
the diagnostic calving perturbation experiment of Joughin and
others (2021) where the total 2017–2020 loss is simulated as a sin-
gle event. In good overall agreement with Joughin and others
(2021), we found that this resulted in a significant speedup com-
parable to that observed. However, we also find that the simulated
impact of the calving events did not produce a perfect fit to the
observational data, and analyses of the velocity residuals showed
that these were not randomly distributed (Fig. S5). Nevertheless,
our results support the general conclusion of Joughin and others
(2021) ‘that the recent speedup can be largely attributed to the
loss of a large (20%) section of the shelf from 2017 to 2020’.

After having established that the observed changes in velocity
cannot be explained fully through calving alone, we explore the
role of changes in A in further impacting ice velocities. We do
this by conducting a series of inversion for A, starting by analys-
ing velocity changes in the intervening periods between calving
events (Section 3.1).

Finally, we present the results of experiments (InvC, InvCT and
InvAC) described in Section 2.2 for the three major calving events
that took place on 23 September 2017, 29 October 2018 and 11
February 2020 (Section 3.2).

3.1 Estimate of changes in ice-softness factor for a period
between calving events

In a further initial experiment (see Fig. 2), we focused on the period
in between the substantial calving events, when no ice front retreat
took place. With these experiments, we evaluate the effect of the
evolution of A while the ice front is not retreating. Here we present
the results from 15 August 2019 to 15 November 2019 as an
example, while similar behaviour is observed in between all three
calving events. Using the geometry and velocities from 15
November 2019, we inverted for both A and C, resulting in a
good fit to observed velocities from that time. We then again
inverted for C over the grounding area using the 15 August 2019
velocities, but without updating our estimates of A. This resulted
in considerable differences between calculated and measured veloci-
ties from 15 August 2019 (Fig. 2a), showing that updating condi-
tions upstream of the grounding line is not sufficient to produce
good fit to the data over the ice shelf. Hence, some further processes,
presumably acting over the ice shelf itself, must have played some
additional role in producing the changes in velocities over the
3-month period from 15 August 2019 to 15 November 2019.

We then additionally perturbed the ice-thickness distribution,
using estimates of the rate of surface elevation change of the whole
glacier from Adusumilli and others (2020). This also resulted in
significant, albeit smaller, non-random distribution of velocity
residuals (Fig. 2b). Hence allowing for both changes in upstream
conditions and ice-shelf thinning is also not sufficient to explain
observed changes.

Finally, we inverted for both A and C using 15 August 2019
velocities, and now obtained almost a perfect fit to observed vel-
ocities over the whole ice shelf (Fig. 2c). When inspecting the
changes in the ice-softness distribution, A, we found that the
changes were concentrated in the margins of the ice shelf. This

Figure 2. Misfit between modelled and observed velocities from 15 August 2019. (a) Velocity misfit when inverting for basal slipperiness, C, using velocity data from
15 August 2019 and using ice-softness factor, A, from an inversion done using velocity data from 15 November 2019 (experiment InvC). (b) As in (a) but with added
uniform thinning of 2.5 m applied over the ice shelf (experiment InvCT). (c) As in (a) but now also inverting for A using velocity data from 15 August 2019 (InvAC). As
evident from the size and distribution of the velocity residuals in the panels, obtaining good fit to velocities requires changes in the ice-softness factor A. No calving
event happened between 15 August 2019 and 15 November 2019.
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numerical experiment, hence, suggests that changes in ice dam-
age, as reflected by changes in our inverted A fields, were partly
responsible for the observed changes in velocity from 15 August
2019 to 15 November 2019, and that the observed velocity
changes cannot be fully explained without introducing some
changes in ice damage.

It is possible that our data sources of ice-shelf thinning might
not be completely exact and consequently, our perturbation in ice
thickness over the ice shelf might be somewhat inaccurate.
However, ice-shelf thinning is expected to produce general
decrease in velocities, not increase as is observed here, and fur-
thermore to have a wide-ranging spatial pattern whereby ice-shelf
velocities change gradually with distance. It is, hence, difficult to
see how possible errors in ice-thickness estimates might produce
the type of spatially localized changes in velocities within the mar-
ginal areas. Nevertheless, we conducted further experiments
where we both prescribed uniform average thinning rates, and
spatially variable thinning based on measurements (Adusumilli
and others, 2020; Bamber and Dawson, 2020). The difference in
velocities was, as expected, almost negligible compared to the
observed changes in ice velocities. In conclusion, from this initial
experiment, we can already conclude that the effective rheological
ice-softness parameter, A, must have changed over time, with the
changes primarily concentrated within the ice-shelf margins.

3.2 Testing hypotheses H1–H3

We now test hypotheses H1–H3 using the methodology defined
above and consider each of the three calving events individually.
Again, we use the velocity data from Joughin and others (2021),
available at 3-month intervals, and pick data periods just before
and just after each event.

Before presenting results jointly for all three calving events, we
start by focusing on observed and modelled changes for the 29
October 2018 calving event (Fig. 3). Our approach for the other
two calving events is identical and results for all three calving
events are summarized in Figure 4.

Figure 3a shows observed velocities on 15 November 2018, or
about 16 days after the calving event on 29 October 2018. We
tested H1 by assimilating velocity data from 15 August 2018, or
about 75 days before the calving event, and then changed the
geometry of the ice-shelf front as observed. H2 was then tested
by additionally changing the ice thickness based on estimates of
thinning rates from Bamber and others (2020). Modelled veloci-
ties were in both cases similar, and we therefore only show the

velocity residuals for the H2 experiment (Fig. 3b). As Figure 3b
shows, the velocity residuals exceeded 500 m a−1 in places and
modelled speeds deviate from observations by more than 5%
over large parts of the ice shelf. The velocity residuals are, further-
more, not randomly distributed. The velocity residuals near the
calving front have similar direction to the ice flow, suggesting a
too high modelled ice velocity, while velocity residuals next to
the grounding line are against the ice-flow direction, suggesting
an underestimation of ice velocity. Furthermore, the ice-flow dir-
ection is shifted towards the southern margin upstream of the ice
front. Thus, both H1 and H2 can be rejected, i.e. we cannot match
observed velocities within 5% by changing the frontal geometry
and upstream basal slipperiness (H1) and additionally the ice-
shelf thickness (H2). We then investigated if H3 could also be
rejected by now also allowing changes in ice-shelf softness (A).
The results of that experiment are shown in Figure 3c. Now we
obtain good fit to velocity with velocity residuals randomly dis-
tributed and speed residuals less than 5%, and generally less
than about 1%. We thus conclude that for this calving event,
both H1 and H2 can be rejected but H3 not.

The same experiments were then conducted for the two other
calving events, and the results are summarized in Figure 4. For
added clarity, we show the observed velocity differences between
before and after each calving event and compare those with the
modelled velocity residuals for each inversion experiment.
Figure 4, panels a1to a3, show observed changes in ice velocities
associated with the three calving events on 23 September 2017,
29 October 2018 and 11 February 2020. As above, these observed
changes are calculated using data presented in Joughin and others
(2021), which provides velocity datasets at 3-month intervals.

When only updating our estimate of C following the calving
events, and leaving A unchanged (experiment InvC), we can rep-
licate some of the observed changes (see panels b1 to b3 in Fig. 4).
However, the spatial pattern of modelled changes is both qualita-
tively and quantitatively different from observations. We are, for
example, not able to replicate the large and highly localized
changes in velocities following the 23 September 2017 calving
event along the southern margin (compare panels b1 and a1 in
Fig. 4). For the 29 October 2018 calving event, the spatial pattern
of modelled velocity changes across the whole ice shelf is signifi-
cantly different from observations, with too little changes close to
the grounding line, too large changes towards the calving front,
and the observed localization of velocity changes along both the
southern and northern margins is missing in our model results
(compare panels b2 and a2 in Fig. 4). Similarly, for the third

Figure 3. (a) Observed velocities from 15 November 2018, after the calving event of 29 October 2018. (b) Velocity misfit when inverting for basal slipperiness, C,
using velocity data from 15 November 2018 (experiment InvC) and using ice softness factor, A, from an inversion done using velocity data before the calving event
(15 August 2018). (c) As in (a) but now also inverting for A using velocity data from 15 November 2018.
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calving event from 11 February 2020, the modelled spatial pattern
is clearly qualitatively different from that observed (compare b3
and a3 in Fig. 4). The direction of the velocity residuals also indi-
cates a too high velocity near the ice front, too low velocity near

the grounding line and a shift of ice-flow direction towards the
southern margin. These differences are large enough that visual
inspection alone shows that this modelling experiment, i.e. InvC
cannot replicate several key features of observed changes. We

Figure 4. Topmost row (a1 to a3) shows observed changes in velocities using datasets just prior and just after the three calving events of 23 September 2017, 29
October 2018 and 11 February 2020. The following three rows show modelled velocity changes when updating estimates of C only (b1 to b3, experiment InvC, also
labelled as H1), updating estimates of C and applying unform thinning (c1 to c3, experiment InvCT, also labelled as H2) and updating both A and C (d1 to d3, experi-
ment InvAC, also labelled as H3). For columns 1–3 the prior and after dates were 15 August 2017 and 15 November 2017, 15 August 2018 and 15 November 2018, and
15 November 2019 to 14 February 2020, respectively. Only when inverting for both A and C are observed (row a) and modelled (row d) velocity changes in good
agreement.
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therefore reject hypothesis H1 and conclude that while ice-shelf
frontal retreat did impact velocities, it was not the sole driver of
recent PIG speedup.

We then tested H2 by additionally allowing for the thinning of
the ice by performing the numerical experiment InvCT. The results
are shown in panels c1 to c3 in Figure 4. As evident from the figure
(compare with panels a1 to a3), simulated changes are almost
identical to those of experiment InvC, and similarly at variance
with observations. H2 is, thus, also rejected.

Finally, we test H3 by performing experiment InvAC where we
now allow the ice-softness factor, A, to change with time. The
agreement with observations is now almost perfect (compare
panels top and bottom rows in Fig. 4). Importantly, this agree-
ment can only be obtained by allowing for significant changes
in A. These changes are too large to be ascribed to temperature
effects alone, indicating, as we discuss in more detail below, sig-
nificant changes in ice damage. Further quantitative estimates of
the differences between observed and modelled changes are pro-
vided in the last row of Figure 4 in the form of histograms. Those
show clearly how much smaller the residuals for H3 are, as com-
pared to H1 and H2.

To better understand the impact of individual perturbations in
isolation, we also conducted further numerical experiments where

we only changed frontal positions, or only the ice-softness factor
A, or only applied uniform thinning, according to observed
changes (see Fig. S6). None of these replicated observations.
This experiment showed that changing the ice-softness factor
alone cannot replicate observed changes, further supporting the
conclusion that changes in both frontal geometry and ice-softness
factor are needed for that purpose.

In summary, for all three calving events, we reject hypotheses
H1 and H2, but do not rule out H3 based on available data.

3.3 Evidence for significant and widespread changes of ice
damage

As discussed above, our experiments show that the observed
changes in velocities cannot be replicated in an ice-flow model
without evolving the ice-softness factor A. Our inversions consist-
ently show the largest changes in A being concentrated within the
ice-shelf margins and in areas coinciding with locations of frontal
rifts (compare panels c and d in Fig. 5). In those locations, the
estimated values of A are in places several orders of magnitudes
larger than the estimates of A = 1.67× 10−7 kPa−3a−1 for tem-
perate ice, as summarized from lab measurements (Spring and
Morland, 1983), and A = 0.74× 10−7 kPa−3a−1 from ice-flow

Figure 5. Ice rheology softness factor A on February 2017 (a) and November 2019 (c) as estimated by the inverse method, where the black contour presents the
grounding line. The unit of A is kPa−3a−1 and lab measurements suggest a value of A of about 10−7 kPa−3a−1 for temperate ice. All values above about 10−6 are
therefore most likely effective values indicating the presence of ice damage in those areas. Satellite images of this area on February 2017 and February 2020 from
Landsat are shown in (b) and (d) correspondingly.
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modelling of a temperate glacier (Gudmundsson, 1999).
Comparison between our estimated spatial map of A values and
satellite imagery shows that the areas over which A values exceed
the temperate ice estimates by more than a factor of ten coincide
close with crevassed and fractured areas (see Fig. 5). We therefore
interpret these areas of high A values as indicative of evolving ice
damage. We find clear evidence of significant changes in damage
over time as in Figure 5 when comparing panel a showing esti-
mated damage in February 2017 with panel c showing an estimate
from November 2019. As explained above, observed changes in
velocity cannot be replicated without introducing this variation
in the effective A field.

We conducted further series of inversions for ice softness at
intervals of 3 months covering the period from February 2017
to May 2020. The results (see Fig. S7) show systematic temporal
and spatial changes in A fields, with formation of weak transverse
bands associated with rifting that later gave rise to a calving event,
and particularly noticeable increase in ice damage within the
southern ice-shelf margin. Note that areas to both sides of the
southern margin are afloat. Hence, the location of that margin
does not coincide with any topographical barrier providing lateral
confinement. The damage evolution in this area is therefore most
likely internally driven, and not clearly attributable to any specific
bed geometrical factors. The increase in ice damage within the
southern margin coincides with the formation of a transversally
oriented rift, which in our inverted A fields start to become evi-
dent in May 2019 (see Fig. S7), or at the same time as a noticeable
increase in ice damage within the frontal regions of the southern
side margin. Both developments may therefore have been linked.

4. Conclusions

In agreement with Joughin and others (2021), our numerical
simulations capture the instantaneous and significant speedup
caused by recent calving events of PIIS. However, we also find
that damage evolution impacted ice-shelf velocities and without
accounting for changes in damage over time, observed ice-shelf
velocities cannot be correctly replicated, neither qualitatively
nor quantitatively. Qualitatively, the pattern of velocity changes,
for example the changes in ice-flow velocity within the margins,
cannot be reproduced without including changes in ice damage.
This is, for example, evident when looking at observed and mod-
elled changes in velocities from 15 August 2017 and 15 November
2017 shown in Figure 4, panels a1 to d1. Including calving without
evolving the ice-softness factor A gives rise to too high velocity
near the calving front, too low velocity at the shear margins
and near the grounding line, and velocity direction shifting too
much towards the southern margin. This is likely due to the
advection of the damage field and healing/enhancing of damage
because of local stress changes, which indicates the local damage
changes due to advection and stress field changes may supress or
enhance the speedup of the ice flow at different locations. Without
including changes in ice damage, and only including changes in
frontal position due to the calving event 23 September 2017,
the general pattern of velocity changes within the southern ice-
shelf margin cannot be replicated. Quantitatively, the differences
between observed and modelled velocity changes are in places
as large as 300 m a−1, or about as large as the observed changes.
We also see clear evidence of the importance of damage evolution
within the lateral margins when considering the 3-month period
from 15 August 2019 to 15 November 2019, when no calving
event took place.

Many ice-flow models of present-day conditions either assume
that ice rheology parameters are only dependent on ice tempera-
ture or implement data assimilation method to estimate ice-
softness factor A that is compatible with observation, and then

keep those inverted fields fixed in transient simulations. This
approach would not allow observed changes in speeds to be gen-
erally reproduced to within 5% of observed speed, with deviations
as large as 15% in places (e.g. compare Figs 3a, b).

Developers of ice-flow models usually make careful decisions
about which processes to include in their models. The list of pro-
cesses that one can envision impacting large-scale ice flow is large
and, it appears, ever expanding. However, unless the impact of
these processes on ice flow is quantified and shown to be signifi-
cant in relevant situations, there is arguably limited justification
for including these processes in ice-flow models. Here, we have
attempted to provide a clear quantification of the evolution of
ice damage and its impact on ice-shelf flow by conducting a
case study of the PIIS. This ice shelf is, admittedly, somewhat
unique in that its ice-flow velocities have changed quite signifi-
cantly over a period of only a few years. A recent work on
Thwaites glacier also suggested that the variation in ice speed of
Thwaites ice shelf since 2015 can be accounted for by the
observed changes of fracturing (Surawy-Stepney and others,
2023). The large ice shelves of the Antarctic Ice Sheet, Filchner
Ronne and Ross ice shelves, currently show no comparable
changes in ice velocities. Significant changes in ice velocity of
other ice shelves, for example, the observed doubling of the ice-
flow velocities of Brunt Ice Shelf (Gudmundsson and others,
2017) have been attributed to the loss of pinning points, rather
than changes in ice damage. It is possible that the high flow vel-
ocities of PIIS and Thwaites ice shelf provide particularly favour-
able conditions of fast evolution of ice damage.

Supplementary material. The supplementary material for this article can
be found at https://doi.org/10.1017/jog.2023.76.

Acknowledgements. This work was supported by the TiPACCs (European
Union’s Horizon 2020 research and innovation programme under grant agree-
ment no. 820575) Tipping Points in Antarctic Climate Components, the
NSFgeo-NERC grant (V013319) A new mechanistic framework for modelling
rift processes in Antarctic ice shelves, and the NSFPLR-NERC grant (NE/
S006745) PROPHET (Processes, drivers, predictions: Modelling the response of
Thwaites Glacier over the next century using ice/ocean coupled models), as a
part of the International Thwaites Glacier Collaboration.

Open research. The open-source ice-flow model Úa used for the numerical
simulations is preserved at https://doi.org/10.5281/zenodo.3706624.

References

Adusumilli S, Fricker HA, Medley B, Padman L and Siegfried MR (2020)
Interannual variations in meltwater input to the Southern Ocean from Antarctic
ice shelves. Nature Geoscience 13(9), 616–620. doi: 10.1038/s41561-020-0616-z

Bamber JL and Dawson GJ (2020) Complex evolving patterns of mass loss
from Antarctica’s largest glacier. Nature Geoscience 13(2), 127–131. doi:
10.1038/s41561-019-0527-z

Borstad CP and 6 others (2012) A damage mechanics assessment of the
Larsen B ice shelf prior to collapse: toward a physically-based calving law.
Geophysical Research Letters 39(18), L18502. doi: 10.1029/2012GL053317

Clayton T, Duddu R, Siegert M and Martínez-Pañeda E (2022) A stress-
based poro-damage phase field model for hydrofracturing of creeping gla-
ciers and ice shelves. Engineering Fracture Mechanics 272, 108693. doi: 10.
1016/J.ENGFRACMECH.2022.108693

Cuffey KM and Paterson WSB (2010) The Physics of Glaciers, 4th Edn.
Oxford: Butterworth-Heinemann.

De Rydt J, Reese R, Paolo FS and Gudmundsson GH (2021) Drivers of Pine
Island Glacier speed-up between 1996 and 2016. The Cryosphere 15(1),
113–132. doi: 10.5194/tc-15-113-2021

Favier L and 8 others (2014) Retreat of Pine Island Glacier controlled by mar-
ine ice-sheet instability. Nature Climate Change 4(2), 117–121. doi: 10.1038/
nclimate2094

Fürst JJ and 6 others (2016) The safety band of Antarctic ice shelves. Nature
Climate Change 6, 479–482. doi: 10.1038/NCLIMATE2912

8 Sainan Sun and G. Hilmar Gudmundsson

https://doi.org/10.1017/jog.2023.76 Published online by Cambridge University Press

https://doi.org/10.1017/jog.2023.76
https://doi.org/10.1017/jog.2023.76
https://doi.org/10.5281/zenodo.3706624
https://doi.org/10.5281/zenodo.3706624
https://doi.org/10.1038/s41561-020-0616-z
https://doi.org/10.1038/s41561-020-0616-z
https://doi.org/10.1038/s41561-020-0616-z
https://doi.org/10.1038/s41561-020-0616-z
https://doi.org/10.1038/s41561-019-0527-z
https://doi.org/10.1038/s41561-019-0527-z
https://doi.org/10.1038/s41561-019-0527-z
https://doi.org/10.1038/s41561-019-0527-z
https://doi.org/10.1029/2012GL053317
https://doi.org/10.1016/J.ENGFRACMECH.2022.108693
https://doi.org/10.1016/J.ENGFRACMECH.2022.108693
https://doi.org/10.5194/tc-15-113-2021
https://doi.org/10.5194/tc-15-113-2021
https://doi.org/10.5194/tc-15-113-2021
https://doi.org/10.5194/tc-15-113-2021
https://doi.org/10.1038/nclimate2094
https://doi.org/10.1038/nclimate2094
https://doi.org/10.1038/NCLIMATE2912
https://doi.org/10.1017/jog.2023.76


Gudmundsson GH (1999) A three-dimensional numerical model of the con-
fluence area of Unteraargletscher, Bernese Alps, Switzerland. Journal of
Glaciology 45(150), 219–230. doi: 10.3189/S0022143000001726

Gudmundsson GH (2020) GHilmarG/UaSource: Ua2019b (Version v2019b).
doi: 10.5281/zenodo.3706624

Gudmundsson GH, de Rydt J and Nagler T (2017) Five decades of strong
temporal variability in the flow of Brunt Ice Shelf, Antarctica. Journal of
Glaciology 63(237), 164–175. doi: 10.1017/JOG.2016.132

Gudmundsson GH, Paolo FS, Adusumilli S and Fricker HA (2019)
Instantaneous Antarctic ice sheet mass loss driven by thinning ice shelves.
Geophysical Research Letters 46, 13903–13909. doi: 10.1029/2019GL085027

Hansen PC (1992) Analysis of discrete ill-posed problems by means of the
L-curve. SIAM Review 34(4), 561–580.

Huth A, Duddu R and Smith B (2021) A generalized interpolation material
point method for shallow ice shelves. 2: Anisotropic nonlocal damage
mechanics and rift propagation. Journal of Advances in Modeling Earth
Systems 13(8), e2020MS002292. doi: 10.1029/2020MS002292

Joughin I, Shapero D, Smith B, Dutrieux P and Barham M (2021) Ice-shelf
retreat drives recent Pine Island Glacier speedup. Science Advances 7(24),
eabg3080. doi: 10.1126/sciadv.abg3080

Krug J, Weiss J, Gagliardini O and Durand G (2014) Combining damage
and fracture mechanics to model calving. The Cryosphere 8(6), 2101–
2117. doi: 10.5194/tc-8-2101-2014

Lhermitte S and 7 others (2020) Damage accelerates ice shelf instability and
mass loss in Amundsen Sea Embayment. Proceedings of the National
Academy of Sciences of the USA 117(40), 24735–24741. doi: 10.1073/
PNAS.1912890117

Lindgren F, Rue H and Lindström J (2011) An explicit link between Gaussian
fields and Gaussian Markov random fields: the stochastic partial differential

equation approach. Journal of the Royal Statistical Society: Series B
(Statistical Methodology) 73, 423–498. doi: 10.1111/j.1467-9868.2011.
00777.x

MacAyeal DR (1993) A tutorial on the use of control methods in ice-sheet
modeling. Journal of Glaciology 39(131), 91–98. doi: 10.3189/
S0022143000015744

Mobasher ME, Duddu R, Bassis JN and Waisman H (2016) Modeling
hydraulic fracture of glaciers using continuum damage mechanics.
Journal of Glaciology 62(234), 794–804. doi: 10.1017/jog.2016.68

Morlighem M and 36 others (2020) Deep glacial troughs and stabilizing
ridges unveiled beneath the margins of the Antarctic ice sheet. Nature
Geoscience 13, 132–137. doi: 10.1038/s41561-019-0510-8

Reese R, Gudmundsson GH, Levermann A and Winkelmann R (2018) The
far reach of ice-shelf thinning in Antarctica. Nature Climate Change 8,
53–57. doi: 10.1038/s41558-017-0020-x

Shepherd A and 9 others (2019) Trends in Antarctic ice sheet elevation and
mass. Geophysical Research Letters 46(14), 8174–8183. doi: 10.1029/
2019GL082182

Spring U and Morland LW (1983) Integral representations for the viscoelastic
deformation of ice. Cold Regions Science and Technology 6(3), 185–193. doi:
10.1016/0165-232X(83)90041-1

Sun S, Cornford SL, Moore JC, Gladstone R and Zhao L (2017) Ice shelf
fracture parameterization in an ice sheet model. The Cryosphere 11(6),
2543–2554. doi: 10.5194/tc-11-2543-2017

Surawy-Stepney T, Hogg AE, Cornford SL and Davison BJ (2023) Nature geo-
science episodic dynamic change linked to damage on the Thwaites glacier ice
tongue. Nature Geoscience 16, 37–43. doi: 10.1038/s41561-022-01097-9

Weertman J (1957) On the sliding of glaciers. Journal of Glaciology 3(21),
33–38. doi: 10.3189/s0022143000024709

Journal of Glaciology 9

https://doi.org/10.1017/jog.2023.76 Published online by Cambridge University Press

https://doi.org/10.3189/S0022143000001726
https://doi.org/10.5281/zenodo.3706624
https://doi.org/10.1017/JOG.2016.132
https://doi.org/10.1029/2019GL085027
https://doi.org/10.1029/2020MS002292
https://doi.org/10.1126/sciadv.abg3080
https://doi.org/10.5194/tc-8-2101-2014
https://doi.org/10.5194/tc-8-2101-2014
https://doi.org/10.5194/tc-8-2101-2014
https://doi.org/10.5194/tc-8-2101-2014
https://doi.org/10.1073/PNAS.1912890117
https://doi.org/10.1073/PNAS.1912890117
https://doi.org/10.1111/j.1467-9868.2011.00777.x
https://doi.org/10.1111/j.1467-9868.2011.00777.x
https://doi.org/10.1111/j.1467-9868.2011.00777.x
https://doi.org/10.3189/S0022143000015744
https://doi.org/10.3189/S0022143000015744
https://doi.org/10.1017/jog.2016.68
https://doi.org/10.1038/s41561-019-0510-8
https://doi.org/10.1038/s41561-019-0510-8
https://doi.org/10.1038/s41561-019-0510-8
https://doi.org/10.1038/s41561-019-0510-8
https://doi.org/10.1038/s41558-017-0020-x
https://doi.org/10.1038/s41558-017-0020-x
https://doi.org/10.1038/s41558-017-0020-x
https://doi.org/10.1038/s41558-017-0020-x
https://doi.org/10.1029/2019GL082182
https://doi.org/10.1029/2019GL082182
https://doi.org/10.1016/0165-232X(83)90041-1
https://doi.org/10.1016/0165-232X(83)90041-1
https://doi.org/10.1016/0165-232X(83)90041-1
https://doi.org/10.5194/tc-11-2543-2017
https://doi.org/10.5194/tc-11-2543-2017
https://doi.org/10.5194/tc-11-2543-2017
https://doi.org/10.5194/tc-11-2543-2017
https://doi.org/10.1038/s41561-022-01097-9
https://doi.org/10.1038/s41561-022-01097-9
https://doi.org/10.1038/s41561-022-01097-9
https://doi.org/10.1038/s41561-022-01097-9
https://doi.org/10.3189/s0022143000024709
https://doi.org/10.1017/jog.2023.76

	The speedup of Pine Island Ice Shelf between 2017 and 2020: revaluating the importance of ice damage
	Introduction
	Materials and methods
	Data
	Methodology

	Results
	Estimate of changes in ice-softness factor for a period between calving events
	Testing hypotheses H1--H3
	Evidence for significant and widespread changes of ice damage

	Conclusions
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


