
Acta Numerica (2024), pp. 715–840 Printed in the United Kingdom
doi:10.1017/S0962492924000023

Optimal experimental design:
Formulations and computations

Xun Huan
University of Michigan, 1231 Beal Ave, Ann Arbor, MI 48109, USA

Email: xhuan@umich.edu

Jayanth Jagalur
Center for Applied Scientific Computing, Lawrence Livermore National Laboratory,

7000 East Ave, Livermore, CA 94550, USA
Email: jagalur1@llnl.gov

Youssef Marzouk
Massachusetts Institute of Technology,

77 Massachusetts Ave, Cambridge, MA 02139, USA
Email: ymarz@mit.edu

Questions of ‘how best to acquire data’ are essential to modelling and prediction
in the natural and social sciences, engineering applications, and beyond. Optimal
experimental design (OED) formalizes these questions and creates computational
methods to answer them. This article presents a systematic survey of modern OED,
from its foundations in classical design theory to current research involving OED for
complex models. We begin by reviewing criteria used to formulate an OED problem
and thus to encode the goal of performing an experiment. We emphasize the flexibility
of the Bayesian and decision-theoretic approach, which encompasses information-
based criteria that are well-suited to nonlinear and non-Gaussian statistical models.
We then discuss methods for estimating or bounding the values of these design
criteria; this endeavour can be quite challenging due to strong nonlinearities, high
parameter dimension, large per-sample costs, or settings where the model is implicit.
A complementary set of computational issues involves optimization methods used
to find a design; we discuss such methods in the discrete (combinatorial) setting
of observation selection and in settings where an exact design can be continuously
parametrized. Finally we present emerging methods for sequential OED that build
non-myopic design policies, rather than explicit designs; these methods naturally
adapt to the outcomes of past experiments in proposing new experiments, while
seeking coordination among all experiments to be performed. Throughout, we
highlight important open questions and challenges.
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1. Introduction
Acquiring data to informmodels and guide decisions is an essential part of scientific
enquiry, engineering design and even policy making. Seldom can we construct a
useful model in isolation from data. Rather, data must be used to infer parameters
of models, to assess whether models can provide useful predictions, and to spur
a wide variety of model improvements. In this setting, it is natural to consider
how to acquire data efficiently. Experimental data and field measurements can
be costly or time-consuming to acquire; other information sources, similarly, may
be expensive to query. Yet we face a multitude of choices in designing such
queries. Where to place a sensor? What experimental conditions to impose?
What quantity to observe? Do measurements need to be very precise, or would
a noisier measurement suffice? When should measurements be made? And how
much data should be collected? More broadly, what combination of observations
would be most informative or useful, and how should we precisely define notions
of ‘informative’ or ‘useful’ in the first place? Crucially, these notions must allow
experimental choices to be made before data are acquired.
Optimal experimental design (OED) aims to answer these questions, through

mathematical formulations that formalize and tailor them to the ultimate goals of
acquiring data. A model developer may have many possible goals, and hence
there are many possible criteria for what comprises a good experimental design.
Another essential aspect of OED involves numerical algorithms, e.g. for evaluating
suitable design criteria, for optimizing over possible experimental configurations,
and possibly doing so in a ‘closed-loop’ sequential fashion. Collectively, these
endeavours lie at the intersection of many fields: statistical inference and decision
theory, information theory, Monte Carlo methods, continuous and combinatorial
optimization, dynamic programming and stochastic control, and even reinforcement
learning.
Every OED problem has two essential ingredients: an experiment, which is the

source of data, and a mathematical model. The role of the model is to simulate
what might happen in candidate experiments, and to assess how the results of such
experiments might improve the model and its predictions. Formally, the model
is a statistical model; in some applications, evaluating this statistical model also
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involves significant numerical simulation. An underlying presumption of OED is
that it is worthwhile to perform many calculations involving the model, in order to
plan experiments that are more efficient and effective. These calculations might be
far less expensive (by some metric) than performing experiments, or there might
be other impediments to experimentation that make finding an optimal design in
advance, or building an online optimal design policy for online settings, worth
the effort.
The notion of an ‘experiment’ should be construed quite broadly, and certainly

not limited to laboratory experiments in the traditional sense. A high-fidelity
simulation of a complex model, used to produce data to calibrate the parameters
of a simpler model, constitutes an experiment. Arranging a network of sensors,
or planning the path of an airborne vehicle carrying instruments, also constitutes
designing an experiment. Application domains in which OED is used are similarly
vast. OED has long been an essential part of statistical modelling, from the design
of clinical trials (Berry, Carlin, Lee and Müller 2010) to the design of computer
experiments (Sacks,Welch, Mitchell andWynn 1989); the latter is closely related to
the classical problem of design for regression (Elfving 1952, Kiefer and Wolfowitz
1959, Kiefer 1961a). But OED can also be applied to problems involving parameter
inference in ordinary or partial differential equations (Huan and Marzouk 2013), to
a wide range of inverse problems (Haber, Horesh and Tenorio 2008, Alexanderian,
Petra, Stadler and Ghattas 2016b, Ruthotto, Chung and Chung 2018, Alexanderian
2021, Helin, Hyvönen and Puska 2022), and to myriad other ‘complex’ models of
data-generating processes – in astronomy (Loredo 2011), systems biology (Liepe,
Filippi, Komorowski and Stumpf 2013), aeroelasticity (Riley et al. 2019), reliability
testing (Weaver and Meeker 2021), and beyond.
The evolution of experimental design has a rich and fascinating history. Early

twentieth-century approaches to experimental design were motivated by agricul-
tural experiments and similar applications. Statistical methods in this setting often
involved hypothesis testing, and a good design was one that maximized the sensit-
ivity of the test. Notable works by Fisher and his collaborators during this period
introduced concepts such as balance, orthogonality, blocking and aliasing (Fisher
1936, Craig and Fisher 1936, Yates 1933, 1937, 1940, Bose 1939, Bose and Nair
1939). Wald recognized that these ideas were relevant to many other fields, and
in a seminal paper (Wald 1943) introduced formal notions of the efficiency of a
design. With this framework, he was able to explain the success of designs based on
Latin squares, commonly used in agricultural experimentation. Following Wald’s
work, many core ideas of modern OED emerged towards the middle of the twen-
tieth century (Elfving 1952, Lindley 1956, Kiefer 1958, Stone 1959, Kiefer and
Wolfowitz 1959, Kiefer 1959, 1961a), some of them influenced by the emerging
discipline of decision theory. Kiefer distinguished various design criteria by giv-
ing them meaningful names, and thus originated current ‘alphabetic optimality’
terminology (Kiefer 1958). Much later, Kiefer also showed inter-relationships
among various design criteria by introducing more general notions of ‘universal’
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optimality (Kiefer 1974). Lindley’s work in the same period (Lindley 1956) aligns
more closely with Bayesian statistical thinking, and deserves special mention in
light of the current popularity of information-theoretic design criteria. These ap-
proaches remained largely intractable half a century ago, but with advances in
computing power and algorithms, these more general and arguably more rigorous
design criteria have become feasible to implement. For a more detailed history of
OED, we refer readers to Wynn (1984) and to the texts by Fedorov (1972), Shah
and Sinha (1989) and Pukelsheim (2006).
In recent years, interest in OED has expanded from the statistics literature into the

uncertainty quantification and applied mathematics communities, where, as noted
earlier, an animating goal has been to advance OED methodologies for ‘complex’
models. Here many forms of complexity are relevant: high-dimensional paramet-
ers, computationally intensive likelihood functions that involve the evaluation of
ordinary or partial differential equations, strong nonlinearity in the dependence
of observables on parameters, and the associated non-Gaussianity of posterior
distributions in the Bayesian setting. Additional complexities can arise due to data-
generating processes that evolve in time, which present the opportunity to design
and implement experiments adaptively, i.e. where the results of previous exper-
iments influence the next; this is the setting of sequential optimal experimental
design. Another thread relevant to modern OED has come from the computer
science literature, where much attention has been paid to the optimization of set
functions; methods here underpin a combinatorial approach to OED, where the
problem is cast as choosing a subset of a given ‘ground set’ of feasible candidate
experiments. And in recent years, tools from machine learning and in particular
deep learning have become quite useful for OED, for instance by offering new
ways of evaluating complex design criteria in high dimensional, non-Gaussian set-
tings. Of particular interest are expressive machine learning models and learning
algorithms for the underlying density (or density ratio) estimation tasks. We will
discuss all of these threads, and many more, in the ensuing sections.
We mention here several other excellent surveys that may be of interest to the

reader. Steinberg and Hunter (1984) and Pukelsheim (2006) (updated from the
original 1993 version) provide comprehensive reviews of non-Bayesian OED for
linear models. Ford, Titterington and Kitsos (1989) discuss design for nonlin-
ear models, while DasGupta (1995) discusses Bayesian designs, mostly for linear
models. Atkinson, Donev and Tobias (2007) provide extensive coverage of linear
optimal design theory, with some extension to nonlinear and Bayesian methods.
The paper of Chaloner and Verdinelli (1995) is an influential review from a stat-
istical perspective, highlighting features of the Bayesian and decision-theoretic
approach to OED. We view the Bayesian approach as very natural in the setting of
design, and will largely adopt such a perspective here. Clyde (2001) presents an
overview of Bayesian OED formulations with various choices of utility.
More recent reviews have placed a greater emphasis on computation. Ryan,

Drovandi, McGree and Pettitt (2016) discuss Bayesian formulations of OED and
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then survey computational algorithms for realizing Bayesian designs, emphasiz-
ing Monte Carlo methods for estimating design criteria and for searching through
design space. Alexanderian (2021) reviews OED for Bayesian inverse problems,
emphasizing formulations and algorithms for the infinite-dimensional (function
space) setting. Rainforth, Foster, Ivanova and Smith (2023) provide a survey
highlighting recent machine learning and reinforcement learning tools in OED, in-
cluding sequential design. Strutz and Curtis (2024) present a review of variational
OED methodologies and their application to geophysical and in particular seismo-
logical problems. There may be other recent reviews of which we are unaware, and
we apologize for such omissions.

1.1. Scope and organization of this article

This article aims to provide a broad, comprehensive survey of methodologies for
optimal experimental design. Our perspective covers both formulations, i.e. the
manyways of posing anOEDproblem, and computations, i.e. numerical algorithms
for finding optimal designs, or tractable approximations of optimal designs, for a
range of problem settings. The second topic in particular is multi-faceted – we will
draw upon Monte Carlo methods, algorithms for inference and density estimation,
and a variety of optimization approaches – but naturally enjoys a close interplay
with the first. Our goal is to guide readers who are new to OED from the basic
ideas to the research frontier, and to illuminate open issues and challenges at that
frontier. Indeed, we believe that the present moment is ripe for a survey of the
field: the problems that remain are quite challenging, and a synthesis of ideas
and approaches from many different intellectual communities (some of which have
been rather disconnected) is needed to make progress.
The article is organized as follows. We begin in Section 2 by describing possible

design criteria for OED, each encoding a different notion of what constitutes a
‘good’ experiment. The applicability of these criteria ranges from the rather
specific (e.g. linear-Gaussian problems) to the very general. Many are rooted
in information-theoretic and/or decision-theoretic formulations. We also mention
alternative design heuristics that have been used in practice, and clarify distinctions
between the OED problem and several related but different problems, such as
Bayesian optimization.
In Section 3 we turn to the first step of computation: numerical algorithms for

estimating or bounding the values of these design criteria. We survey Monte Carlo
schemes, as well as variational approximations and density estimation methods,
for this purpose. Some of these algorithms are applicable to so-called ‘implicit’
Bayesian models, where evaluations of the likelihood function or prior density
may be unavailable. We also discuss challenges associated with high-dimensional
parameters and data, and dimension reduction schemes that mitigate these chal-
lenges. In Section 4 we discuss strategies and algorithms for efficiently optimizing
design criteria in various settings. On one hand, we address problems where an
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exact design of interest is represented by continuous (real-valued) variables. On
the other hand, we discuss settings where the design optimization problem is dis-
crete and combinatorial, e.g. a form of subset selection, and continuous relaxations
thereof.
Sections 2–4 focus on the all-at-once (‘batch’) design of experiments, that is,

‘fixed’ or static designs that cannot be adjusted as the outcomes of experiments
are realized. In contrast, Section 5 turns to the problem of sequential OED, where
design decisions are naturally adapted according to the outcomes of previous ex-
periments, while taking into consideration the information to be gained from future
experiments. We present sequential OED in a fully Bayesian setting, leveraging
the formalism of Markov decision processes. We then highlight recent computa-
tional methods for solving this challenging problem, which make use of dynamic
programming, various reinforcement learning techniques and information bounds.
We close in Section 6 with a discussion of open questions and opportunities for

future work.

2. Optimal design criteria
We begin by addressing the central question of any OED formulation: In what
sense should one deem a candidate design to be ‘good’? More specifically, by
what considerations should one candidate design be deemed better than another?
Answering these questions is essential to the notion of optimal design. The answers
are formalized by choosing a quantitative design criterion – a function that can then
bemaximized in order to identify the corresponding optimal design. In this section,
we will discuss a wide variety of design criteria and the goals they encode.
To formulate these criteria, we must first specify a statistical model for the

observations . obtained under a candidate design. We need such a model in order
to predict the outcomes of candidate experiments, and to relate these outcomes to
the ensuing estimation or prediction tasks that motivated the acquisition of data in
the first place. We will initially consider parametric statistical models. Any such
model is a family of probability distributions for . , indexed by (unknown) model
parameters \ ∈ � ⊆ R? and by the choice of design b ∈ Ξ:

M = {F. ;\, b : \ ∈ �, b ∈ Ξ}. (2.1)

This model encodes, for any given value of \ and b, a complete probabilistic
description of the resulting observations, via the cumulative distribution function
F. ;\, b . Further, if every element of M is absolutely continuous with respect to
Lebesgue measure, we can also write the statistical model as a family of conditional
probability density functions, i.e. M = {?. |\, b (H |\, b) : \ ∈ �, b ∈ Ξ}. We will
make this simplifying assumption from here on, with the understanding that the
conditional density of . could be replaced by a conditional probability measure
`(dH |\, b) as needed.
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The parameters \ in the model are unknown and hence the object of estimation or
inference. On the other hand, b can be controlled by the experimenter. For instance,
if candidate . corresponded to observations of a spatiotemporal process, b might
represent the spatial and temporal coordinates of a chosen set of observations. In a
regressionmodel, b encodes the values of the covariates (i.e. independent variables)
at which observations are obtained. Different ways of representing b will give rise
to different optimization problems, which we will discuss in Section 4.
The statisticalmodel immediately yields a likelihood function \ ↦→ ?. |\, b (H |\, b),

and the corresponding symmetric, positive semi-definite ? × ? Fisher information
matrix

�(\, b) B E. |\, b [∇\ log ?. |\, b (. |\, b) ⊗ ∇\ log ?. |\, b (. |\, b)], (2.2)

which is a central object in estimation theory (Lehmann and Casella 1998). Below
we will discuss various design criteria based on the Fisher information matrix.
Alternatively, one can take a Bayesian approach and endow the unknown para-

meters, now denoted as Θ, with a prior distribution. Let this distribution have
(Lebesgue) density ?Θ on R?. We will always assume that the prior density is
functionally independent of the design b. The posterior density of Θ is then given
by Bayes’ rule:

?Θ |. , b (\ |H, b) =
?. |Θ, b (H |\, b) ?Θ(\)

?. |b (H |b)
. (2.3)

In the Bayesian paradigm, the prior and posterior distributions represent, respect-
ively, our states of knowledge before and after having observed. = H. Themarginal
density of the observations,

?. |b (H |b) =
∫

?. |Θ, b (H |\, b) ?Θ(\) d\,

appearing in the denominator of (2.3), is called the evidence or marginal likelihood.
We will also call this distribution the prior predictive, as it reflects our probabilistic
prediction of future values of . given only the prior on Θ, the statistical model and
a chosen design. Having observed a particular value of the data, say H∗, at some
chosen design b, the posterior predictive density of the data . for a new design
b+ is

?. |b+,H∗, b (H |b+, H∗, b) =
∫

?. |Θ, b (H |\, b+) ?Θ |. , b (\ |H∗, b) d\.

Many design criteria discussed below will explicitly take advantage of this
Bayesian formulation of the inference problem. Indeed, we will see that it is
useful to have the ability to incorporate prior information on Θ – in general, but
especially in nonlinear design settings – and that the Bayesian approach to OED is
natural for decision-theoretic reasons as well.
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2.1. Design criteria for the linear-Gaussian setting

A rich variety of design criteria, both Bayesian and non-Bayesian, have been de-
veloped for linear-Gaussian models. This class of statistical models has numerous
practical applications: certainly linear regression, but also linear inverse prob-
lems, where observations depend indirectly on the parameters through the action
of some linear operator. Canonical linear inverse problems include deconvolu-
tion, computerized tomography and source inversion, among many others (Kaipio
and Somersalo 2006). Design criteria in this setting are often quite explicit and
tractable, and also serve as a building block for certain nonlinear design approaches.
We specify a general linear-Gaussian model as

. = �\ + E , (2.4)

where � ∈ R=×? represents the linear ‘forward’ operator, mapping parameters to
data in R=, and E is a Gaussian random variable with full-rank covariance matrix
Γ. |Θ ∈ R=×= that does not depend on \. We let E have mean zero; choosing
otherwise would not affect the developments below. In general, both � and Γ. |Θ
can depend on the design b; that is, we have�(b) and Γ. |Θ(b). The linear-Gaussian
model can be summarized as . |\, b ∼ N (�(b)\, Γ. |Θ(b)).

2.1.1. Classical alphabetic optimality
The Fisher information matrix associated with (2.4) is

�(\, b) = �(b) = �(b)>Γ. |Θ(b)−1�(b). (2.5)

It is thus independent of the value of the parameters \; this property of linearmodels
greatly simplifies the construction of design criteria. Note also that the inverse of
the Fisher information matrix, �−1, when it exists, is the covariance of the least-
squares estimate and hence the maximum likelihood estimate, \̂(H), of \. Many
classical design criteria are therefore chosen to be scalar-valued functionals of the
matrix �. Indeed, we must somehow ‘scalarize’ � to produce a useful optimization
objective, and various scalarizations encode different goals. We recall several of
these so-called ‘alphabetic optimality’ criteria as follows.
A-optimal design seeks

b∗ ∈ arg max
b ∈Ξ

tr(�(b)).

When � is invertible, which is invariably the situation of interest in classical design
and what we shall assume in the remainder of this subsection, the optimization
problem above is equivalent to minb ∈Ξ tr(�−1(b)), which can be interpreted as
minimizing the average variance of the ? components of \̂. D-optimal design,
similarly, seeks

b∗ ∈ arg min
b ∈Ξ

log det(�−1(b)),
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which minimizes the volume (in R?) of the smallest 100(1 − U)% confidence
ellipsoid for \, for any confidence level 1 − U. A useful distinguishing feature of
D-optimal designs is that they are invariant under linear reparametrization (and
hence rescaling) of \; that is, if \ ′ = "\ for some invertible matrix " , then a
design that is D-optimal for \ is also D-optimal for \ ′. This is not true, in general,
for other optimality criteria.
While the A- and D-optimality criteria explicitly involve all the eigenvalues of

�, E-optimal designs minimize the maximum eigenvalue of �−1(b), _max(�−1(b))
(equivalently, maximize _min(�(b)) = 1/_max(�−1(b))). Such designs thus minim-
ize the variance of @>\̂ among all @ ∈ R? satisfying a norm constraint, that is, they
minimize max‖@ ‖=F Var(@>\̂) = max‖@ ‖=F @>�(b)−1@ for any F > 0.

A-, D- and E-optimality are perhaps the essential building-block design criteria
for linear models, but there are numerous others. Some focus on the estimation of a
linear combination of the parameters \, or a subset of the elements of \. Suppose,
for example, that we are primarily interested in �>\, where � ∈ R?×B, B < ?, and
� has rank B. Then DA-optimality generalizes D-optimality by seeking

b∗ ∈ arg min
b ∈Ξ

log det(�>�−1(b)�). (2.6)

This objective is justified by noting that �>�−1(b)� is the covariance matrix of
�>\̂. If we put � = [�B 0]>, then the design criterion (2.6) focuses on the first B
elements of \; this is called DS-optimality.
An analogous generalization of A-optimality, for some matrix ! ∈ R?×?, is

called L-optimality (Atkinson et al. 2007):

b∗ ∈ arg min
b ∈Ξ

tr(�−1(b)!).

If ! is symmetric and has rank B ≤ ?, then it can be expressed as ! = ��> for
� ∈ R?×B. Then, using the cyclic property of the trace, the L-optimality objective
can be rewritten as tr(�>�−1(b)�). If �> is a row vector in this setting (i.e. B = 1),
then the criterion seeks to minimize the variance of a single linear combination of
the parameters, and it is called c-optimality.
Other criteria instead seek to control the variance of predictions of the linear

model. Consider, specifically, a regression model on some compact domain X ,
where each row of � is given by the evaluation of a feature vector 5 : X → R?;
that is, the 8th row of � is �(8, :) = 5 >(G8) for some G8 ∈ X that is in the support
of the design b. The G-optimality criterion considers the variance of the predicted
response at any point G ∈ X , 5 >(G)�−1(b) 5 (G), and seeks a design b that will
minimize the maximum value of this variance, that is,

b∗ ∈ argmin
b ∈Ξ

max
G∈X

5 >(G)�−1(b) 5 (G). (2.7)

Variants of this criterion that target the average variance of the predicted response
over a region, rather than its maximum, are called I-optimality or V-optimality. For
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a much more comprehensive discussion of classical alphabetic optimality criteria
and their properties, we refer to Hedayat (1981) and Shah and Sinha (1989) as well
as Atkinson et al. (2007, Chapter 10).
We should note here that the assumption of normality on . is generally not

needed for these criteria to apply, and for the statistical interpretations given above
to hold. Rather, we need only that E[. ] = �\ and Cov(. ) = Γ. |Θ. The best linear
unbiased estimator still follows from the least-squares solution in this setting, and
its performance is bounded by the Fisher information matrix (cf. Cramér–Rao
bounds). In many situations (including the usual setting for G-optimality described
above), it is further assumed that Γ. |Θ = f2�, that is, the observational errors are
uncorrelated and have constant variance.

2.1.2. Bayesian alphabetic optimality
In the Bayesian setting, the parameters \ of the linear model (2.4) are endowed
with a prior distribution. Since these parameters are now modelled as random
variables, we write them as uppercase Θ and require that E and Θ are independent.
Choosing a conjugate Gaussian prior, Θ ∼ N (`Θ, ΓΘ), we obtain a posterior
distribution that is again Gaussian; it can be written in closed form as Θ|H, b ∼
N (`Θ |. (H, b), ΓΘ |. (b)), where

ΓΘ |. (b) B
(
�(b)>Γ. |Θ(b)−1�(b) + Γ−1

Θ

)−1
, (2.8)

`Θ |. (H, b) B ΓΘ |. , b
(
�(b)>Γ. |Θ(b)−1H + Γ−1

Θ `Θ
)
. (2.9)

The posterior mean therefore depends on the realized value of the data H, but the
posterior covariance matrix does not.
The Bayesian analogue to classical alphabetic optimality uses design criteria

that are functions of the posterior covariance matrix. Prior knowledge – and more
generally the ‘balance’ of information between the prior and the likelihood, where
the latter may be affected by the number of observations – will therefore affect the
optimal design, since the design criteria depend on the dispersion (shape and scale)
of the posterior.
For instance, Bayesian A-optimality seeks designs that minimize the trace of the

posterior covariance matrix,

b∗ ∈ arg min
b ∈Ξ

tr(ΓΘ |. (b)) = tr((�(b) + Γ−1
Θ )−1).

Note that, in contrast with classical A-optimality, this objective no longer requires
� to be invertible, as long as the prior covariance ΓΘ is chosen to have full rank.
The same is true of all other Bayesian alphabetic optimality criteria, making these
criteria well-suited to designs with fewer than ? support points, and to ill-posed
inverse problems generally (Haber et al. 2008). Bayesian D-optimality seeks to
minimize the log-determinant of the posterior covariance matrix,

b∗ ∈ arg min
b ∈Ξ

log det(ΓΘ |. (b)). (2.10)
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Similarly, Bayesian DA-optimality seeks to minimize the log-determinant of the
covariance of the posterior predictive distribution of �>\, for some matrix � ∈
R?×B with rank B < ?; hence the goal is to minimize log det(�>ΓΘ |. (b)�). See
Attia, Alexanderian and Saibaba (2018) for an application of this criterion, and of a
Bayesian analogue of classical L-optimality. Bayesian E-optimal design minimizes
the maximum eigenvalue of ΓΘ |. (b), and so on. For an extensive discussion
of Bayesian alphabetic optimality criteria and their interpretations, we refer the
reader to Chaloner and Verdinelli (1995) and DasGupta (1995). We will also
revisit several of these criteria from the more general viewpoint of decision theory
in Section 2.2; the decision-theoretic formulation lets us derive many Bayesian
alphabetic optimality criteria from specific utility functions and, crucially, enables
generalization to nonlinear models.
In the Bayesian setting, it is also natural to consider linear models with unknown

variance parameters, e.g. Γ. |\ = f2� with unknown f2, and to endow these
variance parameters with suitable priors. In general, this extension modifies the
optimality criteria discussed above – with some exceptions, such as Bayesian A-
optimality using a conjugate inverse Gamma prior for f2; for more information,
see Chaloner and Verdinelli (1995).

2.1.3. Designs as probability measures
So far, we have deliberately remained somewhat non-specific in describing how
the design b enters the statistical models (2.1) or (2.4), other than to think of b
as representing all the chosen ‘coordinates’ or locations of the observations on
some continuous domain X , or the indices of observations selected from some
countable set of candidates. One rather elegant way of formalizing these examples
is to cast the design as a probability measure on some domain X . This viewpoint,
originating in Kiefer and Wolfowitz (1959), is widely adopted in the classical
literature on optimal design.
To explain this perspective, let us first consider the discrete case, where X is a

countable and perhaps finite set of observation indices, X = {1, 2, 3, . . .}. Suppose
that we wish to choose = observations in total. If =8 observations are taken at each
point 8 = 1, 2, 3, . . . and

∑
8 =8 = =, then we can write b8 = =8/= and consider (b8)8 to

be a probability measure (Chaloner and Verdinelli 1995). This class of ‘quantized’
measures, with integer =8 and hence weights that are multiples of 1/=, is called
an exact design. If each point can only be observed once, i.e. if the selection is
without replacement, then we further require =8 ∈ {0, 1}. It is often useful to
relax the integer constraint, such that b is any probability measure over the set of
candidate indices; in this case, b is called a continuous or approximate design.
Then Ξ is the set of all probability mass functions over X .
Now consider the setting of continuous observation indices, on a compact set

X ⊆ R3 , for 3 ≥ 1. This setting allows candidate observations to be indexed by
some continuous coordinates, e.g. angles for a tomography problem, real-valued
spatial coordinates for a sensor placement problem, or any other covariates in a
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generic regression problem. The notion of a continuous design extends naturally:
b is simply a probability measure on X , and Ξ is the set of all such probability
measures. An exact design here would be a finite mixture of Dirac measures with
quantized weights, that is, a measure supported on a finite collection of points in
X with mixture weights that are multiples of 1/=, i.e. b = 1

=

∑=
8=1 XG8 for G8 ∈ X .

A nice consequence of this general viewpoint is that many quantities relevant
to the preceding design criteria can be written as integrals with respect to b.
Consider a linear regression model with features 5 : X → R? and uncorrelated
observational errors. If the design b is supported on = equally weighted points
G8 ∈ X , 8 = 1, . . . , =, then the Fisher information matrix of the model is

�(b) =
1
f2

=∑
8=1

5 (G8) 5 (G8)>. (2.11)

This expression follows from (2.5) by setting

� = [ 5 (G1)>; 5 (G2)>; . . . ; 5 (G=)>] ∈ R=×?

and Γ. |\ = f2�=. If the design has continuous support, then we simply have
instead

�(b) =
=

f2

∫
X
5 (G) 5 (G)>b(dG),

where the = above ensures that the scaling of the integral is consistent with (2.11).
It is natural to wonder how to reconcile this continuous viewpoint with the

existence of classical optimal designs supported on a finite set of points in X
(Atwood 1969). In other words, when optimizing some design criterion over the
set of all probability measures on the infinite set X , why should a minimizer be
supported only on a finite number of locations? In fact, as explained in Atwood
(1969) and Kiefer (1961b), under conditions satisfied by any of the design criteria
in Section 2.1.1, there exists an optimal design supported on at most ?(? + 1)/2
points. Intuition for the result follows from Carathéodory’s theorem, compactness
of X , and the fact that � is a ? × ? symmetric matrix: the optimal information
matrix � can always be expressed as a convex combination of at most ?(? + 1)/2
rank-one matrices, each produced by a single-point design. The need for � to be of
full rank, on the other hand, imposes a lower bound of ? on the number of points
in an optimal design. In the case of Bayesian alphabetic optimality criteria for
linear models, similar upper bounds for the number of support points in an optimal
design have also been derived (Chaloner 1984). In the nonlinear setting, however,
the Fisher information matrix depends on the parameter \ (see Section 2.1.4). A
common approach, discussed below, is then to average a local design criterion over
a distribution on \. Because now (infinitely) many information matrices �(\, b)
are involved, upper bounds on the number of support points do not in general hold
(Atkinson et al. 2007, Chaloner and Larntz 1989).
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An important theme in classical design theory has been the construction of so-
called ‘equivalence theorems’ for continuous designs. The first such result was
due to Kiefer and Wolfowitz (1960), who showed that any continuous D-optimal
design is also G-optimal, and vice versa. This result was substantially generalized
by Kiefer (1974) and Whittle (1973). The resulting ‘general equivalence theorem’
relies on the fact that the design criteria to be minimized are convex functionals q of
the probability measure b. Under this condition, with some further assumptions on
the regularity of q, the equivalence theoremprovidesmultiple equivalent conditions
for the optimality of a design b∗, some of which correspond to verifying that the
directional derivatives of q (with respect to feasible designs b) are zero at b∗. The
latter are useful to check optimality of a given design measure (in the continuous
case), and have been employed in algorithms (Wynn 1972). Variants of the general
equivalence theorem have been established for Bayesian alphabetic optimality in
linear models (Chaloner 1984, Pilz 1991) and for certain local optimality criteria
averaged over the prior in nonlinear models (Chaloner and Larntz 1989). There is
a vast array of results along this theme, which we will not attempt to survey here.
Instead we refer the reader to the comprehensive framework in Pukelsheim (2006),
which tackles design optimality for linear models using tools of convex analysis,
and the historical perspective in Wynn (1984).
Since our interest is largely in nonlinear problems (aswell as infinite-dimensional

linear problems), we will generally resort to numerical methods for optimizing over
b, which must in any case employ tractable finite-dimensional parametrizations of
candidate designs. Moreover, only an exact design can be realized in an experiment,
and hence some notion of ‘rounding’ is needed if a problem is initially solved from
a continuous design perspective. We will discuss these considerations further in
Section 4.

2.1.4. Challenges of nonlinear design
In problems where dependence on the model parameters \ is nonlinear, the Fisher
information matrix � will generally vary with \. Since \ is unknown, it is then
unclear where to evaluate �(\, b) and any of the associated design criteria.

A relatively crude approach is simply to choose some reference or ‘best-guess’
parameter value \0 and proceed; this is known as ‘local’ design, but it clearly
ignores parameter uncertainty and the impact of nonlinearity, and may have sharp
dependence on the choice of \0. One could iterate this approach, by estimating \
after collecting data from a first local design, and then using the estimated parameter
value to produce a new local design, and so on (Korkel, Bauer, Bock and Schloder
1999). A more principled alternative is a minimax formulation (Fedorov and Hackl
1997, King andWong 2000, Berger andWong 2009). If q(\, b) is any ‘local’ design
criterion (containing the parameter-dependent Fisher information matrix �(\, b),
for instance, q(\, b) = log det �−1(\, b)), then we seek

b∗ ∈ argmin
b ∈Ξ

max
\ ∈�

q(\, b).

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0962492924000023
Downloaded from https://www.cambridge.org/core. IP address: 3.15.4.105, on 11 Sep 2024 at 10:37:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0962492924000023
https://www.cambridge.org/core


728 X. Huan, J. Jagalur and Y. Marzouk

An interpretation of this objective is that it seeks the design with best performance
for the worst-case parameter value, i.e. the value of \ that is most challenging to
estimate (in the sense of q). This idea has been explored by Sun and Yeh (2007)
and Siade, Hall and Karelse (2017), among others, but generally leads to a rather
difficult optimization problem. Typically q is chosen to be a classical alphabetic
optimality criterion (as in the example of D-optimality above), and thus the only
‘prior’ information on \ in these formulations is via the set �.

Another natural alternative is to introduce a prior distribution ?Θ for \ and to
average any local design criterion q(\, b) over this prior. This approach is widely
adopted, due in no small part to its computational tractability; see Pronzato and
Walter (1985) and Fedorov and Hackl (1997). If q is solely based on the Fisher
information, however, then such a formulation is only ‘pseudo-Bayesian’ (Atkinson
et al. 2007, Ryan et al. 2016). Indeed, in some such works, the prior is used as
a means of handling the parameter dependence arising from nonlinearity but then
discarded for subsequent analysis. Ryan et al. (2016) argue that any ‘fully Bayesian’
design criterion must be a functional of the posterior distribution. Interestingly,
however, Walker (2016) shows that prior expectation of the trace of the Fisher
information matrix, ∫

tr(�(\, b))?Θ(\) d\,

has an information-theoretic interpretation. Overstall (2022) and Prangle, Har-
bisher and Gillespie (2023) both explore using this quantity as a design criterion in
nonlinear problems, and show that it has a decision-theoretic justification as well.
As a step in the ‘fullyBayesian’ direction, given a nonlinearmodel and aGaussian

prior ?Θ with full rank covariance matrix ΓΘ, one could seek, as proposed in
Chaloner and Verdinelli (1995),

b∗ ∈ arg max
b ∈Ξ

∫
log det

(
�(\, b) + Γ−1

Θ

)
?Θ(\) d\. (2.12)

This can be loosely interpreted as minimizing the average, over the prior pre-
dictive distribution of . , of the log-determinant of the covariance of a Gaussian
approximation of each resulting posterior. Yet this interpretation is rather impre-
cise, as for a general nonlinear model, �(\ ′, b) + Γ−1

Θ
can be very far from the

precision matrix of the posterior distribution that results from a realization of the
data H ∼ ?. |\, b (·|\ ′, b). Criteria such as this are best viewed as approximations
of an expected utility function arising from a more principled decision-theoretic
formulation, which we discuss next.

2.2. Decision- and information-theoretic formulations

The decision-theoretic approach to OED was formalized by Lindley (1956) (see
also Stone 1959, Raiffa and Schlaifer 1961) and has two primary ingredients: a
utility function D, chosen to reflect the purpose of the experiment, and the Bayesian
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principle of averaging over what is uncertain (Berger 1985). In this framework,
any design criterion takes the form of an expected utility, to be maximized with
respect to b:1

*(b) = E. ,Θ |b [D(b,. ,Θ)] =
∬

?(H, \ |b) D(b, H, \) d\ dH. (2.13)

Here, the utility function D(b, H, \) quantifies the value of an experiment performed
with a design b that yields observations H, if the true parameter value is \. Since the
outcome of the experiment is not known when selecting b, and since the parameter
value is also uncertain, we average over the joint prior distribution of. andΘ. This
process yields the expected utility *(b). Many choices of utility function D have
been proposed and explored in the literature. We review some of the possibilities
below.

2.2.1. Expected information gain in parameters
The influential paper of Lindley (1956) proposed using the expected gain in Shan-
non information, from prior to posterior, as an optimal experimental design cri-
terion. It is evocative to think of this quantity in at least two ways, namely

*KL(b) = E. |b [�KL(?Θ |. , b | |?Θ)] (2.14)
= �(Θ) − �(Θ|., b), (2.15)

where �KL denotes the Kullback–Leibler (KL) divergence, or relative entropy,
from prior to posterior,

�KL(?Θ |H, b | |?Θ) =
∫

?(\ |H, b) log
?(\ |H, b)
?(\)

d\, (2.16)

and the two terms in (2.15) are the entropy and conditional entropy, respectively:

�(Θ) = −
∫

?(\) log ?(\) d\, (2.17)

�(Θ|., b) = −
∬

?(H, \ |b) log ?(\ |H, b) d\ dH. (2.18)

Equality of the expressions (2.14) and (2.15) is easily verified. Note that *KL is
always non-negative: conditioning reduces entropy on average (not necessarily for
each realization . = H, but when averaging over values of H), with zero entropy
reduction �(Θ) = �(Θ|., b) if and only if Θ and . |b are independent. Similarly
the KL divergence, whose expectation yields (2.14), is always non-negative and
reaches zero if and only if the two distributions being compared are identical (Cover
and Thomas 2006). Some intuition for maximizing this criterion is that the design
b yielding data. thatmost reduce Shannon entropy is, in this information-theoretic

1 Beginning in this section, we will drop subscripts from probability density functions when the
arguments are explicit, letting these arguments make the choice of density clear.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0962492924000023
Downloaded from https://www.cambridge.org/core. IP address: 3.15.4.105, on 11 Sep 2024 at 10:37:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0962492924000023
https://www.cambridge.org/core


730 X. Huan, J. Jagalur and Y. Marzouk

sense, the most informative. Another intuition is that an optimal experiment should
maximize the ‘change’ (here, quantified by the KL divergence) from the prior to
the posterior, averaged over the prior predictive distribution of the data . .
Lindley’s original rationale for the design criterion *KL was not rooted in de-

cision theory, but the criterion was later given a decision-theoretic justification by
Bernardo (1979); see also the discussion in Prangle et al. (2023). Bernardo frames
the task of inference as a decision problem, where making a decision amounts to
returning a probability density function for the parameters of interest Θ. He argues
that the utility function for this decision should be a proper, local scoring rule
(Gneiting and Raftery 2007), and that these desiderata in turn dictate that D must
specifically be a logarithmic scoring rule. In the language of (2.13) above, this
means that one should choose

Dscore(b, H, \) = log ?(\ |H, b) − log ?(\). (2.19)

Substituting this utility into (2.13) immediately yields (2.14) and (2.15).
Note also that choosing the utility to be the KL divergence from prior to posterior,

which depends explicitly on H and b but not on \,

Ddiv(b, H, \) = �KL(?Θ |H, b | |?Θ) = Ddiv(b, H), (2.20)

and substituting this utility into (2.13), yields the same expected utility*KL (2.14).
We also call*KL the expected information gain (EIG) inΘ, from prior to posterior.
It is useful for subsequent computations (see Section 3) to write the EIG more
explicitly as follows:

*KL(b) =
∬

?(H, \ |b) log
?(\ |H, b)
?(\)

d\ dH (2.21)

=

∬
?(H, \ |b) log

?(H |\, b)
?(H |b)

d\ dH (2.22)

=

∬
?(H, \ |b) log

?(H, \ |b)
?(H |b)?(\)

d\ dH (2.23)

C I(. ;Θ|b).

In all of these expressions, the joint prior predictive density of . and Θ can be
factored as ?(H, \ |b) = ?(H |\, b)?(\), i.e. as a product of likelihood and prior.
Moving from (2.21) to (2.22) is an application of Bayes’ rule (2.3). Both (2.21) and
(2.22) make clear that some kind of posterior calculation is necessary: the former
involves the normalized posterior density ?(\ |H, b), while the latter involves the
posterior normalizing constant ?(H |b). Moreover, these expressions must be eval-
uated for a range of H values – i.e. for ‘all possible’ posterior distributions – via the
outer expectation. The last expression above, (2.23), shows that EIG is equivalent
to the mutual information (MI) between the parameters and observations given the
design, I(. ;Θ|b). Henceforth we will use the terms EIG and MI interchangeably.
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Expanding (2.22) into two terms also shows that the EIG is a difference of
entropies of the data, parallelling (2.15),

*KL(b) = �(. |b) − �(. |Θ, b). (2.24)

For some statistical models, �(. |Θ, b) is a constant function of b. One example
is the case of a nonlinear model with additive noise, . = �(Θ, b) + E , where E
is independent of Θ and its distribution does not depend on b; then the entropy
�(. |Θ = \, b) = �(E) and hence does not depend on \ or b. Maximizing EIG
then specializes to maximizing the entropy of the prior marginal distribution of . .
This design strategy is called ‘maximum entropy sampling’; see Shewry andWynn
(1987) and Sebastiani and Wynn (2000).
The EIG objective has additional desirable properties. For one, it is invariant

under bijective transformations of \; this property follows from the invariance of
the KL divergence to such transformations, and thus includes rescalings of the
parameters as well as more complex reparametrizations. We also emphasize that
there are no assumptions of linearity or Gaussianity in the motivation for the EIG
objective, and in any of its expressions above.
In the linear-Gaussian case, however, maximizing EIG is equivalent to seeking a

Bayesian D-optimal design (2.10). To see this, note that whenΘ and. |b are jointly
Gaussian (as in Section 2.1.2), the EIG or MI can be written in closed form as

I(. ;Θ|b) =
1
2

(log detΓΘ − log detΓΘ |. (b)) (2.25)

=
1
2

(log detΓ. (b) − log detΓ. |Θ(b)), (2.26)

where Γ. is the marginal (prior predictive) covariance of . ,

Γ. (b) = �(b)ΓΘ�(b)> + Γ. |Θ(b).

From (2.25), it is apparent that maximizing EIG with respect to b is equivalent to
minimizing the log-determinant of the posterior covariance. If, additionally, the
observational error covariance is independent of the design, then Γ. |Θ(b) = Γ. |Θ,
and an equivalent goal, via (2.26), is to maximize the log-determinant of the
marginal covariance Γ. ; this is a specific (linear-Gaussian) case of the maximum
entropy sampling described above.
It is interesting to note that the Bayesian D-optimality criterion for linear-

Gaussian models can be derived from other utility functions, besides (2.19) and
(2.20); see Chaloner and Verdinelli (1995, Section 2.2) for details.

2.2.2. Other utility functions
Having defined an information- and decision-theoretic design criterion for inference
of the model parameters Θ, it is natural to extend this construction to other goals.
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Suppose we are interested in only a subset of the model parameters. Partitioning
Θ as Θ = (Θ1,Θ2), information gain in Θ1 is captured by the KL divergence from
its prior marginal distribution to its posterior marginal distribution:

D(b, H) = �KL(?Θ1 |H, b | |?Θ1), (2.27)

where

?(\1) =
∫

?(\1, \2) d\2 and ?(\1 |H, b) =
∫

?(\1, \2 |H, b) d\2.

The outer expectation over . in (2.13), yielding the expected information gain in
Θ1 via (2.13), must still account for uncertainty in both blocks of Θ. The optimal
design criterion in this case becomes

*(b) =
∭

?(H |\1, \2, b)?(\1, \2) log
?(\1 |H, b)
?(\1)

d\1 d\2 dH (2.28)

=

∭
?(H |\1, \2, b)?(\1, \2) log

?(H |\1, b)
?(H |b)

d\1 d\2 dH. (2.29)

The second expression is analogous to (2.22) in that it uses densities for the data
. , but now even the numerator of the density ratio involves marginalization, as

?(H |\1, b) =
∫

?(H |\1, \2, b)?(\2 |\1) d\2. (2.30)

Compared to the EIG in Θ, evaluating this objective therefore requires an addi-
tional integration overΘ2. Note also that (2.28) and (2.29) are equivalent to theMI,
I(. ;Θ1 |b). In this formulation, Θ2 could represent a variety of possible ‘nuisance’
parameters in the statistical model, i.e. any parameters that are uncertain but simply
not the modeller’s immediate object of interest (Feng and Marzouk 2019, Alexan-
derian, Petra, Stadler and Sunseri 2021). Special examples include the parameters
of a discrepancy model (Kennedy and O’Hagan 2001) designed to capture model
error, or the background medium in an inverse scattering problem (Borges and
Biros 2018).
A generalization of the preceding formulation is to consider the EIG in some

(generally nonlinear) function of the parameters Θ, / = Ψ(Θ), where Ψ : �→ R@
for some @ ≤ ?. This can be thought of as a ‘goal-oriented’ objective (just like
Bayesian DA-optimality in the linear-Gaussian case) where the functionΨ encodes
the true quantity of interest. Now we seek to maximize the expected KL divergence
from the prior predictive distribution of / to its posterior predictive distribution:

*(b) = E. |b [�KL(?/ |. , b | |?/ )]

=

∬
?(H, I |b) log

?(I |H, b)
?(I)

dI dH (2.31)

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0962492924000023
Downloaded from https://www.cambridge.org/core. IP address: 3.15.4.105, on 11 Sep 2024 at 10:37:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0962492924000023
https://www.cambridge.org/core


Optimal experimental design 733

=

∬
?(H, I |b) log

?(H |I, b)
?(H |b)

dI dH (2.32)

= I(. ; / |b).

Notably, this objective is also the original object of interest in Bernardo (1979).
While it is straightforward to write down, it raises significant computational chal-
lenges, beyond those associated with calculating EIG in the parameters alone. For
generic Ψ, ?(\) and ?(H |\, b), we do not have simple expressions for the prior
density ?(I) or the posterior density ?(I |H, b) of / (even up to a normalizing con-
stant) appearing in (2.31). Nor do we have easy access to the marginal likelihood
?(H |I, b) to instead evaluate (2.32). Numerical approximations are needed, in-
volving density estimation or approximate Bayesian computation; see Section 3.
Of course, in specific cases (such as linear Ψ with Gaussian priors), some aspects
of the expressions above become more tractable. We note also that ifΨ is bijective,
then EIG in / is identical to EIG in Θ, since (as noted earlier) the information gain
objective is invariant under bijective transformations; otherwise the EIG in / is
smaller (Bernardo 1979, Theorem 1).
The optimal design obtained by maximizing the EIG in some / can differ

drastically from the design maximizing EIG in Θ. Figure 2.1 illustrates these
contrasts for sensor placement in a time-dependent advection–diffusion problem
(Zhong, Shen, Catanach and Huan 2024). The parameter Θ is the unknown source
location, endowed with a uniform prior on [0, 1]2. The source emits a scalar
quantity that diffuses and is advected towards the top-right of the [0, 1]2 domain,
with the advection velocity increasing linearly in time, from a value of zero at C = 0.
The design entails placing a single sensor, with coordinates b = (b1, b2) ∈ [0, 1]2,
that measures the concentration of the scalar at time C1 > 0. Figure 2.1(a) shows
a map of EIG in Θ as a function of sensor location (estimated numerically; see
Section 3). We see that the optimal measurement location is not unique, but lies
roughly 0.2 units of distance from the centre of the domain; the slight asymmetry
is due to the direction of advection. Figure 2.1(b), in contrast, shows maps of
EIG for four different choices of /; each / is the predicted concentration of the
passive scalar at a future time C2 > C1 and at the specific location marked by a red
star in each panel. We see that the optimal sensor locations, maximizing these
goal-oriented EIG criteria, are markedly different from those in Figure 2.1(a).
If the quantity of interest / is random given \, for example if it is described by a

conditional density ?(I |\), then the formulation above still applies. Computations
may actually be easier: the problem of estimating ?(I) or ?(I |H, b) is smoothed by
the kernel ?(I |\), and the restriction that @ ≤ ? is lifted as long as the conditional
density ?(I |\) on R@ exists. A special case is when / = . |b+, that is, we wish to
maximize information gain in the model prediction for some given design b+. We
call this future prediction .+, to distinguish it from the potential outcomes . of the
experiment being currently designed. In this case, the utility D can be set to

D(b, H) = �KL(?. + |H, b , b+ | |?. + |b+), (2.33)
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(a) EIG in Θ

(b) EIG in various /

Figure 2.1. Optimal sensor placement in a time-dependent advection–diffusion
problem. Each figure shows a map of expected information gain (EIG) in a chosen
quantity, as a function of the sensor location b ∈ [0, 1]2. Measurements are made
at time C1 > 0, and advection is towards the top right. (a) EIG in the unknown
source locationΘ. (b) EIG for different quantities of interest / , where each / is the
predicted concentration at some future time C2 > C1, at the location marked by the
red star. The optimal designs, maximizing EIG in each case, differ significantly.
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which yields, as an expected utility, the expected information gain in .+:

*(b) =
∬

?(H, H+ |b, b+) log
?(H+ |H, b, b+)
?(H+ |b+) dH+ dH (2.34)

=

∭
?(H |\, b)?(H+ |\, b+)?(\) log

?(H+ |H, b, b+)
?(H+ |b+) dH+ dH d\ (2.35)

= I(. ;.+ |b, b+). (2.36)

The penultimate line above reflects the fact that . and .+ are conditionally inde-
pendent given \, and hence their joint prior predictive can be expanded and factored
by introducing the parameter \ explicitly.
A final information-theoretic utility that wewill consider arises from problems of

model discrimination in the Bayesian setting (Myung and Pitt 2009). Suppose we
have a countable set of models M<, < = 1, 2, . . . , each with its own parameters,
\< ∈ �< ⊆ R?< , and its own prior on parameters, ?(\<). Suppose there is also a
(discrete) prior distribution over the model indicators<. As a utility, we choose the
relative entropy from this prior to the posterior distribution over model indicators,

D(b, H) =
∑
<

%(< |H, b) log
%(< |H, b)
%(<)

. (2.37)

Following (2.13), we must take an expectation over the prior predictive distribution
of. to obtain an expected utility. Now, however, because there aremultiple possible
models, the prior predictive distribution is itself a mixture of the prior predictives
of each model:

?(H |b) =
∑
<

%(<)?(H |<, b) =
∑
<

%(<)
∫
�<

?(H |\<, b)?(\<) d\<, (2.38)

where conditioning on \< also implies conditioning on < at the same time.
The EIG in the model indicator < follows by combining (2.37) and (2.38):
*(b) =

∫
D(b, H)?(H |b) dH. As noted in Ryan et al. (2016), this design approach

applies in the M-closed framework for model selection (see Bernardo and Smith
2000, Chapter 6); that is, the true (data-generating) model is assumed to be within
the set of models considered, and one must assign a prior weight %(<) to the event
that each model is true. Examples of Bayesian OED for model discrimination can
be found in Myung and Pitt (2009), Cavagnaro, Myung, Pitt and Kujala (2010),
McGree, Drovandi and Pettitt (2012), Drovandi, McGree and Pettitt (2014), Ag-
garwal, Demkowicz and Marzouk (2016) and Hainy, Price, Restif and Drovandi
(2022).
While most of the preceding discussion has focused on information-theoretic

utilities, the decision-theoretic framework described at the start of Section 2.2 is
certainly not limited to utility functions of this kind. As described in Ryan et al.
(2016) and Chaloner and Verdinelli (1995), another natural utility is a quadratic
loss, motivated by the desire to extract a point estimate of \ from the posterior. For
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instance, let \̄(H, b) B E[Θ|H, b] denote the posterior mean. Then we can write

D(b, H, \) = −(\ − \̄(H, b))>�(\ − \̄(H, b)) (2.39)

for some symmetric positive semi-definite matrix � ∈ R?×?. The expected utility
is then

*(b) = −
∬

(\ − \̄(H, b))>�(\ − \̄(H, b))?(H, \ |b) d\ dH, (2.40)

which is the negative Bayes risk of the posterior mean under a weighted squared
error loss. Maximizing the expected utility over b thus minimizes this risk. As
noted in Chaloner and Verdinelli (1995), in the case of a linear-Gaussian model,
this formulation reverts to Bayesian A-optimal design with weight matrix �, i.e.
minb tr(� ΓΘ |. (b)).
Another family of non-information-theoretic utilities involves scalar functionals

of the posterior covariance matrix; these are not strictly motivated by point es-
timation, but rather can be seen as a more computationally tractable alternative
to information-theoretic utilities that require calculation of posterior normalizing
constants. Ryan et al. (2016) specifically suggest using as a utility the determinant
of the posterior precision matrix,

D(b, H) =
1

det(Cov(Θ|H, b))
, (2.41)

and then, as usual, averaging this quantity over the prior predictive of . to obtain
an expected utility:

*(b) =
∫

(det(Cov(Θ|H, b)))−1?(H |b) dH (2.42)

=

∬
(det(Cov(Θ|H, b)))−1?(H |\, b)?(\) d\ dH. (2.43)

We emphasize that this criterion is intended for nonlinear/non-Gaussian problems,
and thus calculation of the posterior covariance for different realizations of. is not
a computationally trivial undertaking. It is instructive to compare this criterion to
the similar but cruder heuristic (2.12), which is motivated by a series of Gaussian
approximations as described in Chaloner and Verdinelli (1995).
To close this section, we point the reader to a more general formalism for what

comprises a ‘valid’ notion of information gain from a statistical experiment, due
to Ginebra (2007). In this formalism, an information measure must satisfy a min-
imal set of requirements: (i) it is real-valued, (ii) it returns zero for a ‘totally
non-informative experiment’, where . is independent of Θ, and (iii) it satisfies suf-
ficiency ordering (Blackwell 1951, 1953, Le Cam 1964). The last requirement can
be understood as follows. Let . |\, b1 and . |\, b2 be the outcomes of two different
experiments, for the same parameter value \, and let [ be an independent random
variable with fixed and known distribution, introducing auxiliary randomness. If
there exists a function, such that,(., [)|\, b1 has the same distribution as. |\, b2
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for all \, then the experiment with design b1 is said to be ‘sufficient for’ or ‘always
at least as informative as’ the experiment with design b2. That is to say, the data
from b1 can generate data from b2 with an additional randomization mechanism
and without knowing \. In such a situation, b1 is preferred. This generalized
notion of an information measure broadly encompasses several commonly used
objectives in OED, including mutual information. We refer readers to Ginebra
(2007) for an extended discussion, including connections to likelihood ratio and
posterior-to-prior ratio statistics.

2.3. Design criteria for infinite-dimensional problems

Infinite-dimensional statistical models arise in the Bayesian approach to inverse
problems (Stuart 2010, Dashti and Stuart 2017, Knapik, van der Vaart and van
Zanten 2011) and, more broadly, in non-parametric estimation and non-parametric
Bayesian procedures (Giné and Nickl 2021). These problems can be understood
as estimation or inference of functions; in other words, the parameter \ of the
statistical model now belongs to a function space, rather than to R? for finite ?.
Application domains of such models are vast, and we will not attempt to review
them here. Instead we will focus on two classes of problems where the integration
of OED with infinite-dimensional models has proved to be particularly fruitful.

2.3.1. Inverse problems in the Bayesian setting
The infinite-dimensional setting is natural for inverse problems involving partial
differential equations, where the parameter to be learned is typically an initial
condition, a source term, a boundary condition, or a heterogeneous coefficient
– and thus a function of space or time. An important research theme, at the
intersection of applied mathematics and statistics, has been to create statistical
formulations of inverse problems that are well-defined in the infinite-dimensional
setting (Stuart 2010). This is necessary, for instance, to create consistent Bayesian
models for inverse problems – Bayesian models that have a well-defined limit as the
discretization of the underlying functions is refined (Bui-Thanh, Ghattas, Martin
and Stadler 2013). Another important practical result of these efforts is algorithms
with discretization-invariant (and hence dimension-independent) performance, for
example Markov chain Monte Carlo methods whose sampling efficiency does not
deteriorate with grid refinement (Hairer, Stuart and Voss 2011, Cotter, Roberts,
Stuart and White 2013, Cui, Law and Marzouk 2016, Rudolf and Sprungk 2018,
Villa, Petra and Ghattas 2021).
OED for infinite-dimensional Bayesian inverse problems is well explored in the

setting of Gaussian priors, particularly for linear inverse problems (Alexanderian,
Petra, Stadler and Ghattas 2014), and summarized in the recent review by Alex-
anderian (2021). To explain these developments, we first briefly sketch the setting
and refer the reader to Stuart (2010) and Dashti and Stuart (2017) for full details
and precise results. The parameter Θ is modelled as a random variable taking
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values in an infinite-dimensional separable Hilbert space (H, 〈·, ·〉H). Θ is further
assumed to be Gaussian, which means that the real scalar-valued random variable
〈E,Θ〉H is Gaussian for any E ∈ H. The mean of Θ can be defined as an element
\̄ of H satisfying 〈\̄, E〉H = E[〈Θ, E〉H] for all E ∈ H. The covariance operator
of Θ is the positive, self-adjoint and compact linear operator � : H → H defined
through 〈E, �F〉H = E[〈Θ− \̄, E〉H〈Θ− \̄, F〉H] for all E, F ∈ H. Because Θ takes
values in H, the trace of � is finite; it is then said that � is of trace class. We can
write this Gaussian (prior) measure of Θ as ` = N (\̄, �), and will assume that �
is strictly positive.
A common assumption on the statistical model for the observations . ∈ R=

is that they result from the action of a (possibly nonlinear) ‘forward’ operator
� b : H → R= perturbed with additive Gaussian noise: . = � b (Θ) + E , where
E ∼ N (0, Γ. |Θ) is independent of Θ. For any fixed . = H, this in turn defines a
likelihood function that is proportional to

LH
b

: \ ↦→ −1
2

exp((H − � b (\))>Γ−1
. |Θ(H − � b (\))).

Under appropriate conditions on � b and the prior `, detailed in Stuart (2010), the
posterior distribution of Θ, i.e. the distribution of Θ given . = H, denoted by `H

b
,

is well-defined and dominated by the prior measure, `H
b
� `. One can then write

`
H

b
in terms of its Radon–Nikodym derivative with respect to `:

d`H
b

d`
(\) ∝ LH

b
(\). (2.44)

The KL divergence from prior to posterior, �KL(`H
b
| |`), can also be defined under

these conditions.
With this background in hand, we can summarize several design criteria that

have been proposed for infinite-dimensional Bayesian inverse problems. When the
forward operator � is linear, the posterior measure `H

b
is again Gaussian, with a

covariance operator �pos(b) that is independent of H. In this setting, Alexanderian
et al. (2014) propose minimizing the trace of the posterior covariance operator
with respect to b: minb ∈Ξ tr(�pos(b)) . This is the infinite-dimensional version of
Bayesian A-optimality; the objective is well-defined because the posterior covari-
ance�pos(b) is also of trace class, under the conditions noted above. Amarginalized
version of infinite-dimensional Bayesian A-optimality, focused on the covariance
of a subset of variables of interest, was used for design in Alexanderian et al.
(2021). This can be compared to L-optimality in the finite-dimensional setting.
The analogue of Bayesian D-optimality is somewhat less straightforward, as

the eigenvalues of the posterior covariance operator �pos(b) accumulate at zero,
and hence minimizing the log-determinant of this operator is not meaningful (Al-
exanderian 2021). Instead, Alexanderian, Gloor and Ghattas (2016a) use the
correspondence between D-optimality and maximizing EIG in linear problems
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(see the discussion at the end of Section 2.2.1) to derive an alternative objective
for Bayesian D-optimality in the linear setting. Specifically, they start with the
EIG, taking advantage of the fact that the KL divergence from prior to posterior
is well-defined, under conditions summarized above. Specializing this quantity
and its expectation over . to the linear-Gaussian setting, the objective thus ob-
tained is 1

2 log det(Id + �̃), where �̃ is the prior-preconditioned Hessian operator
of the negative log-likelihood (Alexanderian et al. 2016a, Theorem 1). This ex-
pression coincides with the log-determinant of the posterior covariance in the
finite-dimensional case. Efficient ways to estimate this objective, leveraging low
rank structure, are discussed in Alexanderian and Saibaba (2018). We note also
that �̃ is a central quantity in dimension reduction for Bayesian inverse problems,
and will appear again in Section 3.
For nonlinear forward operators, a full treatment of EIG in the infinite-dimen-

sional setting has not (to our knowledge) been used as a design criterion. This
may be largely due to computational tractability, though some theoretical gaps (e.g.
checking that the mutual information between . and the infinite-dimensional Θ is
well-defined; see Duncan 1970) may remain. Instead, researchers have focused on
simpler design criteria and their further approximations. For instance, Alexanderian
(2021), motivated by the finite-dimensional approach in Haber, Horesh and Tenorio
(2009), discusses design that minimizes the Bayes risk of the posterior mode \̂(H)
under the squared error loss defined by the inner product onH, i.e. ‖ · ‖2 ≡ 〈·, ·〉H.
This is analogous to (2.39) but using the posterior mode (also called themaximum a
posteriori (MAP) estimate (Dashti, Law, Stuart andVoss 2013)) \̂(H) rather than the
posterior mean, as the former is typically more computationally tractable. Another
closely related heuristic suggested in Alexanderian (2021) is to minimize the trace
of the posterior covariance operator, in expectation over the data . :

min
b ∈Ξ

∫
H

∫
R=

tr(�pos(H, b))LH
b

(\) dH `(d\). (2.45)

This is essentially the ‘Bayesian A-posterior precision’ expected utility described
in Ryan et al. (2016, Section 3.1.2). As the posterior covariance operator is difficult
to approximate in nonlinear inverse problems (not to mention many posterior
covariances, one for each realization of the data used to evaluate the integral in
(2.45)), Alexanderian et al. (2016b) instead propose replacing tr(�pos(H, b)) above
with the trace of the inverse Hessian of a Laplace approximation of the posterior at
the MAP point \̂(H). This approximation is reasonable when the posterior is ‘close’
to Gaussian (Schillings, Sprungk and Wacker 2020, Helin and Kretschmann 2022,
Spokoiny 2023).
Computing any of these design criteria in the setting of infinite-dimensional

Bayesian inverse problems is a computationally challenging undertaking, due to the
high discretization dimension used to represent the parameter \ in practice, as well
as the cost of forward operator evaluations. Considerable computational ingenuity
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is required; an essential step towards mitigating the impact of high discretization
dimension is to take advantage of low-rank structure in the prior-preconditioned
Hessian, and to exploit randomized numerical linear algebramethods for computing
eigendecompositions, estimating the trace, and so on.

2.3.2. Gaussian process regression
Gaussian process (GP) regression, also known as kriging, is a ubiquitous tool
in spatial statistics, time series modelling, machine learning, engineering design,
surrogate modelling and countless other applications. Rasmussen and Williams
(2006) and Gramacy (2020) provide excellent expositions of both applications and
some theoretical foundations. Experimental design for GP regression has thus
received considerable attention.
From the perspective of the previous section, GP regression can be viewed

as a linear Bayesian ‘inverse problem’ on function space, with a trivial forward
operator: a selection operator. The underlying true function, \∗ : X → R, for
X ⊆ R3 , is observed directly through evaluation at a finite collection of points
G8 ∈ X , 8 = 1, . . . , =, perhaps with additive Gaussian noise, e.g. .8 = \∗(G8) + E8
with E8 ∼ N (0, f2). Here we let the prior model for the true function be a Gaussian
process Θ on X , with mean function <(G) B E[Θ(G)] and positive semi-definite
covariance function 2(G, G ′) B E[(Θ(G)−<(G))(Θ(G ′)−<(G ′))], which defines the
prior covariance operator � via

(�E)(G) : G ↦→
∫
X
2(G, G ′)E(G ′) dG ′,

for functions E ∈ !2(X ). Given a collection of observations HB B (H8)=8=1 ∈ R
=,

taken at corresponding covariate values GB B (G8)=8=1, performing GP regression
entails conditioning Θ on these data. The posterior distribution, describing this
conditioned process, remains Gaussian,

Θ|(GB, HB) ∼ N (<pos, �pos), (2.46)

with the posterior mean <pos and the posterior covariance function 2pos (yielding
�pos) expressible in closed form:

<pos(G) = <(G) + U>2(GB, G) and 2pos(G, G ′; GB) = 2(G, G ′) − 2(GB, G)>'2(GB, G ′),

where the matrix '−1 ∈ R=×= has entries ['−1]8 9 = 2(G8 , G 9) + X8 9f2, the coef-
ficient vector U ∈ R= has entries U8 = '[8, :](HB − <(GB)), and 2(GB, G) B
(2(G1, G), . . . , 2(G=, G)) : X → R= (Rasmussen andWilliams 2006, Gramacy 2020).

Since the purpose of GP regression is generally to make predictions about \∗
at unseen values of the covariates G, most design criteria involve the (posterior)
predictive variance, i.e. the variance of Θ|(GB, HB). In this setting, however, the
‘parameter’ is the process Θ, and hence the boundary between parameters and
predictions is rather blurred.
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Another perspective onGP regression follows intuitively fromfinite-dimensional
distributions of the processΘ, which are always multivariate Gaussian (both before
and after conditioning on the data). For a finite number of sites GS B (G8)<8=1 ∈ X ,
Θ(GS) B (Θ(G8))8∈S is simply a multivariate normal random vector. We can
observe some components of this vector, and we wish to use these observations to
predict other components.
Maximum entropy sampling (Shewry and Wynn 1987) originates with this dis-

cretized perspective. Let GB ⊂ GS denote the = < < distinct locations selected for a
candidate design and let GB2 = GS \ GB denote its complement. Then the chain rule
for entropy yields

�(Θ(GS)) = �(Θ(GB)) + �(Θ(GB2 )|Θ(GB)). (2.47)

Since the left-hand side of (2.47) is fixed, minimizing entropy in the predictions at
unobserved sites GB2 given the observations (the second term on the right) can be
accomplished by maximizing the first term on the right. Thus finding an optimal
design is cast as maximizing the entropy of the model predictions (the joint entropy
of these predictions) at the observed locations, �(Θ(GB)). (Recall that we also
discussed maximum entropy sampling for general parametric statistical models in
Section 2.2.1.) More explicitly, the optimization problem is typically posed with
some cardinality constraint on the number of observations, e.g. |GB | ≤ =:

argmax
GB⊂GS , |GB | ≤=

�(Θ(GB)). (2.48)

The objective above can be understood as a set function, i.e. a function of all subsets
of GS . In the present case, sinceΘ(GB) is a Gaussian vector, closed-form expressions
for the entropy are immediately available. The problem is equivalent to finding the
principal submatrix of Cov(Θ(GS)) that has largest determinant. This problem is
NP-hard, but many practical algorithms have been developed to tackle it (Ko, Lee
and Queyranne 1995).
A crude approximation to maximum entropy sampling is to choose the elements

of GB one at a time, in a greedy fashion: beginning with GB = ∅ and GB2 = GS ,
at each iteration select from GB2 the point with maximum predictive variance,2 by
ranking the diagonal elements of Cov(Θ(GB2 )|Θ(GB)). Then add this point to GB and
repeat. Seo, Wallat, Graepel and Obermayer (2000) and subsequent papers call
this approach ‘active learning MacKay’, after MacKay (1992). Its performance
can be far from optimal, however, as the entropy objective is not submodular (see
Section 4).
An alternative design approach, advocated byKrause, Singh andGuestrin (2008)

(see also Caselton and Zidek 1984) is to maximize MI, rather than entropy.

2 Recall that the entropy of a univariate Gaussian random variable is an increasing function of its
variance.
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Specifically, the problem is posed as

argmax
GB⊂GS , |GB | ≤=

I(Θ(GB);Θ(GB2 )). (2.49)

Greedy approaches are typically applied to this problem, for reasons of computa-
tional tractability. Section 4 will discuss these algorithmic considerations in much
more detail. Here, however, we will note that greedy approaches tend to work far
better for MI maximization than for entropy maximization, as MI is submodular
(Krause et al. 2008, Nemhauser, Wolsey and Fisher 1978, Fisher, Nemhauser and
Wolsey 1978). Krause et al. (2008, Section 4.1) provide some useful intuition
contrasting greedy selection via MI and greedy selection via predictive entropy.
A key consideration in the set-up above is to ensure also that the objective is
monotone increasing for |GB | ≤ =, which is required for optimization guarantees to
hold. Krause et al. (2008) shows that I(Θ(GB);Θ(GB2 )) is approximately monotone
in this regime as long as the discretization of the underlying domain X , via GS ,
is sufficiently fine. Beck and Guillas (2016) present improvements to greedy MI
maximization tailored to computer model emulation.
A rather different class of design approaches is more rooted in the continuous

view of GPs, seeking the observation locations that minimize the resulting posterior
predictive variance, integrated over the domain of the process, X . Letting GB ⊂ X
denote a finite collection of observation locations (not necessarily chosen from
a finite candidate set), the objective to be minimized, over feasible GB, can be
written as ∫

X
2pos(G, G; GB) dG. (2.50)

This objective has appeared in many papers (Sacks et al. 1989, Seo et al. 2000,
Santner, Williams and Notz 2018, Gorodetsky and Marzouk 2016) and has been
variously called the integrated mean-squared error (IMSE) criterion, the integrated
mean-squared prediction error (IMSPE) criterion, or the integrated variance (IVAR)
criterion. With discrete candidate sets and a greedy one-point-at-a-time approach
to constructing GB (see below), it is also called ‘active learning Cohn’ (ALC),
after Cohn, Ghahramani and Jordan (1996). In the language of classical design,
minimizing (2.50) can be understood as a kind of (Bayesian) V-optimality, in
that one minimizes the predictive variance integrated over a region. We should
also note that (2.50) is precisely tr(�pos), i.e. the trace of the posterior covariance
operator, which is the infinite-dimensional notion of A-optimality discussed in
Section 2.3.1. In practice, the integral (2.50) is approximated by a large set of
points chosen uniformly over X , or perhaps non-uniformly to reflect some desired
weight. Both discrete selection methods (see Seo et al. 2000) and methods that
optimize over the continuous coordinates of = points GB = (G1, . . . , G=) have been
explored in the literature. For the latter, see Sacks et al. (1989) and Gorodetsky and
Marzouk (2016). Here, as with maximum entropy sampling, one can also optimize
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for all = elements of GB simultaneously (a ‘full batch’ design procedure), or proceed
in a greedier but sub-optimal fashion: select a subset of design points to minimize
(2.50), ‘freeze’ these points and update 2pos accordingly, and repeat for the next
subset. Batch approaches are more computationally demanding, but generally yield
better performance; see demonstrations in Gorodetsky and Marzouk (2016). We
will discuss related optimization issues further in Section 4.
Finally, we mention several approaches that rely on spectral decompositions of

the GP, specifically the Karhunen–Loève representation of Θ ∼ N (<,�) (Kar-
hunen 1947, Loève 1948). The idea is to find the leading eigenvalues and eigen-
functions (_8 , q8) of the prior covariance operator �, and to write the GP as

Θ(G) = <(G) +
∞∑
8=1

√
_8q8(G)Z8 , (2.51)

where the scalar-valued random variables Z8 are standard Gaussian and mutually
independent. If the eigensystem is truncated to A < ∞ eigenpairs (_8 , q8)A8=1, then
GP regression is reduced to parametric regression with coefficients (Z1, . . . , ZA ).
Then any standard Bayesian alphabetic optimality criterion can be applied; see
Fedorov and Flanagan (1997), Fedorov and Müller (2007) and Harari and Stein-
berg (2014). See also Spöck (2012) for a related approach based on the polar
spectral representation of Θ, assuming that the process is stationary and isotropic.
The truncated eigendecomposition can also be used to approximate the integrated
posterior variance objective (2.50); see Fedorov (1996).
One outstanding issue in model-based design for GP regression is that hyper-

parameters of the prior covariance function (controlling, for example, the scale of
the prior variance, correlation lengths and smoothness) must often be learned from
data as well. The methods discussed above all take the prior covariance as fixed,
and thus ignore the ‘outer’ hyperparameter learning process – as well as the im-
pact that uncertainty in the hyperparameters has on the predictive distribution. In
some applications, moreover, the main interest is not in prediction of an unknown
function, but rather in learning the parameters W of the covariance function itself
(Pardo-Igúzquiza 1998); it is natural to expect that optimal designs for this purpose
should differ from optimal design for prediction. A commonway of learning W is an
‘empirical Bayes’ approach, which provides a point estimate of the covariance para-
meters by maximizing the log-marginal likelihood, Ŵ ∈ argmaxW log ?(HB |GB, W),
where

log ?(HB |GB, W) = −1
2
H>B 'WHB −

1
2

log det '−1
W −

=

2
log 2c,

and the notation 'W emphasizes that W controls the matrix ' ∈ R=×= defined
earlier via ['−1]8 9 = 2(G8 , G 9) + X8 9f2. Here, W may include parameters of the
covariance function 2 as well as the noise variance f2. Solving this optimization
problem is easier, computationally, than treating W in a fully Bayesian way. That
said, there are many papers and software packages (Gramacy 2022) that do the
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latter, endowing W with a prior distribution and inferring it jointly with Θ; usually,
this task requires Markov chain Monte Carlo (MCMC) or sequential Monte Carlo
methods, as the joint distribution ofΘ and W is non-Gaussian. These fully Bayesian
approaches are therefore computationally demanding – even more so in the setting
of design. In principle, one could use the joint posterior distribution of (Θ, W) to
find designs that maximize EIG in Θ, W or both, following the criteria developed
in Sections 2.2.1–2.2.2. We are not aware of methods that completely realize
this approach. Instead, a variety of more practical computational schemes have
been devised for experimental design in GP regression when the prior covariance
parameters are uncertain.
Zhu and Stein (2005) focus on design for parameters of the covariance function

only, using the Fisher information matrix derived from the marginal likelihood.
Since dependence on these parameters W is generally nonlinear, the authors propose
using either ‘local’ D-optimal design, a minimax approach or a prior-averaged D-
optimality criterion (cf. Section 2.1.4). It is interesting to note that the resulting
designs involve points that are non-uniformly spaced overX ; intuitively, such point
sets are useful for learning correlation lengths in the prior covariance function
(Gramacy 2020). Zhu and Stein (2006) then suggest a two-stage design process,
where some fraction of the design points are chosen according to a criterion focused
on estimation of the covariance parameters W, while the rest are chosen to improve
prediction of Θ; uncertainty in the covariance parameters, given some asymptotic
approximations, is accounted for in the design criterion for the latter. Spöck
and Pilz (2010) cast design for prediction, using a spectral decomposition of the
GP, within a minimax formulation over a compact set of parametrized covariance
functions. On the other hand, the local, sequential design scheme of Gramacy
and Apley (2015) interleaves design for prediction with local Fisher-information
matrix-based design for the length-scale parameter in W. And simpler sequential
schemes, where batches of standard (e.g. IMSE) design for Θ are interleaved with
maximum likelihood estimation of covariance parameters, are pursued in Harari
and Steinberg (2014) and Gorodetsky and Marzouk (2016). Further perspective
on such sequential schemes is given in Gramacy (2020, Section 6.2). Indeed, it
is very natural to interleave updates of the covariance function parameters with
actual observations, in a sequential design fashion. In the purely Gaussian case
(i.e. with a fixed covariance function), the realized values of HB would have no
impact on subsequent designs, since the posterior covariance and entropy depend
only on GB, not on HB. When parameters of the covariance function must also be
inferred, however, we are in the nonlinear design setting and hence there is value
to feedback: HB informs the covariance parameters, and in turn these parameters
reshape the predictive uncertainty of the Gaussian process for the next stage.

We will discuss closed-loop sequential design much more systematically in
Section 5. Here we will mention just a few more instantiations in the setting
of GP regression. Riis et al. (2022) perform myopic sequential design using
criteria based on the marginal posterior of Θ, where marginalization over the
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kernel hyperparameters is performed with MCMC samples. Hoang, Low, Jaillet
and Kankanhalli (2014) develop a non-myopic sequential design policy that can be
understood as approximating a sequential variant of maximum entropy sampling;
the authors argue that this policy naturally balances effort between informing
covariance hyperparameters and directly reducing uncertainty in the prediction of
Θ itself.

2.4. Related problems and their distinctions

To help orient the reader, here we discuss several classes of problems in the broader
literature that have some conceptual overlap with optimal experimental design, but
also some essential differences.

Space-filling and other non-model based designs. Space-filling designs, as the
name suggests, spread design points throughout the domain X so that one can
reasonably assess variations of a generic response or the parameters of an associated
statistical model. In their simplest form, these methods do not attempt to exploit
the structure of a statistical model for the response, or make any assumptions
on such a model; they are hence not model-based designs, in contrast to the
focus of this article. Spread in the design space is achieved by formulating an
optimization problem, cases of which are primarily distinguished by whether the
focus is exclusively on the distance among the design points in b (maximin distance
design) or the distance to all points in the ground set X (minimax distance design)
(Johnson, Moore and Ylvisaker 1990). These notions have clear analogies to the
well-known problem of sphere packing (Zong 1999). Pure space-filling designs
tend to have poor projection properties, failing to retain their optimality properties
when viewed in subspaces. This is undesirable in circumstances when the response
is insensitive to one or more of the design variables. In such cases, Latin hypercube
designs (McKay, Beckman and Conover 1979), which ensure that any of their
projections along a single coordinate axis yields a maximin distance design, are
a suitable alternative. Space-filling properties in larger subspaces can be induced
through orthogonal array extensions of Latin hypercube design (Owen 1992, Tang
1993). Further, ‘maximum projection’ (MaxPro) designs have been developed to
achieve space-filling properties on all possible subsets of factors (Joseph, Gul and
Ba 2015, 2020).
Other approaches using entropy maximization have also been suggested for

space-filling design (Jourdan and Franco 2010). Note that this is not akin to the
maximum entropy sampling methods we previously discussed in Section 2.3.2.
Here, ‘entropy’ is that of the empirical distribution of design points on X , and is
used as a design criterion to be maximized. The core idea is to relate the space-
filling quality of the design to the uniform distribution on X , motivated by the fact
that the uniform distribution has maximum entropy among all distributions with
prescribed finite support. A similar idea is pursued through designs that seek to
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minimize the discrepancy (Niederreiter 1992) of a set of design points. This notion
relates to the much broader topic of low-discrepancy sequences and quasi-Monte
Carlo methods for integration (Caflisch 1998, Dick, Kuo and Sloan 2013). We refer
the reader also to Pronzato and Müller (2012) and Santner et al. (2018) for a more
comprehensive discussion of space-filling designs targeting computer experiments.
Other standard non-model-based design strategies include factorial designs, with

blocking and fractional variants, as well as composite designs; see Atkinson et al.
(2007, Chapter 7) for more.

Active learning. Active learning is a term originating in the computer science
and machine learning communities, referring to a diverse array of algorithms for
choosing which data to ‘label’, usually in a supervised learning setting (Dasgupta
2011). In statistical terms, we can understand this setting as regression with real or
discrete-valued outcomes H8 (where the latter case is classification). In so-called
‘pool-based active learning’, there is a large pool of candidate covariates or feature
values {G8}8 , referred to as the unlabelled data (Schein and Ungar 2007). To label
a chosen data point is to obtain its associated outcome, thus creating the pair
(G8∗ , H8∗) for some chosen index 8∗. We can thus think of this problem as OED
with a countable and even finite design space X , corresponding to which indices
should be chosen from the unlabelled pool. Other learning scenarios might select
covariates G8 from an infinite set (e.g. with X now a region of R3); alternatively,
one might be presented with a stream of successive G8 and be required to choose,
on-the-fly, whether to label the current value (Settles 2009). In any of these cases,
active learning usually refers to a sequential version of the OED problem where
data to be labelled are selected one at a time or in a batch, then labelled, then used
to update a model, and then the process repeats. Most often, these iterations take a
greedy approach (see Section 5).
An important point of differentiation among active learning methods is by what

mechanism this selection occurs. One class of selection methods, known as uncer-
tainty sampling, selects the unlabelled data point(s) for which the model’s current
predictions are most uncertain. The notions of uncertainty used here vary widely,
and can include many heuristics that do not have a statistical justification. This
is an important distinction from OED. If the notion of uncertainty is tied to the
posterior predictive distribution of a Bayesian model, however, then we can re-
cover maximum entropy sampling, discussed in Sections 2.2.1 and 2.3.2 above.
Indeed, predictive entropy is commonly used to rank candidate points in active
learning (Lewis 1995). Another widely used class of selection methods is ‘query-
by-committee’ (Freund, Seung, Shamir and Tishby 1997), where disagreement
among an ensemble of models is used to rank candidate points, such that points
with greater disagreement are chosen. Yet another class of criteria ranks candidate
points by how much their label would reduce uncertainty in the predictions of
the model being trained. An example of the latter, where uncertainty is captured
by integrated variance, is the ALC approach discussed in Section 2.3.2. Other
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selection methods focus on more tailored prediction goals; for instance, Blan-
chard and Sapsis (2021) describe selection criteria favouring regions of the input
space that yield unusual output values, to help build regression models capable of
predicting extreme events.
We should also emphasize that many active learning methods are not based on

explicit design criteria, but rather on other heuristics (Settles 2009). Moreover,
even criterion-based active learning methods usually focus on reducing uncertainty
in predictions, rather than on improving estimation or inference of the parameters
of a statistical model. Again, this is an important distinction from many OED
problems.

Bayesian optimization. Bayesian optimization (BO) (Močkus 1975, Jones, Schon-
lau and Welch 1998, Wang, Jin, Schmitt and Olhofer 2023) is widely used in
applications from engineering design to machine learning, to name just a few. It
is essentially a derivative-free optimization method, used to maximize ‘black-box’
(and often computationally expensive) objective functions, i.e. functions that can
be evaluated pointwise but whose derivatives cannot be directly evaluated. Gaus-
sian process regression is a key ingredient of modern BO. GP regression is used
to build an approximation of the objective function (via the mean of the GP) and
an estimate of uncertainty in the predicted value of this objective (via the variance
of the GP), and both are refined over the course of the optimization iterations. A
design-type question then arises in choosing where (i.e. at what points in the input
domain X ) to evaluate the objective. In BO, this question is typically resolved by
defining a real-valued, easy-to-evaluate ‘acquisition function’ over X and finding
its maxima. A point at which the acquisition function is maximized is then taken to
be the next evaluation point for the objective. The realized value of the objective at
each iteration affects the acquisition function at the next stage, and hence the design
process is sequential and adaptive. The acquisition process is generally formulated
in a myopic way, though there are a few exceptions (Lam and Willcox 2017, Wu
and Frazier 2019).
Many acquisition functions have been proposed in the literature, beginning with

Jones et al. (1998) and in the decades since; these functions generally balance
a notion of ‘exploration’ (learning the objective in unseen places, where the GP
model has large predictive variance) with ‘exploitation’ (evaluating the objective
at points where it is expected to be larger than the current best value). A prominent
choice is the ‘expected improvement’ function and its many variants (Močkus 1975,
Zhan and Xing 2020). Yet many other choices are possible, with batch/parallel
(Chevalier and Ginsbourger 2013, Wang, Clark, Liu and Frazier 2020) and even
multi-fidelity (Song, Chen and Yue 2019) schemes. BO is a large and active field
which we cannot hope to survey here; instead we point the reader to a few recent
reviews and tutorials (Shahriari et al. 2016, Frazier 2018, Wang et al. 2023). To
set it in context relative to OED, however, we emphasize that BO and OED are
essentially different: the goal of BO is to maximize a function, not to predict the
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value of the function over all of X or even some a priori chosen subset of X . The
resulting sets of evaluation points thus differ, both in their configuration and in their
purpose, from the GP regression designs discussed in Section 2.3.2.

Data summarization. Reducing or somehow ‘summarizing’ large data sets is a
problem of frequent practical interest, motivated by considerations of both storage
and computation. The cost of most Bayesian inference algorithms, for example,
scales at least linearly with the size of the data. Random subsampling of data is
of course an option, but a more effective approach is to identify a small weighted
subset of the data that is somehow representative of the full dataset. This is the
notion of a coreset, which originated in computational geometry and computer
science (Agarwal, Har-Peled and Varadarajan 2005, Feldman and Langberg 2011).
It has since been formulated in a statistical setting, and notably the Bayesian setting
(Huggins, Campbell and Broderick 2016, Campbell and Broderick 2018, 2019,
Campbell and Beronov 2019), where the idea is to find a weighted data subset
of given size that least changes the likelihood or the posterior distribution from
its original full-data version. Ostensibly this problem seems similar to OED, but
a crucial difference is that coresets are generally identified after the data . are
realized, and depend on the realized values of data. In optimal design, on the other
hand, a design must be chosen before . |b are observed.

3. Numerical approximation of design criteria
Now we turn to one of the central computational questions of optimal design:
how to approximate, numerically, the value of a chosen design criterion at any
candidate design? This issue is not particularly vexing for standard alphabetic
optimality criteria and linear models, where closed-form expressions are generally
available. Evaluating these expressions can become costly when parameters Θ are
high- or infinite-dimensional, however, and we discuss dimension reduction meth-
ods relevant to this setting in Section 3.4. The information-theoretic design criteria
introduced in Section 2.2, on the other hand – which have become a mainstay of
modern OED due to their flexibility and their applicability to complex nonlinear
models – can be very challenging to evaluate, even when the parameter dimension
is low. This section will discuss a variety of computational approaches for approx-
imating such objectives, resting on nested Monte Carlo estimation (Section 3.1),
approximation of the relevant densities within tractable families (Section 3.2) and
more general methods for constructing variational bounds (Section 3.3). Some of
these methods differ with regard to which aspects of the underlying Bayesian model
are assumed to be computationally accessible: for example, is the problem in the
‘standard’ setting where the likelihood function can be evaluated, or is it in the
‘implicit model’ setting where likelihood evaluations and possibly prior density
evaluations are unavailable? Throughout this section, we will comment on the
applicability of the methods being discussed to either setting.
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3.1. Nested Monte Carlo estimators

For a generic expected utility design criterion, as formulated in (2.13), a standard
Monte Carlo estimator of the expectation employs pairs of samples (H(8), \(8)) drawn
from the joint prior of parameters and observations given the design b, ?(H, \ |b):

*(b) = E. ,Θ |b [D(b,. ,Θ)] ≈ 1
#

#∑
8=1

D(b, H(8), \(8)). (3.1)

These samples are typically obtained by first drawing \(8) ∼ ?(\) from the prior
and then drawing H(8) ∼ ?(H |\(8), b) from the conditional density of the observa-
tions. The utility function D must then be evaluated at the samples generated:
D(b, H(8), \(8)). This may not be easy to do. For example, evaluating either of the
utility functions Dscore (2.19) or Ddiv (2.20), which render * equal to the expected
information gain (EIG) in Θ, requires evaluating a normalized posterior density,
where the normalizing constant may change for each realization of H and each value
of b. One way forward is to estimate these normalizing constants by anotherMonte
Carlo simulation, which gives rise to nested Monte Carlo (NMC) estimators.

As a canonical/representative case, we describe NMC approaches to estimating
the EIG in parameters Θ, from prior to posterior, i.e. the*KL defined in (2.14) and
the expressions thereafter. A widely used estimator, proposed in Ryan (2003), em-
ploys the form of*KL given in (2.22): we simply replace the posterior normalizing
constant ?(H |b) with a Monte Carlo estimate, that is,

*KL(b) =
∬

?(H, \ |b) log
?(H |\, b)
?(H |b)

d\ dH

=

∬
?(H, \ |b) log

?(H |\, b)∫
?(H |\̃, b)?(\̃) d\̃

d\ dH

≈ 1
#

#∑
8=1

(
log ?(H(8) |\(8), b) − log

[
1
"

"∑
9=1

?(H(8) |\̃(8, 9), b)

])
C *̂

# ,"

KL (b).

(3.2)

Here the ‘outer loop’ sample pairs {(H(8), \(8))}#
8=1 are drawn from ?(H, \ |b) as

before, but we also require an independent collection of samples from the prior,

{\̃(8, 9)}8=# , 9="
8=1, 9=1 ∼ ?(\),

amounting to " independent samples for each outer loop iteration. Overall, evalu-
ating *̂# ,"KL requires (i) the ability to sample from the prior, (ii) the ability to sample
from the statistical model for . |b, and (iii) the ability to evaluate the likelihood
function.
Properties of the estimator *̂# ,"KL have been analysed in Ryan (2003), Beck et al.

(2018) and Rainforth et al. (2018). It is biased at finite " , but asymptotically
unbiased and consistent. More precisely, the leading order terms of its bias and
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variance are given by

E
[
*̂
# ,"

KL (b)
]
−*KL(b) =

�1(b)
"
+$
(

1
"2

)
, (3.3)

Var
[
*̂
# ,"

KL (b)
]
=
�2(b)
#
+ �3(b)
#"

+$
(

1
#"2

)
, (3.4)

where �1, �2, �3 are design-dependent constants. The constant �1 is always pos-
itive (see Beck et al. 2018, Proposition 1), and thus the NMC estimator *̂# ,"KL is,
to leading order, positively biased. Intuitively, bias arises because the Monte Carlo
estimator of ?(H |b) (which is unbiased) is transformed by a nonlinear function.

It is useful then to ask how to optimally allocate the sample sizes " and # to
minimize the mean-square error

MSE = E
[(
*̂
# ,"

KL −*KL
)2]

for any given budget. The total number of samples drawn is , = (" + 1)#;
similarly, if cost lies in evaluating the statistical model ?(H |\, b) for any new value
of \, then computing *̂# ,"KL incurs, = (" + 1)# evaluations. Letting U2 = "/#
denote the ratio of inner-to-outer loop sample sizes, one can show that the optimal
value of this ratio for any given , scales as U2

∗ = $(,−1/3) (Beck et al. 2018,
Feng and Marzouk 2019, Rainforth et al. 2018). In other words, the ratio should
decrease slowly as the computational budget increases. This scaling translates
to setting " = $(

√
#), and an optimal convergence rate of MSE = $(,−2/3).

Significantly, this is slower than the standard Monte Carlo rate! Put another way,
the computational effort required to achieve an MSE of n2 is $(n−3), rather than
$(n−2).

Many improvements upon the ‘vanilla’ NMC estimator (3.2) have been proposed.
A straightforward idea is to use importance sampling to estimate the evidence
?(H |b) in the inner loop, i.e. to sample from some possibly H-dependent biasing
distribution rather than the prior ?Θ. To make this explicit, we write only the outer
loop of (3.2) and replace the log-evidence term with a plugin estimate,

*KL(b) ≈ *̂# ,isKL (b) B
1
#

#∑
8=1

(
log ?(H(8) |\(8), b) − log ?̂(H(8) |b)

)
, (3.5)

where

?̂(H(8) |b) =
1
"

"∑
9=1

?(H(8) |\̃(8, 9), b)F(8, 9), \̃(8, 9) i.i.d.∼ @8, b , F(8, 9) =
?(\̃(8, 9))
@8, b (\̃(8, 9))

.

(3.6)

Here the superscripts on the density @8, b of the biasing distribution emphasize that
it can depend on the outer-loop index 8, and thus on the point H(8) where the evidence
is being evaluated. The biasing distribution generally depends on the design b as

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0962492924000023
Downloaded from https://www.cambridge.org/core. IP address: 3.15.4.105, on 11 Sep 2024 at 10:37:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0962492924000023
https://www.cambridge.org/core


Optimal experimental design 751

well. The question then becomes to how to choose this biasing distribution, for
each summand of the outer loop.
One natural choice, proposed in Beck et al. (2018), is to use a Laplace approx-

imation of the posterior distribution ?(\ |H(8), b) associated with each outer-loop
sample. The Laplace approximation seeks the point of highest posterior density,
\8map ≡ \map(H(8), b) ∈ argmax\ log ?(\ |H(8), b), and builds a Gaussian approx-
imation centred at this point, with covariance equal to the negative Hessian of
log ?(\ |H(8), b) evaluated at \8map. In general, we define

Σmap(H, b) =
(
∇2
\ log ?(\ |H, b)|\=\map(H, b )

)−1
.

The biasing distribution suggested by Beck et al. (2018) is then

@8, b = N
(
\8map,Σmap(H(8), b)

)
. (3.7)

This choice aims to focus samples of the biasing distribution onto regions of higher
posterior density, thus reducing the variance of the evidence estimate ?̂(H(8) |b) and
hence both the bias and the variance of estimates of*KL, as demonstrated in Beck
et al. (2018). As is typically the case with importance sampling, choosing a better
biasing distribution reduces the magnitudes of the constants �1, �2, �3 in (3.3)–
(3.4), but does not change the rates of convergence of the estimator with ", # .
Computing a Laplace approximation efficiently, which must be done here #

times (once for each outer-loop sample), generally requires gradients of the log-
posterior density, ∇\ log ?(\ |H(8), b), and a good approximation of the Hessian of
this log-density (Bui-Thanh et al. 2013, Schillings and Schwab 2016). We also
note that, in general, \8map ≠ \

(8); that is, the posterior mode does not coincide with
the data-generating value of the parameter. Englezou, Waite and Woods (2022)
propose a simplification of Laplace-based importance sampling that instead centres
the biasing distribution at the data-generating value of the parameter, drawn from
the outer loop. Specifically, both the mean of the Gaussian and the position of the
Hessian evaluation in (3.7) are set to \(8), rather than \8map. Doing so avoids the
cost of numerical optimization to find \8map, and may yield only a modest increase
in the MSE of the estimator at finite sample sizes (Englezou et al. 2022). An
(approximate) Hessian of the log-posterior, however, is still required. We should
also emphasize that choosing a Gaussian approximation as a biasing distribution
can become unstable when the posterior is strongly non-Gaussian, and particularly
if the posterior has heavy tails. Here other choices of biasing – for instance, using
the mean and covariance matrix of the Laplace approximation to parametrize a
heavier-tailed multivariate-C distribution – could be more robust (Owen 2013).
Another approach to importance sampling, developed in Feng and Marzouk

(2019), is derivative-free. It is a multiple importance sampling scheme that pro-
ceeds iteratively over the outer-loop index 8: at any given 8, past inner-loop samples{

(\̃(:, 9))"
9=1

}
:<8

and their associated likelihood evaluations are used to create amix-
ture biasing distribution @8, b tailored to estimating the current evidence ?(H(8) |b).
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To make this process efficient and maximize re-use of information, the outer-loop
iterations are ordered from largest to smallest prior density of \(8), ?(\(8)). Again,
this approach can substantially decrease the bias and variance of EIG estimates
relative to a vanilla NMC scheme.
A different way of accelerating nested Monte Carlo involves multilevel formu-

lations (Giles 2015). Goda, Hironaka and Iwamoto (2020) introduce a multilevel
Monte Carlo estimator of *KL, where the level controls the number of inner-loop
samples. They also develop an antithetic coupling for the inner-loop estimates that
reduces variance, and show that the overall construction reduces the computational
complexity required to achieve an MSE of n2 to $(n−2), improving on the $(n−3)
complexity of the standard NMC estimator. In other words, we recover the op-
timal Monte Carlo rate. Goda et al. (2020) also show how importance sampling,
e.g. the Laplace approximation-based importance scheme discussed above, can be
incorporated within their multilevel Monte Carlo estimator to reduce constants of
the error terms. Beck, Dia, Espath and Tempone (2020) also introduce a multi-
level scheme for EIG, varying not only the number of inner-loop samples but also
the discretization/approximation of some underlying partial differential equation
(PDE) model used to define the likelihood.
All of the estimators discussed so far are consistent, that is, they converge in

probability to the true EIG as the relevant sample sizes (e.g. " and # , or their
analogues in a multilevel scheme) are sent to infinity. Other schemes proposed in
the literature, with the goal of improving computational efficiency, are not consist-
ent. For instance, Long, Scavino, Tempone andWang (2013) propose replacing the
utility Ddiv(b, H) (2.20), whose expectation yields the EIG, with an approximation
of the Kullback–Leibler (KL) divergence from the prior to a Laplace approximation
N (\map(H, b),Σmap(H, b)) of the posterior ?(\ |H, b). Their construction introduces
a series of additional approximations – replacing the true MAP estimate \map(H, b)
with the data-generating value of the parameter \, using the Gauss–Newton approx-
imation of the Hessian at this point rather than at the MAP (the inverse of which
yields a ‘covariance’ matrix Σ̃(\, b) that does not depend on H), and taking further
asymptotic approximations of the relevant integrals – to obtain an approximation
of EIG that involves only integration over the prior,

EIG(b) ≈
∫ (
−1

2
log det Σ̃(\, b) − ?

2
(log 2c + 1) − log ?(\)

)
?(\) d\. (3.8)

As a design criterion, we note that this EIG approximation is similar in structure
to (2.12). The error of this approximation can be related to the Gaussianity of
the posterior and the number of independent repeated trials #tr of the experiments
specified by b, and is bounded by $(1/#tr) in probability (Long et al. 2013).
Intuitively, repeated trials cause the posterior to concentrate, and this concentration
controls the error of integral approximations leading to (3.8). In practice, for
small #tr and a non-Gaussian problem, this error can be large. An alternative and
perhaps more straightforward way of using the Laplace approximation is proposed
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by Overstall, McGree and Drovandi (2018); here the approach is simply to replace
the estimate of the log-evidence term log ?(H(8) |b) in (3.5) with the log-evidence
of the standard Laplace approximation of the posterior ?(\ |H(8)). The explicit
likelihood term and the outer Monte Carlo sum in (3.5) are unchanged. The
bias of this EIG approximation increases from zero as the posterior departs from
Gaussianity, but compared to the scheme in Long et al. (2013), it does not rely
directly on posterior concentration.

A different family of approximations follows by replacing computationally ex-
pensive aspects of statistical model ?(H |\, b) with a computationally cheaper ‘sur-
rogate’. For instance, suppose that the data arise from a nonlinear forward operator
� b : R? → R= perturbed with additive noise E , i.e. . = � b (\) + E . This set-
up corresponds to a discretization of the Bayesian inverse problems discussed in
Section 2.3.1. Here, evaluating the function � b often involves solving a set of
PDEs or integral equations, and it is natural to replace this solution with a cheaper
approximation �̃ b ≈ � b , which in turn induces an approximation ?̃(H |\, b) of the
likelihood and an approximation ?̃(\ |H, b) of the posterior distribution via (2.3).
Inserting any of these approximations into (2.15) and equivalent expressions thus
yields an approximate EIG. By the same token, using evaluations of ?̃(H |\, b) and
samples H̃(8) drawn from this approximate model in any of the NMC estimators
discussed above will yield consistent estimates of this approximate EIG.

Huan andMarzouk (2013) proposed such a procedure, using polynomial approx-
imations �̃ b of� b built via sparse quadrature. But a wide variety of other approx-
imation schemes and formats are possible: direct function approximation, whether
via polynomials, Gaussian processes or neural networks (Herrmann, Schwab and
Zech 2020), but also reduced-order models (Benner, Gugercin and Willcox 2015),
or even coarser numerical discretizations of the model giving rise to the parameter-
to-observable map � b . The impact of such approximations on the posterior dis-
tribution is by now reasonably well understood, especially when one can build a
family of approximations �̃ℓ

b
, indexed by ℓ, that converge (in some appropriate

sense) to� b as ℓ →∞ (Marzouk andXiu 2009, Stuart 2010, Stuart and Teckentrup
2018, Sprungk 2020). The impact of such approximations on the EIG has only
recently been analysed, however. Duong, Helin and Rojo-Garcia (2023) show that
the difference between the EIG and its approximation is controlled by the prior ex-
pectation of likelihood perturbations under the KL divergence. As a consequence,
in the setting of Gaussian likelihoods that we sketched here, Duong et al. (2023,
Theorem 4.4) show that closeness of �̃ℓ

b
(\) to � b (\) in a prior-weighted !2 sense,

uniformly over designs b ∈ Ξ, guarantees uniform control over the error in the
approximate EIG*ℓKL(b) and convergence of the maximizers of*ℓKL as ℓ →∞.
We close this section with a caution. Even the consistent NMC estimators of

*KL(b) discussed so far are biased at finite inner-loop sample sizes. This bias can be
significant but, more importantly, will vary with b in general. Figure 3.1, adapted
from Feng andMarzouk (2019), illustrates this phenomenon for a four-dimensional
linear-Gaussian problem (thus allowing comparison with exact solutions). EIG in
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Figure 3.1. Estimated EIG as a function of a scalar design parameter b for a linear-
Gaussian model, using vanilla NMC (red) or an improved multiple importance
sampling scheme (green), compared to the true EIG (black). Shaded areas represent
the interval containing 95% of 2000 independent estimates of EIG at each b; red
dashed and solid green lines are the means of these estimates. Figure adapted from
Feng and Marzouk (2019).

a subset of the model parameters (2.28)–(2.29) is estimated using an adaptation of
the vanilla NMC estimator *̂# ,"KL (3.2) (in red), and with the multiple importance
sampling scheme developed in Feng and Marzouk (2019) (in green). Sample sizes
are fixed for all b, and the true EIG is shown in black. We see that the bias of the
vanilla estimator actually obscures the location of the true maximum. The bias
is largest where posterior concentration is maximized, as this is where the prior-
weighted estimates of the evidence have greatest variance. Themultiple importance
scheme fares better, but there is generally no guarantee regarding stability of the
maxima for any finite sample size. Care is thus needed to adjust the approximation
of EIG in conjunction with the optimization procedure. We will revisit this issue
in Section 4.

3.2. Mutual information bounds via density approximations

As anticipated in the discussion following (2.21)–(2.22), one of the core com-
putational tasks of the NMC estimators discussed in Section 3.1 is to estimate
the posterior normalizing constant ?(H |b) across many different values of H. The
vanilla NMC approach does this entirely independently for each value of H, as
does the Laplace-based importance sampling method. (The adaptive importance
sampling scheme of Feng and Marzouk (2019), on the other hand, could be said to
‘borrow’ information from other values of H to create a local biasing distribution.)
A rather different way of approaching this problem is to approximate the marginal
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density ?(H |b), or similarly, the normalized posterior density ?(\ |H, b), directly,
e.g. in some parametric family of densities.
Let us recall (2.21)–(2.23) in a more concise form:

I(. ;Θ|b) = E. ,Θ |b
[
log

?(H |\, b)
?(H |b)

]
(3.9)

= E. ,Θ |b

[
log

?(\ |H, b)
?(\)

]
. (3.10)

In either (3.9) or (3.10), one could in principle seek to approximate the density in
the numerator, the density in the denominator, or both. Suppose that we replace
?(H |b) in (3.9) with some approximating probability density function @mar(H |b)
(where the subscript stands for ‘marginal’). Then, as noted in Barber and Agakov
(2003), Poole et al. (2019) and Foster et al. (2019),

I(. ;Θ|b) = E. ,Θ |b
[
log

?(H |\, b) @mar(H |b)
@mar(H |b) ?(H |b)

]
= E. ,Θ |b

[
log

?(H |\, b)
@mar(H |b)

]
− �KL(?. |b | |@. |b )

≤ E. ,Θ |b
[
log

?(H |\, b)
@mar(H |b)

]
= EΘ [�KL(?. |Θ, b | |@. |b )], (3.11)

where the inequality follows from the non-negativity of the KL divergence. Hence,
for any approximation @mar(H |b) of the marginal density of . |b, (3.11) is an upper
bound on the mutual information (EIG).
Similarly, if we replace ?(\ |H, b) in (3.10) with some approximating probability

density function @pos(\ |H, b) (where the subscript denotes ‘posterior’), we obtain

I(. ;Θ|b) = E. ,Θ |b
[
log

@pos(\ |H, b) ?(\ |H, b)
?(\) @pos(\ |H, b)

]
= E. ,Θ |b

[
log

@pos(\ |H, b)
?(\)

]
+ E. |b [�KL(?Θ |. , b | |@Θ |. , b )]

≥ E. ,Θ |b
[
log

@pos(\ |H, b)
?(\)

]
= E. ,Θ |b [log @pos(Θ|., b)] + �(Θ).

(3.12)

Hence, for any approximation @pos(\ |H, b) of the posterior density, (3.12) is a lower
bound on the mutual information (EIG). This bound is sometime called the Barber–
Agakov bound, after Barber and Agakov (2003). Note that all expectations above,
and specifically in (3.11) and (3.12), are with respect to the true distribution ?. ,Θ |b .
Evaluating the upper bound (3.11) requires the ability to evaluate the likelihood

function, and thus it does not apply to the implicitmodel settingwhere the likelihood
is intractable. Evaluating the lower bound, on the other hand, only requires access
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to the prior density (or the differential entropy of the prior) and the ability to find a
tractable approximation @pos(\ |H, b).

Foster et al. (2019) were the first to suggest using these mutual information
bounds in OED, and in practice selected the approximations @ from simple para-
metric families of densities (e.g. Gaussian, uniform) that were tailored to the design
problem at hand. Once such a familyQ is specified, the best member of the family,
i.e. the density yielding the closest approximation of the EIG, can be found by
tightening the bound. Specifically, for the marginal approximation, we seek (for
any given design b)

@∗mar ∈ argmax
@∈Q

E. |b [log @(. |b)], (3.13)

which minimizes the upper bound (3.11), while for the posterior approximation we
seek

@∗pos ∈ argmax
@∈Q

E. ,Θ |b [log @(Θ|., b)], (3.14)

which maximizes the lower bound (3.12). In practice, the expectations in (3.13)
or (3.14) are approximated using samples from the model; for example, (3.13)
becomes

@̂mar ∈ argmax
@∈Q

"∑
8=1

log @(H(8) |b), H(8) ∼ ?(H |b), (3.15)

and analogously for (3.14). Inspecting (3.15), it is apparent that identifying a
member of the variational family in this way is none other thanmaximum likelihood
estimation of either the marginal density ?(H |b) or conditional density ?(\ |H, b).3
With this link in mind, we can immediately generalize the machinery used to

construct good density approximations. One powerful approach for estimating
both joint and conditional densities rests on transportation of measure (Villani
2009, Marzouk, Moselhy, Parno and Spantini 2016, Spantini, Bigoni and Marzouk
2018). Given some generic target distribution c on R3 , the idea behind transport
methods is to find an invertible transformation ( : R3 → R3 that pushes forward c
to a simple reference distribution d on R3 whose density can be easily evaluated.
Abusing notation (by not distinguishing measures from densities), we can write
this as (♯c = d, which means that d(�) = c((−1(�)) for any d-measurable set �.
Crucially, for any diffeomorphism (̃ on R3 , the distribution (̃♯d B (̃−1

♯
d, called

the pullback of d under (̃, has a closed-form expression for its density:

(̃♯d = (d ◦ (̃) det∇(̃, (3.16)

3 ‘Maximum likelihood’ here refers to the density estimation problem immediately at hand, i.e.
estimating the best @ ∈ Q given samples, and should not be confused with the idea of estimating
\ by maximizing \ ↦→ ?(H |\, b).
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which is guaranteed to be positive and to integrate to one. Density estimation can
thus be recast as the problem of finding a map (̃ in some suitable class such that
(̃♯d is ‘close’ to c (Wang and Marzouk 2022).
In practice, these models can be quite expressive. Any measure absolutely con-

tinuous with respect to the Lebesgue measure on R3 can be represented as the
pullback, under some map, of a Gaussian d on R3; in fact, for any pair of equival-
ent continuous measures (d, c), there exist infinitely many transport maps ( that
achieve (♯d = c. Normalizing flows (Kobyzev, Prince and Brubaker 2020, Papa-
makarios et al. 2021) are a special case of this formulation, i.e. a particular class
of transport map parametrizations that guarantee invertibility, differentiability, and
easy evaluation of the Jacobian determinant det∇(. But many other representa-
tions are useful. Monotone triangular maps (Bogachev, Kolesnikov and Medvedev
2005), for instance, can represent arbitrary absolutely continuous distributions and
be parametrized in a way that endows the maximum likelihood estimation prob-
lems (3.13)–(3.14) with optimization guarantees; see Baptista, Marzouk and Zahm
(2023b) for details. Continuous optimal transport maps can also be estimated
by first solving a discrete optimal transport problem (i.e. between empirical meas-
ures) and smoothing the result (Manole, Balakrishnan, Niles-Weed andWasserman
2021, Pooladian and Niles-Weed 2021) or by parametrizing a differentiable convex
potential (Huang, Chen, Tsirigotis and Courville 2020).
In the context of OED, it is useful to employ block-triangular maps (Baptista,

Hosseini, Kovachki and Marzouk 2023a) (a class which includes strictly triangular
maps but infinitely many other choices), as they naturally capture conditional
densities. Consider the following block arrangement for a map ( : R=+? → R=+?:

((H, \) =
[
(. (H)
(Θ(H, \)

]
, (3.17)

where (. : R= → R= and (Θ : R=+? → R?. Let the reference distribution d

on R=+? factor as d = d= ⊗ d?, where the subscripts denote the dimension of
the factors. (The standard Gaussian distribution on R=+? naturally factorizes in
this way, but any distribution with appropriate block-independence would suffice.)
Then, as shown in Baptista et al. (2023a) andMarzouk et al. (2016), if (♯?. ,Θ = d,
then (.

♯
?. = d= and (\ ↦→ (Θ(H, \))♯?Θ |.=H = d? for any H ∈ supp ?. . Thus the

two component functions of the map capture the evidence (. -marginal) and the
posterior, respectively. Note also that (3.17) can easily be extended to depend on
the design, that is,

((H, \; b) =
[
(. (b, H)
(Θ(b, H, \)

]
. (3.18)

Suppose now that we obtain a maximum likelihood estimate (̂ of a map of the
form (3.18), given samples from ?(H, \ |b) and some tractable class of candidate

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0962492924000023
Downloaded from https://www.cambridge.org/core. IP address: 3.15.4.105, on 11 Sep 2024 at 10:37:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0962492924000023
https://www.cambridge.org/core


758 X. Huan, J. Jagalur and Y. Marzouk

block-triangular maps S, for instance as described in Baptista et al. (2023b):

(̂( · ; b) ∈ arg max
(∈S

"∑
8=1

log (♯d(H(8), \(8)). (3.19)

The map (̂ yields a plug-in estimate of the desired densities, via its two component
functions:

@̂mar(H |b) = d=((̂. (b, H)) det∇H (̂. (b, H),

@̂pos(\ |H, b) = d?((̂Θ(b, H, \)) det∇\ (̂Θ(b, H, \).

(For a statistical convergence analysis of transport-based density estimators, in a
general non-parametric setting, see Wang and Marzouk 2022.) In fact, since the
reference d is a product distribution, (3.19) splits into two separate optimization
problems such that the component functions (. and (Θ can be estimated separately,
and hence only the component needed for the desired variational bound needs to
be learned. The resulting density estimates @̂mar or @̂pos can then be substituted
into (3.11) or (3.12), respectively. The transport approach effectively defines the
approximating class of densitiesQ in (3.13) or (3.14) as the set of all densities that
can be expressed as (♯d for ( ∈ S .

Several recent instantiations of this transport approach inOEDhave parametrized
the maps as normalizing flows; see Kennamer, Walton and Ihler (2023), Orozco,
Herrmann and Chen (2024) and Dong et al. (2024). In particular, the lower
component function (Θ can be represented as a conditional normalizing flow, which
is essentially a structured invertible function of \ that is parametrized by H. Another
canonical choice of (Θ is a conditional Brenier map (Carlier, Chernozhukov and
Galichon 2016), which can be understood as a family of !2-optimal transport maps
from ?Θ |.=H to d?, parametrized by H. The essential requirements are to respect
the overall block structure of (3.17) in an invertible, differentiable map that pushes
forward ?. ,Θ to a block-independent reference distribution.

Figure 3.2, adapted from Li, Baptista and Marzouk (2024a), shows an applica-
tion of these transport-based density estimators to the nonlinear Mössbauer spec-
troscopy example described in Feng and Marzouk (2019, Section 4.2), for a fixed
design b. The orange violin plots and circles show repeated independent estimates
of the upper bound (3.11), while the blue violin plots and circles illustrate repeated
independent estimates of the lower bound (3.12). These estimates are produced by
learning the appropriate transport map component, (. or (Θ, via the adaptive semi-
parametric procedure described in Baptista et al. (2023b), which naturally enlarges
the family of maps being considered as the sample size available for estimation
increases. Here the maps ( are strictly triangular, and hence approximations of
the Knothe–Rosenblatt rearrangement; see Rosenblatt (1952), Knothe (1957) and
Santambrogio (2015, Section 2.3). The horizontal axis shows the total number
of independent samples drawn from the model, comprising two batches: one to
estimate the map and a separate batch to estimate the outer expectations E. ,Θ |b in
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Figure 3.2. Variational upper (orange) and lower (blue) bounds on the EIG in
a nonlinear design problem, compared to a biased estimate obtained via NMC
(dashed red line). See the discussion in Section 3.2. Figure adapted from Li et al.
(2024a).

(3.11) and (3.12). (Asymptotically optimal allocations of this sample budget are
discussed in Li et al. 2024a.) The upper and lower bounds ‘sandwich’ the true EIG
as the sample size increases.
It is useful to understand the source and nature of the randomness in these results.

Each estimate of a transport map yields a density estimate @̂, and plugging any
such estimate into (3.11) and (3.12) yields a guaranteed upper or lower bound, as
appropriate. Approximating the expectations in (3.11) and (3.12) with samples,
however, yields an unbiased estimate of the bound. There is no guarantee that each
realization of the estimator will be above or below the true EIG, though the figure
suggests that no realizations cross this threshold at the sample sizes considered
here. Overall, however, fluctuation in the estimates reflects randomness in both @̂
and in the Monte Carlo approximation of the outer expectation. The red dashed
line in Figure 3.2 is an NMC estimate of the EIG obtained with 1.58×106 samples,
which is two to four orders of magnitude greater than the number of samples used
in the variational estimators. The NMC estimate appears to be positively biased,
even at this large sample size.
As noted earlier, estimating the posterior density to construct a lower bound for

EIG is well suited to implicit models, since (3.12) does not require the ability to
evaluate ?(H |\, b). But the flexibility of using such density estimates also applies to
other information-based design criteria discussed in Section 2.2.2. For instance, the
expected marginal information gain objective in (2.28) can be bounded from below
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by estimating ?(\1 |H, b), i.e. by replacing this marginal posterior density with some
@(\1 |H, b). Baptista et al. (2024) uses this approach to assess the information value
of different observables in a phase-field model (a nonlinear PDE), where high-
dimensional random initial conditions take the role of the ‘nuisance parameters’
Θ2. If the prior marginal density ?(\1) is not available in closed form, it can also
be estimated from samples, with the caveat that if ?(\1 |H, b) and ?(\1) are both
replaced with approximations, the resulting EIG approximation will be neither an
upper nor a lower bound for the true marginal EIG in general (Foster et al. 2019).
In the case of goal-oriented OED (2.31)–(2.32), the need for learning both the

numerator and denominator in the associated density ratios is more acute: for a
genericΨ, none of the densities in (2.31) or (2.32) may be readily available. But as
long as we can simulate from ?(I, H |b) – which can be done by drawing \(8) ∼ ?(\),
drawing H(8) ∼ ?(H |\(8), b) and evaluating I(8) = Ψ(\(8)) – the density estimation
techniques discussed above will apply. If we choose to use transport in this setting,
then two block-triangular maps will be relevant:

(1(H, I; b) =

[
(.1 (b, H)
(/1 (b, H, I)

]
and (2(I, H; b) =

[
(/2 (b, I)
(.2 (b, I, H)

]
. (3.20)

Approximating the densities in (2.31) would use the lower component of (1 and the
upper component of (2; conversely, approximating the densities in (2.32) would
use the upper component of (1 and the lower component of (2.

In closing, we note that transport approximations of the densities relevant to an
EIG calculation can be built by means other than maximum likelihood estimation.
For instance, Koval, Herzog and Scheichl (2024) first prescribe some density over
the continuous real-valued design variables b, and then build triangular transport
maps directly from unnormalized evaluations of the joint density ?(H, \ |b)?(b),
using a functional tensor-train format (Cui, Dolgov and Zahm 2023). This con-
struction method does not correspond to tightening a variational bound, in contrast
to maximizing the likelihood, but the error in EIG due to the map approximation
can nonetheless be analysed.

Finally we note that another use for the variational approximations discussed in
this subsection – specifically the approximation @pos(\ |H, b) – is as a biasing distri-
bution in NMC estimation of EIG. This idea, proposed in Foster et al. (2019), fits
directly into (3.6) by setting @8, b (\) = @pos(\ |H(8), b), and recovers the consistency
guarantees of NMC.

3.3. More general variational bounds for mutual information

So far we have discussed bounds on mutual information that follow from paramet-
rizing a density, or a transport map from which a density estimate can be derived.
These bounds are variational in the sense that they can be tightened by solving
an optimization problem over some class of densities or transport maps. For the
bounds discussed so far, if the class of densities or transports is sufficiently rich,
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in principle there is a member of the class that corresponds to the true density and
the bound will attain the true mutual information.
But there are many other variational bounds for mutual information, based on

different approximation formats and more general classes of functions (i.e. not
just densities or invertible transport maps). Such bounds are in fact an important
topic in information theory, with many applications in machine learning. And
several have found recent use in OED. Poole et al. (2019) provide a unifying
framework for understanding many variational bounds, which inspires some of the
discussion below.
To provide some context, we first recall a classical non-parametric estimator of

mutual information (which is not variational). The :-nearest-neighbour estimator
of Kraskov, Stögbauer and Grassberger (2004) (KSG) takes joint sample pairs
(H(8), \(8)) ∼ ?. ,Θ as input, and uses the statistics of nearest-neighbour distances in
both the joint space and in the marginal directions to construct an estimator. Its
construction is related to :-nearest-neighbour estimators of the Shannon entropy
(Kozachenko and Leonenko 1987). The KSG estimator has been used for OED
(Terejanu, Upadhyay and Miki 2012), but is known to scale poorly with dimension.
Rigorous statistical analyses of this estimator, e.g. proofs of consistency for fixed
: and bounds on the rate of convergence of the MSE with sample size # , have
appeared relatively recently (Gao, Oh and Viswanath 2018). For instance, Gao
et al. (2018, Corollary 2) establish an upper bound on the MSE that is, up to
polylogarithmic factors, $(#−2/(=+?)), where = is the dimension of . and ? is the
dimension of - . They suggest that this convergence rate cannot be refined even if
the densities of interest are assumed to be Hölder-smooth.
Non-parametric estimators of the entropy (rather than the mutual information)

have been used to construct lower bounds for mutual information in Ao and Li
(2020). Here the idea is to write I(. ;Θ|b) = �(. |b) − �(. |Θ, b) and then to
seek an upper bound for the conditional entropy �(. |Θ, b). Ao and Li develop an
upper bound that requires only (unconditional) entropy estimation, performed via
a :-nearest-neighbours approach (Kozachenko and Leonenko 1987).

3.3.1. Variational lower bounds and approximate density ratios
Now we turn our discussion back to variational bounds, parametrized by learnable
functions. Dropping our earlier requirement that the function be a properly normal-
ized density or a smooth invertible transport map, Poole et al. (2019) develop the
following bound, which holds for any function 5 : R? × R= → R and any positive
function 0 : R= → R>0:

I(. ;Θ) ≥ EΘ,. [ 5 (Θ, . )] − E.
[
EΘ [e 5 (Θ,. )]

0(. )
+ log 0(. ) − 1

]
C LTUBA( 5 , 0). (3.21)

Here ‘TUBA’ denotes ‘tractable unnormalized Barber–Agakov (BA)’, for reasons
we will explain shortly. The function 5 is known as the ‘critic’. This bound is
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tightened by maximizing simultaneously over 5 and 0. Since the mutual informa-
tion will generally depend on the design b, the critic and the function 0 can both
depend on the design as well, but here we have temporarily dropped dependence
on b to lighten notation.4 We can link this bound to the BA bound in (3.12), which
uses variational approximation over a class of normalized densities, by writing

@(\ |H) =
?(\)
/(H)

e 5 (\,H) (3.22)

and

/(H) = EΘ [exp 5 (Θ, H)] . (3.23)

Hence 5 parametrizes an approximation @(\ |H)/?(\) of the true posterior-to-prior
density ratio ?(\ |H)/?(\), and / is the H-dependent normalizing constant. The
bound LTUBA( 5 , 0) is then tight when

5 (\, H) = log ?(H |\) + 2(H) and 0(H) = /(H),

where 2 is any function of H. One specific case is when 2 = 0, and hence
5 (\, H) = log ?(H |\) and 0(H) = ?(H).
Poole et al. (2019) point out that the lower bound for mutual information in-

troduced earlier by Nguyen, Wainwright and Jordan (2010), often called the NWJ
bound, is a special case of (3.21) that follows from setting 0 = 4:

I(. ;Θ) ≥ EΘ,. [ 5 (Θ, . )] − 1
4
E. [/(. )] C LNWJ( 5 ). (3.24)

In this case, the unique optimal critic is

5 ∗(\, H) = 1 + log
?(\ |H)
?(\)

.

Unbiased estimates of these lower bounds, for any 5 and 0, can be constructed
by simple Monte Carlo estimation of the expectations therein. Similarly, one can
produce unbiased estimates of the gradient of each bound with respect to 5 and
0 (or some parametrization thereof). The modern approach is to parametrize 5

and 0 with deep neural networks, and to maximize over the network parameters,
with the hope that the resulting class of functions is rich enough to yield a good
approximation of the optimal critic. To our knowledge, the statistical properties of
these nonlinear M-estimators are not well understood, save perhaps for the NWJ
estimator in the more classical setting where the critic is constrained to lie in a
reproducing kernel Hilbert space and parametrized with kernels (Nguyen et al.
2010). A more general observation is that while these bounds can in principle

4 For the remainder of this section, we will keep notation lighter by not explicitly writing depend-
ence of the mutual information, the critic, the likelihood and other quantities on b, with the
understanding that everything is appropriately conditioned on b, since we are considering the
mutual information at a particular design.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0962492924000023
Downloaded from https://www.cambridge.org/core. IP address: 3.15.4.105, on 11 Sep 2024 at 10:37:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0962492924000023
https://www.cambridge.org/core


Optimal experimental design 763

become tight, their estimators exhibit high variance, especially when the true
value of the mutual information is large; see McAllester and Stratos (2020) for a
discussion.
For completeness, we should note that the classical Donsker–Varadhan bound

(Donsker and Varadhan 1983), a variational lower bound on KL divergence, can
be adapted to mutual information to yield

I(. ;Θ) ≥ EΘ,. [ 5 (Θ, . )] − logE. [/(. )] C LDV( 5 ). (3.25)

When the critic 5 is parametrized by a neural network, this is the ‘mutual in-
formation neural estimation’ (MINE) approach of Belghazi et al. (2018). The
challenge in using this bound is that the second term on the right yields a nested
expectation. Hence, in practice, when estimating the bound with Monte Carlo as in
Belghazi et al. (2018), we revert to the NMC setting of Section 3.1, where estimates
are biased at finite inner-loop sample sizes. Then, as emphasized in Poole et al.
(2019), we will obtain (to leading order) a positively biased estimator of a lower
bound. The mean of this estimator is neither an upper nor a lower bound on the
desired I(. ;Θ).

3.3.2. Multi-sample lower bounds
A different class of lower bounds are called ‘multi-sample’ in that they involve not
only an expectation over the joint distribution of Θ, . ∼ ?Θ,. but simultaneously
another expectation over Θ2:" ∼

∏"
9=2 AΘ, where AΘ could be different from the

marginal ?Θ.
The simplest among these is the so-called ‘prior contrastive estimator’ (PCE)

proposed in Foster et al. (2020):

I(. ;Θ) ≥ E.1 |Θ1EΘ1EΘ2:"

[
log

?(.1 |Θ1)
1
"

∑"
9=1 ?(.1 |Θ 9)

]
C LPCE("), (3.26)

where the expectation is over Θ1, .1 ∼ ?Θ,. and Θ2:"
i.i.d.∼ ?Θ. Keep in mind that

to estimate the right-hand side of (3.26), one must draw many independent and
identically distributed (i.i.d.) realizations of (.1,Θ1,Θ2:" ). Suppose that we draw
# such (outer-loop) realizations, with sample index 8. The result is very much like
the NMC estimator (3.2), with one crucial modification: each outer loop sample
of the parameters, Θ(8)

1 , is used once more, within the inner-loop estimate of the
evidence for the corresponding . (8)

1 . Doing so guarantees that LPCE(") is a lower
bound of the mutual information for any " > 1; moreover, like NMC, the bound
becomes tight as " → ∞ (Foster et al. 2020, Theorem 1). Intuitively, recycling
the outer-loop parameter sample makes the denominator of (3.26) over-estimate
the evidence and hence under-estimate the mutual information. The samples Θ(8)

2:"
are called contrastive samples, in that, unlike the original sample Θ(8)

1 , they are not
responsible for . (8)

1 .
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Just as the variance and bias of the NMC estimators in Section 3.1 were improved
by importance sampling, a H-dependent, properly normalized, biasing distribution
@(\ |H) can be used within a contrastive estimator as well. (The biasing distribution
will generally depend on b too, but recall that we are not explicitly writing depend-
ence on b in this section, to keep notation simple.) This leads to the idea of an
‘adaptive contrastive estimator’ (ACE) proposed by Foster et al. (2020),

I(. ;Θ) ≥ E.1,Θ1EΘ2:"

[
log

?(.1 |Θ1)
1
"

∑"
9=1

?(.1 |Θ 9 )?(Θ 9 )
@(Θ |.1)

]
C LACE(", @), (3.27)

where now the expectation is over Θ1, .1 ∼ ?Θ,. and Θ2:"
i.i.d.∼ @Θ |.1 . The optimal

biasing distribution in this case is @(\ |H) = ?(\ |H), which leads to zero-variance
estimates of the evidence ?(.1). Seeking this @ is exactly the idea described at the
end of Section 3.2 – combining a variational approximation of the posterior density
with nested Monte Carlo – with only the addition of a contrastive recycling of the
outer-loop Θ1. With the optimal choice of @, this bound is tight for any finite ";
otherwise, for sub-optimal @, it becomes tight as " →∞.
Both (3.26) and (3.27) require the ability to evaluate the likelihood, and thus in

contrast with the variational bounds (3.12), (3.21) and (3.24), they are not suited
to implicit models. A further modification can make (3.26) likelihood-free. It
introduces a critic function 5 as follows:

I(. ;Θ) ≥ E.1,Θ1EΘ2:"

[
log

exp 5 (Θ1, .1)
1
"

∑"
9=1 exp 5 (Θ 9 , .1)

]
C LNCE(", 5 ), (3.28)

where the expectation is again over Θ1, .1 ∼ ?Θ,. and Θ2:"
i.i.d.∼ ?Θ. This

is essentially the ‘information noise-contrastive estimation’ (InfoNCE) approach
proposed in van den Oord, Li and Vinyals (2018). LNCE(", 5 ) is a lower bound
of the mutual information for all 5 and " (Poole et al. 2019). An amalgam
of (3.27) and (3.28), incorporating both a biasing distribution @ and a critic 5 , is
called ‘likelihood-free ACE’ in Foster et al. (2020). We note that bothLPCE(") and
LNCE(", 5 ) are bounded above by log(") – nomatter how the critic is chosen in the
latter. Hence if I(. ;Θ) > log("), these contrastive bounds cannot become tight;
caution is therefore needed when the mutual information is high or the contrastive
sample size" is small. Note also that the log(") limit does not apply to (3.27) and
to other variants that use importance sampling, because in principle there exists
a biasing distribution that yields a zero-variance estimate of the evidence, and in
such a case even " = 1 is sufficient.

An alternative way of estimating the PCE and InfoNCE bounds given only a
single set of i.i.d. sample pairs (.8 ,Θ8)"8=1 ∼ ?. ,Θ is to rotate the role of the ‘data-
generating sample’ and the ‘contrastive samples’ through the set. We can take the
8th pair as the ‘data-generating sample’ and use the remaining " − 1 samples as
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‘contrastive samples’ to obtain

log
exp 5 (Θ8 , .8)

1
"

∑"
9=1 exp 5 (Θ 9 , .8)

.

Repeating this for 8 = 1, . . . , " so that each pair has the opportunity to be the
‘data-generating sample’, and then taking the average, we obtain the estimator,

1
"

"∑
8=1

log
exp 5 (Θ8 , .8)

1
"

∑"
9=1 exp 5 (Θ 9 , .8)

. (3.29)

As shown in Poole et al. (2019), the expectation of this estimator is a lower bound
of the true mutual information, for any critic 5 :

I(. ;Θ) ≥ E(.8 ,Θ8)"8=1

[
1
"

"∑
8=1

log
exp 5 (Θ8 , .8)

1
"

∑"
9=1 exp 5 (Θ 9 , .8)

]
. (3.30)

The expectation is also bounded above by log" , in the same way as (3.26) and
(3.28) above. Inequality (3.30) is in fact the form of InfoNCE bound originally
proposed in van den Oord et al. (2018). It is in essence the same as (3.28) but using
correlated, rather than independent, terms to estimate the expectation of

log
(

exp 5 (Θ1, .1)
/ 1
"

"∑
9=1

exp 5 (Θ 9 , .1)
)
.

If the conditional density ?(H |\) is tractable, then we can replace 5 with an
optimal critic, 5 (\, H) = log ?(H |\), such that (3.30) becomes

I(. ;Θ) ≥ E(.8 ,Θ8)"8=1

[
1
"

"∑
8=1

log
?(.8 |Θ8)

1
"

∑"
9=1 ?(.8 |Θ 9)

]
, (3.31)

which can be understood as a ‘sample re-use’ analogue of the PCE bound (3.26)
above. Interestingly, the corresponding estimator (i.e. (3.29)with the log-likelihood
substituting for 5 ) was used in Huan and Marzouk (2013), before it was formally
understood to be a lower bound in expectation. There, the rationale was to lower the
cost of nested Monte Carlo by reducing the number of expensive model evaluations
from $(#") to $("), in a setting where evaluations of the likelihood ?(H |\) are
costly for each new value of \, but cheap for new values of H given a fixed \.

3.3.3. Deploying variational bounds
The relative merits of the variational bounds discussed above are very much a
current subject of research, involving both empirical comparisons and some theory
(Czyż et al. 2023, Song and Ermon 2020, Letizia, Novello and Tonello 2023).
In general, the TUBA, NWJ and DV bounds can become tight with increasingly
good choices of critic, but their Monte Carlo estimates generally have much higher
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variance than estimates of multi-sample bounds such as PCE and InfoNCE. The
latter bounds, on the other hand, are hampered by the fact they cannot become
tight for arbitrarily large mutual information when using finite contrastive sample
sizes. We also emphasize that new variants of these variational bounds continue
to be proposed; we have attempted to cover the key constructions relevant to OED,
but do not claim to be comprehensive. We refer to Song and Ermon (2020) and
Czyż et al. (2023) for empirical evaluations of the mutual information estimators
(and estimators of mutual information bounds) discussed here, along with many
others. Important settings for these evaluations include low versus high values
of mutual information, heavy versus light tails, various forms of non-Gaussianity,
high dimensionality, sparse interactions, and so forth. As emphasized by Czyż
et al. (2023), evaluations limited to the Gaussian setting, while convenient in that
exact analytical results are available for comparison, are not fully representative.

Deploying the bounds discussed in Sections 3.2 and 3.3 requires optimization.
Specifically, it is useful to have an unbiased estimate of the gradient of each bound
with respect to parameters representing the critic 5 (and possibly 0) or the density
approximation @, along with an unbiased estimate of the gradient of the bound with
respect to the design b, for any given critic or density approximation. Explicit forms
of these gradient estimates, for several bounds above, are detailed in Kleinegesse
and Gutmann (2021). Given these gradients, one can simultaneously maximize
the bound with respect to both the variational parameters and the design, e.g. via
stochastic gradient ascent. We will return to this idea in Section 4.3.

3.4. Low-dimensional structure

So far, we have discussed a variety of methods that, essentially, approximate the
densities or density ratios appearing in expressions for the mutual information (ex-
pected information gain). A different and complementary class of approximation
methods involve dimension reduction. Here we will discuss methods for Bayesian
OED that exploit possible low dimensionality in the update from prior to posterior;
such methods rest on the idea that the posterior is well approximated by a distri-
bution that departs from the prior only on a subspace of dimension A � ?. At
the same time, we will consider dimension reduction for the observation vector
H ∈ R=; the central idea is that conditioning on H could be replaced by conditioning
on the projection of H onto a subspace of dimension B � =.

Both of these notions of low dimensionality appear quite often in Bayesian in-
verse problems, where the data are related to the parameters \ by the action of a
forward operator that is somehow smoothing, e.g. in that it suppresses information
about finer scales (Cui et al. 2014). Low dimensionalitymore generally results from
limited informativeness of the data in certain directions of � and/or redundancy
among the components of H. There is additional potential for dimension reduction
in goal-oriented problems, as in Bayesian DA-optimality and (2.31)–(2.32), where
the experimenter wishes to learn about a specific quantity of interest / = Ψ(Θ).
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Identifying and exploiting this low dimensionality can lead to much more compu-
tationally efficient approximations of the mutual information, as we shall discuss
below.

3.4.1. Linear models
We first consider dimension reduction, of both parameters and data, in the context
of finite-dimensional Bayesian linear-Gaussian models. Recall the problem set-up
and notation from the start of Section 2.1.2. The mutual information in this setting
can already be written in closed form as a ratio of log-determinants, as in (2.25)
and (2.26). It is nonetheless useful to express this quantity in a way that reveals the
structure and intrinsic dimensionality of the linear-Gaussian model.

The central objects in such a construction are generalized eigenvalue problems in-
volving combinations of the prior covariance matrix ΓΘ, the noise covariance Γ. |Θ,
the posterior covariance ΓΘ |. (2.8), the negative Hessian of the log-likelihood, i.e.
� B �>Γ−1

. |Θ�, and the marginal covariance of the data, Γ. = �ΓΘ�> + Γ. |Θ.
Several different generalized eigenvalue problems involving these matrices can be
written, all closely related via simple transformations. Perhaps the most direct is
the symmetric definite generalized eigenproblem

�F 9 = f9Γ
−1
Θ F 9 , (3.32)

where, since � � 0 and Γ−1
Θ
� 0, we have f9 ≥ 0. This eigenproblem can be

understood as balancing informativeness of the likelihood with informativeness of
the prior, via the Rayleigh ratio F>�F/F>Γ−1

Θ
F: an eigendirection F 9 ∈ R? asso-

ciated with f9 > 1 is more constrained by the likelihood than by the prior, and thus
more important to the update from prior to posterior. See Spantini et al. (2015) for
thorough interpretations and demonstrations of this eigenstructure. Closely related
to (3.32) are two other ?× ? parameter-space matrix pencils: (ΓΘ−ΓΘ |. , ΓΘ |. ) and
(ΓΘ, ΓΘ |. ). The first has eigenvalue–eigenvector pairs (f9 , E 9), where E 9 = Γ−1

Θ
F 9 ,

and the second has eigenvalue–eigenvector pairs (1 + f9 , E 9). See Jagalur-Mohan
and Marzouk (2021, Proposition 10) for a proof of this equivalence. The leading
eigendirections E 9 (ordered from largest to smallest f9) are the directions along
which the ratio of posterior to prior variance is minimized; see Spantini et al. (2015,
Section 3.1).
In the linear-Gaussian setting, there is a duality between spectral structure in

the parameter space and in the data space. Consider the = × = data-space matrix
pencils (Γ. − Γ. |Θ, Γ. |Θ) and (Γ. , Γ. |Θ). Jagalur-Mohan and Marzouk (2021,
Proposition 10) shows that (Γ. − Γ. |Θ, Γ. |Θ) and (ΓΘ − ΓΘ |. , ΓΘ |. ) have identical
non-trivial generalized eigenvalues, f9 > 0, and that (Γ. , Γ. |Θ) and (ΓΘ, ΓΘ |. )
have identical eigenvalues that are strictly greater than one, i.e. 1 + f9 > 1. The
eigenvectors D 9 of the two data-space pencils are identical, with F 9 = 1

U9
ΓΘ�

>D 9
for all 9 with f9 > 0, where U 9 is a scaling parameter that can be set to U 9 =

√
f9

to obtain 〈*8 ,* 9〉Γ. |Θ = X8 9 , given 〈,8 ,, 9〉Γ−1
Θ
= X8 9 .
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Spantini et al. (2015, Theorem 2.3) considers optimal approximations of the
posterior covariance ΓΘ |. that take the form of low-rank updates of the prior
covariance. Optimality is cast in terms of minimizing a class of loss functions
ℓ(") over the manifold of all symmetric positive definite (SPD) matrices "; this
class includes the geodesic distance from " to ΓΘ |. on SPD manifold, and the KL
divergence or Hellinger distance from N (`, ") to N (`, ΓΘ |. ), where ` ∈ R? is
an arbitrary (common) mean vector. The approximations sought are of the form
Γ̃A
Θ |. ∈ {ΓΘ −   

) � 0, rank( ) ≤ A}, and the optimal approximation for any
A ≤ =, simultaneously minimizing all loss functions in the class, is given by

  > =
A∑
8=1

f8

1 + f8
F8F

>
8 ;

hence it follows from the leading eigenpairs of the parameter-space pencil (�, Γ−1
Θ

).
The decay of the eigenvalue sequence (f9) 9≥1, common to all of the matrix pencils
above, captures the intrinsic dimensionality of the Bayesian model.
These optimal approximation results are related to the approximation of a more

central object of interest in OED: the mutual information. Using the fact that the
generalized eigenvectors E 9 simultaneously diagonalize ΓΘ and ΓΘ |. , or that the
generalized eigenvectors D 9 simultaneously diagonalize Γ. and Γ. |Θ, the mutual
information between parameters Θ and data . (2.25)–(2.26) can be written as

I(. ;Θ) =
1
2

∑
9

log(1 + f9). (3.33)

This expression for mutual information has appeared in many places in recent lit-
erature, e.g. Alexanderian et al. (2016a) and Giraldi, Le Maître, Hoteit and Knio
(2018). We note also that I(. ;Θ) can be written using the squared canonical cor-
relation scores (Bach and Jordan 2002) between . and Θ; these scores follow from
generalized eigenvalue problems that are slightly different from those discussed
above, but closely related. Truncating the sum in (3.33) after A < min(=, ?) terms
yields a low-rank approximation of the mutual information. From a computa-
tional perspective, since the MI is dominated by the largest generalized eigenvalues
(though the log function slows this decay), problems with quickly decaying spectra
and hence low intrinsic dimension are easier to approximate: one must compute
only the leading eigenvalues of any of the matrix pencils described above.

Truncating (3.33) in this way in fact corresponds to the mutual information
obtained from an optimal A-dimensional projection of the data. , of the parameters
Θ, or of both simultaneously. Specifically, Giraldi et al. (2018) show that the
leading eigenvectors*1:A = [D1 · · · DA ] of the data-space matrix pencils define low-
dimensional projections of the data that are optimal at any given dimension A ≤ =,
in the sense of maximizing I(�>A . ;Θ) over matrices � ∈ R=×A . The resulting
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mutual information is

I
(
*>1:A. ;Θ

)
=

1
2

A∑
9=1

log(1 + f9).

Similarly, replacing Θ with the A-dimensional projection +>1:AΘ yields

I
(
. ;+>1:AΘ

)
=

1
2

A∑
9=1

log(1 + f9).

Going further, one can show that the same, optimal value of mutual information is
also achieved by

I
(
*>1:A. ;+>1:AΘ

)
=

1
2

A∑
9=1

log(1 + f9).

We also note that this truncated mutual information is equivalent to the mutual
information that would be obtained if the forward operator� in (2.4) were replaced
by certain ‘projected’ versions. Define

Pobs B Γ. |Θ*1:A*
>
1:A and Pparam B ΓΘ+1:A+

>
1:A = ,1:A,

>
1:AΓ

−1
Θ .

Then one can show that

Pobs� = �Pparam = Pobs�Pparam, (3.34)

and that these projected forward operators achieve the mutual information

1
2

A∑
9=1

log(1 + f9).

We emphasize, however, that the equivalence of these three projected models,
and more broadly the strict duality between parameter and observation reduction
discussed above, is specific to the linear-Gaussian setting.
The expression (3.33) naturally appears in infinite-dimensional formulations of

linear Bayesian inverse problems, as discussed in Section 2.3.1. Indeed, finding the
leading eigenpairs of (3.32) is equivalent to constructing a low-rank approximation
of the prior-preconditioned Hessian �̃ as discussed in Alexanderian et al. (2016a).
To see this intuitively in finite dimensions, note that �̃ = Γ

1/2
Θ
�Γ

1/2
Θ

, and that its
(simple, not generalized) eigenvalue–eigenvector pairs are

(
f9 , Γ

−1/2
Θ

F 9
)
, where

(f9 , F 9) are the eigenpairs of (�, Γ−1
Θ

). The algorithms proposed in Alexanderian
and Saibaba (2018) (see also Ghattas and Willcox 2021) compute these low-rank
approximations efficiently in a discretization-invariant manner, when the forward
operator � is described by partial differential equations.

Now we turn to the goal-oriented linear setting. Our interest here lies not in
learning the parameters Θ per se, but rather in informing a quantity of interest
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/ = �>Θ, where � ∈ R?×B has full column rank B < ?. Maximizing the mu-
tual information I(. ; /) is equivalent to maximizing the Bayesian DA-optimality
criterion mentioned in Section 2.1.2, and is a linear special case of (2.31)–(2.32).
Now, however, there is further potential for dimension reduction, stemming from
the interaction of � with other elements of the problem. Intuitively, the update
from the prior predictive distribution to posterior predictive distribution of / (and
hence the mutual information) should be well captured by directions in the para-
meter space R? that are simultaneously informed by the data (relative to the prior)
and influential on / . We can expect the latter consideration to help ‘screen out’
parameter directions that are dampened by �>. (Consider, as a limiting example,
elements of the kernel of �>.)

This idea is formalized by Spantini et al. (2017). Beginning with the linear-
Gaussian model . = �Θ + E (2.4), a Gaussian prior distribution Θ ∼ N (0, ΓΘ)
(zero mean for simplicity), and the specification of / = �>Θ, Spantini et al. (2017,
Lemma 2.2) introduce an equivalent linear-Gaussian model that directly relates .
and / ,

. = ��†/ + Δ, (3.35)

where �† B ΓΘ�Γ
−1
/
, Γ/ B �>ΓΘ�, / ∼ N (0, Γ/ ) is the prior induced on / ,

and

Δ ∼ N (0, ΓΔ) with ΓΔ B Γ. |Θ + �(ΓΘ − ΓΘ�Γ−1
/ �

>ΓΘ)�>.

Crucially, these choices render the ‘effective noise’ Δ independent of / . Now
the low-rank approximation methods discussed earlier for the .–Θ system can be
applied directly to the .–/ system above.

For example, as a goal-oriented counterpart to (3.32), one can compute the
leading eigenpairs of the matrix pencil (�>†�

>Γ−1
Δ
��†, Γ−1

/
). Letting (f̃9) 9≥1

denote the generalized eigenvalues of this pencil, arranged in descending order,
we can then write the mutual information as I(. ; /) = 1

2
∑
9 log(1 + f̃9) and

truncate this sum as desired to obtain a low-rank approximation; see Wu, Chen and
Ghattas (2023a) for more details and a first application of this approach in OED.
As demonstrated in Spantini et al. (2017), (f̃9) can decay much more quickly
than the spectrum (f9) of (3.32), yielding a more efficient approximation than
would be obtained by first approximating the posterior covariance matrix of Θ and
then applying �. Moreover, analogously to the discussion above, one can obtain
optimal goal-oriented projections of the data using the leading eigenvectors of
(Γ. , ΓΔ). Each of these eigenproblems optimally balances all the ingredients of the
goal-oriented inference problem: the structure of the forward operator, the scale
and structure of the observational noise covariance and prior covariance, and the
ultimate prediction goals.

In closing, we should point out that (as in Section 3.3) we have not explicitly
noted dependence of the quantities above on the design b. Recall, however, that
our generic linear-Gaussian model (2.4) can be written more explicitly as . |Θ, b ∼
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N (�(b)Θ, Γ. |Θ(b)). Hence all of the eigenvalues, eigenspaces and projectors
described abovemaydepend on b via� andΓ. |Θ. The details of this dependence are
problem-dependent, but it is of interest to understand how to exploit any smoothness
or other regularity that may be present, e.g. by differentiating the eigenvalues f9
with respect to b. To our knowledge, algorithmic approaches in this vein are in
their infancy.

3.4.2. Nonlinear models
Extending the low-dimensional structure discussed in Section 3.4.1 to nonlinear
models is considerably more complex, and a subject of ongoing research. The
tools we will highlight here originate in dimension reduction for Bayesian inverse
problems and Bayesian statistical models more generally: likelihood-informed sub-
spaces (Cui et al. 2014, Cui and Tong 2022), certified dimension reduction (Zahm
et al. 2022, Li, Marzouk and Zahm 2024b), and related efforts. Our perspective is
similar to that taken in the linear case: find the subspace of the parameter space
where the posterior differs ‘most’ from the prior, which is equivalent to finding the
subspace that is best informed by the data; and find the subspace of the data that is
most informative of the parameters.
We focus here on the approximation of mutual information, highlighted in

Baptista, Marzouk and Zahm (2022), which makes the intuitive notions just stated
more precise. In the nonlinear case, it is generally difficult to find optimal low-
dimensional projections. Instead, one can develop gradient-based upper bounds on
the error induced by projecting . and Θ onto lower-dimension subspaces, i.e. find
upper bounds on the difference

I(. ;Θ) − I
(
*>1:B. ;+>1:AΘ

)
for some matrices *1:B ∈ R=×B and +1:A ∈ R?×A , and then minimize these bounds
over* and+ . (Note that thematrices* and+ discussed in this section are generally
different from the* and + found in Section 3.4.1.)

The key assumption underlying this analysis is that the joint distribution ?. ,Θ
must satisfy a subspace logarithmic Sobolev inequality; see Baptista et al. (2022,
Definition 2) or Zahm et al. (2022, Theorem 2.10). Letting / = (.,Θ) be a random
variable taking values in R=+?, and letting , ∈ R(=+?)×(=+?) be a unitary matrix,
the essence of this assumption is that any conditional distribution ?(/C |/⊥ =

I⊥) defined by the decomposition , = [,C ,⊥], with ,C ∈ R(=+?)×C , /C =
,>C / and /⊥ = ,>⊥ / , satisfies a logarithmic Sobolev inequality with constant
�(?(/C |/⊥ = I⊥)) bounded above by some � < ∞, for all , , C and I⊥. As
shown in Zahm et al. (2022), a sufficient condition for a distribution to satisfy the
subspace logarithmic Sobolev inequality is that it has convex support and that its
log-density is a bounded perturbation of a strongly convex function; see Zahm et al.
(2022, Examples 2.5–2.9) and Baptista et al. (2022, Examples 1–2). This allows,
for example, Gaussian mixtures (and hence certain multi-modal distributions with
strictly positive densities) but not distributions with exponential tails.
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Now define the diagnostic matrices

�Θ =

∬
(∇\∇H log ?. |Θ(H |\))>(∇\∇H log ?. |Θ(H |\))?. ,Θ(H, \) d\ dH, (3.36)

�. =

∬
(∇\∇H log ?. |Θ(H |\))(∇\∇H log ?. |Θ(H |\))>?. ,Θ(H, \) d\ dH, (3.37)

where ∇\∇H log ?. |Θ ∈ R=×?. We then have the following theorem, adapted from
Baptista et al. (2022).

Theorem 3.1. Let ?. ,Θ satisfy a subspace logarithmic Sobolev inequality with
constant � < ∞. Then, for any unitary matrices + = [+1:A +A+1:?] ∈ R?×? and
* = [*1:B *B+1:=] ∈ R=×=, we have

I(. ;Θ) − I
(
*>1:B. ;+>1:AΘ

)
≤ �2(

tr
(
+>A+1:?�Θ+A+1:?

)
+ tr
(
*>B+1:=�.*B+1:=

))
.

(3.38)

Crucially, the right-hand side of (3.38) can be minimized for any dimensions
A ≤ ? and B ≤ = by choosing +1:A to be the leading eigenvectors of �Θ, and*1:B to
be the leading eigenvectors of �. . This choice yields the bound

I(. ;Θ) − I
(
*>1:B. ;+>1:AΘ

)
≤ �2

( ?∑
8=A+1

_8(�\ ) +
=∑

8=B+1
_8(�. )

)
. (3.39)

Fast decay of the eigenvalues _8 of the two diagnostic matrices thus provides more
opportunity for dimension reduction, with controlled error.
Computationally, this dimension reduction approach can be viewed as a first

step towards approximating a mutual information design objective: first, find low-
dimensional projections of the data and parameters, .B = *>1:B. and ΘA = +>1:AΘ,
for some A and B, by finding the dominant eigenspaces of �. and �Θ. (Note that,
unlike in the linear-Gaussian case, the spectra of these two matrices are generally
different.) Then, use any of the techniques discussed in Sections 3.1–3.3 to estimate
or bound I(.B;ΘA ). By the data-processing inequality (or the positivity of the right-
hand side of (3.38)) we always have I(.B;ΘA ) ≤ I(. ;Θ). For example, Li et al.
(2024a) use the transport-based density estimators of Section 3.2 to bound the
projected mutual information I(.B;ΘA ). The density estimation problems to be
solved are thus of reduced dimension, and involve estimating transport maps that
act on lower-dimensional spaces. Alternatively, Wu, O’Leary-Roseberry, Chen and
Ghattas (2023b) apply +1:A for parameter dimension reduction as proposed above,
but use a simpler dimension reduction scheme for the data (principal component
analysis based on the marginal covariance Cov(. )); both reductions are a prelude
to constructing a reduced-dimensional surrogate �̃ for the forward operator in a
Bayesian inverse problem (see Section 3.1), and then using this surrogate within a
standard nested Monte Carlo estimator of the mutual information.
In Theorem 3.1, for simplicity, we restricted the matrices* and + to be unitary.

This constraint can effectively be relaxed by preconditioning the problem. Note
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that with any change of variables Θ = �Θ and . = �. , the left-hand side of (3.38)
does not change, but the right-hand side does, via the diagnostic matrices and the
log-Sobolev constant. It is unclear how to choose an optimal change of variables,
as the log-Sobolev constant is in general very hard to compute, but one heuristic
suggested in Baptista et al. (2022, Section 4), for the case of a Gaussian prior and
Gaussian additive noise, is to ‘whiten’ the problem so that Γ

Θ
and Γ

. |Θ become
identity matrices. In the case of a linear-Gaussian model, this change of variables
leads the proposed method to recover the optimal subspaces of Section 3.4.1. We
also note that the change of variables need not be linear; any bijective transformation
will leave the mutual information terms on the left-hand side of (3.38) unchanged.
Thus, in principle one could compose a nonlinear change of variables with linear
dimension reduction to effectively achieve nonlinear dimension reduction!
Another remark is that the bounds in Theorem 3.1 are generally not tight. One

can intuitively see this in the linear-Gaussian setting where, after the linear pre-
conditioning described above, we have f8 = _8(�Θ) = _8(�. ). Then we can
compare (3.33), where the exact truncation error involves logarithms of trailing
eigenvalues log(1 + f8), with (3.39), which sums the trailing eigenvalues directly.
These quantities are not the same, and the difference is analysed in Baptista et al.
(2022, Section 4.3); see also Zahm et al. (2022, Section 2.3). There is reason to be-
lieve that recent dimensional improvements to log-Sobolev inequalities (Eskenazis
and Shenfeld 2024) could help tighten the bounds used here.

4. Design optimization methods
Now we will discuss methods for optimizing (generally, maximizing) OED criteria
over possible designs b ∈ Ξ. Different representations of candidate designs and
choices of design criterion can yield very different classes of optimization problems.
This sectionwill therefore review a broad array of optimization approaches, ranging
from algorithms for combinatorial optimization (including continuous relaxations
thereof) to gradient-based algorithms for intrinsically continuous problems. Sec-
tion 4.1 focuses on exact designs for linear models, as linearity lends the problem
special structure; here, we discuss various discrete algorithms, as well as convex
continuous relaxations that are followed by rounding. Section 4.2 discusses exact
designs for more general nonlinear problems, with design criteria treated as set
functions. Section 4.3 turns to designs that are parametrized by real variables (e.g.
sensor positions or times, dosages), and discusses how a variety of derivative-free
or gradient-based optimization approaches interact with estimators or bounds for
decision-theoretic design criteria.

4.1. Optimization methods for linear design

We state a prototypical linear design problem, by recalling the linear regression
model with features 5 : X → R? and uncorrelated observational errors. If the
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design b is supported on = equally weighted points G8 ∈ X ∈ R3 , 8 = 1, . . . , =,
then the Fisher information matrix of the model is given by (2.11); as pointed out
earlier, this expression follows from (2.5) by setting

� =
[
5 (G1)>; 5 (G2)>; . . . ; 5 (G=)>

]
∈ R=×?

and Γ. |\ = f2�=. The classical design objectives discussed in Section 2.1 can be
viewed as functions of the Fisher information matrix.

We will use the index set V B {1, . . . , <} to represent the support of the design
space. It is instructive to think of V as a specific instance of X in the setting of a
discrete design domain. In the simplest setting, the task of finding an optimal exact
design amounts to selecting a set S ⊆ V of specified cardinality = that maximizes
the chosen objective, i.e. any of the design criteria for linear models given in
Section 2.1. More complex cases can involve constraints on the overall budget and
variable costs associated with each individual design instance.
Strictly speaking, the set S is better characterized as a multiset, where elements

can be duplicated. In a conventional set, elements are typically assumed to be
different from one another. The notion of a multiset is more general, and accom-
modates the ‘with repetition’ scenario where a given design point can be chosen
multiple times. (Repeated experiments at the same design point are not necessarily
redundant, since they may yield different outcomes due to statistically independent
noise.) The contrasting scenario is ‘without repetition’, where each point is se-
lected at most once; this is applicable, for instance, in the setting of deterministic
computer experiments.

4.1.1. Local search and exchange algorithms
Algorithms guided by local search and exchange heuristics are non-sequential in
nature. (We discuss sequential algorithms later in Section 4.1.3.) In the non-
sequential setting, we start with an initial design of the required size, and at
each iteration attempt to improve the quality of the design by deleting, adding or
exchanging points as guided by certain rules. The non-sequential nature of these
algorithms implies that the resulting solution sets are non-nested, meaning that
optimal design set of cardinality = may look quite different from the optimal set of
cardinality = − 1 or = + 1.

In the context of exchange algorithms, the approach of Fedorov (1972) has been
quite influential. Fedorov’s exchange method starts with an arbitrary initial set S0
of = candidate points, and at each iteration C attempts to improve the objective by
exchanging one of the points,

SC ← { 9} ∪ SC−1 \ {8},

where 8 ∈ SC−1 and 9 ∈ V \ SC−1. The search at each iteration is exhaustive: the
improvement resulting from every possible exchange is calculated, and the best
exchange is selected. The process is continued as long as an exchange improves
the design objective.
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Fedorov’s original work focused exclusively on D-optimal design, although its
applicability to other design criteria has also been demonstrated. While the ex-
change algorithm is relatively simple, it is accompanied by a sizeable computational
overhead due to the exhaustive search at each step. Cook and Nachtsheim (1980)
proposed a modified Fedorov exchange procedure, where they consider each design
point in turn, perhaps in random order, carrying out any beneficial exchange as soon
as it is discovered. Johnson andNachtsheim (1983) suggested further improvements
by focusing the search on fewer points from the current design set, specifically those
that have the lowest predictive variance.
The underlying ideas of the exchange algorithm can be extended to the setting

where design points are selected from a continuous compact space, without an
underlying candidate set (Meyer and Nachtsheim 1995). A preliminary step here is
to specify the expected utility of changing one factor or coordinate at a time, while
holding the others constant. This step can bemademore efficient by using Gaussian
process emulators, as demonstrated by Overstall and Woods (2017). These ideas
in principle are also applicable to nonlinear design problems.
Although the original Fedorov exchange algorithmwas proposed several decades

ago, rigorous analyses establishing approximation guarantees have only recently
emerged. Here, an approximation guarantee is a provable bound on the ratio
between the value of the objective function evaluated at the solution returned
by the algorithm, and the optimal solution. It is thus a bound on the worst-case
performance of the algorithm (in a relative sense). This is a typical way to assess the
performance of an algorithm that produces approximate solutions to optimization
problems, in particular NP-hard problems (Hochba 1997, Vazirani 2001).
Madan, Singh, Tantipongpipat and Xie (2019) establish approximation guaran-

tees for local search algorithms for D-optimal design and A-optimal design; their
results for the case of A-optimality are restricted to the less general ‘with repetition’
setting. They show that the algorithms are asymptotically optimal when =/? is
large, and that in the case of A-optimal design there could be arbitrarily bad local
optima. They also propose approximate local search algorithms, where exchanges
are made only when the objective improves by a factor of 1+X, leading to improved
running times with a slight degradation in the approximation guarantees. Lau and
Zhou (2022) improve upon these results using novel analysis tools, and provide
approximation guarantees for D/A/E-optimal designs. In particular they show that
Fedorov’s exchange method for A-optimal design works well as long as there exists
an near-optimal solution with a well-conditioned design matrix.

4.1.2. Continuous convex relaxation approaches
The combinatorial linear design problem is strictly speaking an integer program,
whose exact solution is often intractable. One elegant solution approach is to
perform a continuous relaxation of the design variables into a convex program
that can be solved using established techniques (Boyd and Vandenberghe 2004,
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Ben-Tal and Nemirovski 2001). A solution to the original combinatorial problem is
then obtained by appropriately rounding the convex solution to an integer solution.
Various polynomial-time (and possibly randomized) rounding algorithms, which
convert the convex solution to an integer solution for the combinatorial problem,
have been proposed.
Consider the linear design problem, where q denotes an operator that acts on

the Fisher information matrix to form the design criterion (e.g. q = −tr for A-
optimality, q = − log det for D-optimality). The relaxed continuous optimization
problem takes the form

argmin
b=(b1,..., b=)

q

( <∑
8=1

b8 5 (G8) 5 (G8)>
)

subject to ‖b‖1 ≤ =. (4.1)

Written in this way, the traditional optimality criteria discussed in Section 2.1.1
are all convex functions of the Fisher information matrix. The convex constraint
‖b‖1 ≤ = ensures that only = points are selected. If we further specify 0 ≤
b8 ≤ 1, then we constrain each point to be selected at most once, corresponding
to the without-replacement scenario. More complex constraints, e.g. encoding
varied costs associated with selecting each point and a ceiling on the cumulative
cost (i.e. a knapsack constraint), can easily be added to (4.1). The fractional
solution weights from this convex program have natural analogues to the notion of
designs as probability measures, specifically to continuous designs, as discussed in
Section 2.1.3. However, the notion of a continuous design arose organically from
the work of early experimental design researchers, independently of these modern
continuous relaxation formulations.
There are a number of convex programming relaxation approaches for theD/A/E-

optimal design problems, differing from each other in how the rounding algorithm
provides integer solutions. Even though these design criteria share attributes such
as convexity, they behave differently in terms of approximability. Allen-Zhu,
Li, Singh and Wang (2017) connect experimental design to matrix sparsification
(Spielman and Srivastava 2008, Batson, Spielman and Srivastava 2009) and use
regret minimization methods (Allen-Zhu, Liao and Orecchia 2015) to obtain ap-
proximate designs for popular optimality criteria. Singh and Xie (2020) devise an
approximation algorithm for D-optimal design where the rounding strategy uses
approximate positively correlated distributions. Nikolov, Singh and Tantipongpipat
(2022) develop an approximation algorithm for D/A-optimal design using propor-
tional volume sampling; interestingly, they also show that the same approach will
not work for E-optimal design. Lau and Zhou (2022) modify the iterative ran-
domized rounding algorithm based on the regret minimization framework of Lau
and Zhou (2020) for D/A/E-optimal design problems with knapsack constraints.
Approximation algorithms using more involved relaxation techniques have enabled
D-optimal design under partition (Nikolov and Singh 2016) and matroid (Madan,
Nikolov, Singh and Tantipongpipat 2020) constraints.
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4.1.3. Sequential algorithms
Sequential design methods arrive at a solution set either by the gradual addition of
candidate points to a smaller design set, or by the sequential deletion of candidate
points from a larger design set. These are called ‘forward’ and ‘backward’ proced-
ures respectively (Atkinson et al. 2007). Typically the greedy heuristic guides the
selection of candidate points at each step. In some cases, designs obtained using
sequential procedures can be further improved using the non-sequential techniques
outlined in Section 4.1.1. For the case of D/A-optimal designs, Madan et al. (2019)
analyse the sequential forward procedure, and provide approximation guarantees
that retain a specificity to the initialized set. The dependence on the initial set
is rather undesirable, which can be ameliorated by leveraging distributed comput-
ing resources and running the algorithms with different initializations. Sequential
design algorithms and greedy heuristics have been more generally studied using
the language of set functions for combinatorial problems; we will discuss these
methods more deeply in Section 4.2.

4.2. Combinatorial approaches for discrete design variables

In this section we formulate experimental design problems as optimization of set
functions. The latter topic has been studied extensively (Wolsey and Nemhauser
1999, Lovász 2007, Schrijver 2003, Papadimitriou and Steiglitz 1998), and has a
rich mathematical structure. We discuss some fundamental properties of set func-
tions and their relevance to popular design criteria, including criteria for nonlinear
design. We also discuss algorithms for their optimization.

4.2.1. Background
Previously we defined the candidate index set as V B {1, . . . , <}, < ∈ Z>0. Let
its power set (i.e. the set of all subsets) be denoted by 2V . An important property
of a certain class of set functions is submodularity: any real-valued set function
k : 2V → R such that k(∅) = 0 is submodular (Fujishige 2005, Bach 2013) if and
only if, for all subsets A,B ⊆ V , we have

k(A) + k(B) ≥ k(A ∪ B) + k(A ∩ B). (4.2)

A function is supermodular if its negation is submodular, and it is modular if it is
both supermodular and submodular. Many objective functions that arise in exper-
imental design are naturally submodular. Consider, for instance, sensor placement
where each sensor has a certain coverage area, and our interest is in optimizing
the collective locations of a fixed number of sensors. There is a natural diminish-
ing returns property that accompanies such objectives, which is characteristic of
submodular functions. An alternative but equivalent (Fujishige 2005, Bach 2013)
definition of submodularity using first-order differences highlights this diminishing
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returns property and is often easier to demonstrate in practice: the set function k is
submodular if and only if, for all A,B ⊆ V and a ∈ V such that A ⊆ B and a ∉ B,
we have

k(A ∪ {a}) − k(A) ≥ k(B ∪ {a}) − k(B).

The term da(A) B k(A ∪ {a}) − k(A) is the incremental gain associated with
the element a when added to the set A. It refers to the amount of change in the
objective when the individual item a is added to an existing pool of items in setA.
The definition is applicable by extension when we add a set B to set A.

In certain cases when the function is not strictly submodular, it is helpful to
understand how much it deviates from submodularity, or in other circumstances to
quantify how close a set function is to being modular. Such characterizations also
prove useful in analysing the performance of many optimization algorithms. The
notion of curvature introduced by Conforti and Cornuéjols (1984) in the context
of non-negative set-functions is a bound on the intrinsic value of an item against
its value in conjunction with all items in the candidate set. Formally, curvature is
defined as the scalar 2:

2 B max
a∈V

da(∅) − da(V \ {a})
da(∅) = 1 −min

a∈V

da(V \ {a})
da(∅) .

The classical notion of curvature (Conforti and Cornuéjols 1984) measures how
close a submodular set function is to being modular, while the notion of generalized
curvature (Bian, Buhmann, Krause and Tschiatschek 2017) measures how close a
set function – not necessarily submodular – is to being supermodular. The sub-
modularity ratio introduced by Das and Kempe (2011) for a general non-negative
set function is a lower bound on the ratio of the sum of incremental gains associated
with elements in a set, to the incremental gain associated with the set itself. Intuit-
ively it captures ‘how close’ to submodularity is the function in question. Formally
it is defined as the scalar W:

W B min
B⊆V ,A∩B=∅

∑
a∈A da(B)
dA(B)

.

In Bian et al. (2017) the submodularity ratio and the generalized curvature together
quantify how close a set function is to being modular.
The counterpart of the submodularity ratio termed the supermodularity ratio

(Tzoumas, Carlone, Pappas and Jadbabaie 2021, Bogunovic, Zhao and Cevher
2018, Karaca and Kamgarpour 2018, Jagalur-Mohan and Marzouk 2021) has also
proved useful in analysing many algorithms. It is defined as the scalar [:

[ B min
B⊆V ,A∩B=∅

dA(B)∑
a∈A da(B)

.

In Jagalur-Mohan and Marzouk (2021) the product of supermodularity and sub-
modularity ratiosmeasures deviation frommodularity. Wewill revisit these notions
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and their implications for performance guarantees in Section 4.2.3. We now discuss
set function attributes of widely used experimental design criteria.

4.2.2. Set function attributes of design criteria
In Section 2.1.1 we considered several classical alphabetic optimality design cri-
teria. The D-optimality criterion defined using the log determinant is submodular.
Using strictly linear algebraic techniques, it can be shown that the log determinant
of a principal submatrix is a submodular function with respect to the indices de-
fining the submatrices (Gantmacher and Kreı̆n 1960, Kotelyanskiı̆ 1950, Fan 1967,
1968, Kelmans and Kimelfeld 1983, Johnson and Barrett 1985). Since the log
determinant evaluations may be non-positive, however, most existing algorithms
for submodular maximization are not directly applicable. The A-optimality cri-
terion in general is not submodular, as shown in Krause et al. (2008). We can,
however, qualify its non-submodular nature by bounding the submodularity ratio
W and curvature 2 for the Bayesian A-optimal design objective (Bian et al. 2017).
In Section 2.2 we introduced a variety of information-theoretic design criteria.

Specifically, we defined the expected information gain (EIG) in parameters and
showed that it is equivalent to the mutual information between the parameters
and the observations given the design, I(. ;Θ|b). Suppose that selecting a design
corresponds to choosing individual components of the R<-valued random variable
. . Then we can recast the optimization problem as finding a selection operator
P ∈ R<×=, = < <, P B [481 , . . . , 48=], where 48 9 are distinct canonical unit vectors
in R<:

Popt = argmax
P ∈R<×=

I(P>. ;Θ). (4.3)

Given a desired number of observations = < <, we seek a selection operator
Popt such that the mutual information between the inference parameter Θ and the
selected observations .Popt B P>opt. is maximized. Jagalur-Mohan and Marzouk
(2021) show that the mutual information between parameters Θ and subsets of
data.P is a submodular function if the observations are conditionally independent.
Interestingly, this property holds even when the underlying joint distribution is
non-Gaussian. In the setting of Bayesian inverse problems with additive noise,
correlated noise renders the mutual information design objective non-submodular.
When the inverse problem is linear, it is possible to quantify the non-submodularity
of the information-theoretic objective by bounding the submodularity ratio W and
supermodularity ratio [. It was shown in Jagalur-Mohan and Marzouk (2021) that
those parameters can be both lower-bounded by log Zmin/log Zmax, where Z is any
generalized eigenvalue of the definite pair (Γ. , Γ. |Θ).

4.2.3. Greedy algorithms for cardinality-constrained designs
The case of cardinality-constrained optimization commonly arises in OED, with
the prototypical example being sensor placement. When the design objective
is monotone and non-negative, the greedy heuristic of successively picking the
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candidate corresponding to the highest incremental gain performs well despite its
simplicity. Nemhauser et al. (1978) were the first to analyse the greedy heuristic
for the class of submodular functions, and showed that the algorithm has a constant
factor 1 − 1/4 approximation guarantee. Nemhauser and Wolsey (1978) further
showed that the approximation guarantee cannot be improved in general by any
other polynomial-time algorithm.
In the above paragraph, the term ‘constant factor’ refers to the approximation

guarantee not depending on the particular instance of the function and only requiring
the function to be submodular. By incorporating parameters that capture more
specific attributes of the function, however, more expressive results can be obtained
and offer useful insights into performance of the greedy heuristic in different
scenarios. For instance, Conforti and Cornuéjols (1984) proved the more refined
guarantee 1

2
(1 − 4−2) for submodular functions, where 2 ∈ [0, 1] is the curvature.

When the function is known to have a small curvature, the improved performance
of the greedy heuristic is easily explained. Now suppose the function is not
submodular but has a submodularity ratio W ∈ [0, 1]; Das andKempe (2011) proved
that the greedy heuristic has a 1− 4−W approximation guarantee. Bian et al. (2017)
improved upon that result by incorporating the notion of a generalized curvature
U ∈ [0, 1] to obtain the factor 1

U
(1−4−UW). As we alluded to in Section 4.2.2, these

parameters can be concretely bounded for many experimental design objectives.
The greedy algorithm has a $(<=) complexity, where < is the size of the

candidate set and = is the desired cardinality. Closely related variants of the greedy
heuristic can be better choices depending on the context and needs. Robertazzi and
Schwartz (1989) explored an accelerated versionwherein the computed incremental
gains are stored and exploited in the successive step, possibly reducing the overall
number of function evaluations. This is much like the modified Fedorov algorithm
we discussed previously in Section 4.1.1. To reduce the complexity further and
make it independent of the cardinality constraint, Mirzasoleiman et al. (2015)
analyse a randomized version of the greedy heuristic, termed stochastic greedy.
This algorithm achieves, in expectation, a (1 − 1/4 − n) approximation guarantee
relative to the optimum solution. The number of function evaluations does not
depend on the cardinality constraint, but linearly on the size of the candidate set,
thus reducing the complexity substantially.
To benefit from modern HPC platforms, Mirzasoleiman, Karbasi, Sarkar and

Krause (2013) proposed a two-stage parallellized versionwhich reduces the number
of function evaluations per parallel process. The approximation guarantee for
the algorithm, however, in general depends on the size of the candidate set and
cardinality constraint, which can only be overcome in special cases. Jagalur-Mohan
and Marzouk (2021) analysed a batch version of stochastic and distributed greedy
algorithms with applicability to non-submodular objectives. The heuristic involved
choosingmultiple candidates in each step but relying solely on the incremental gains
associated with individual candidates. This reduces the computational overhead
but with reduced approximation guarantees.
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4.2.4. Beyond greedy: algorithms for more general design problems
As mentioned earlier in passing, many experimental design problems involve con-
straints more complex than simple cardinality bounds. Consider, for instance,
sensor placement with non-uniform costs 2(a) associated with placing the sensors.
Here the goal could be to maximize the design objective k(·) while ensuring that
the cumulative cost is within a budget

∑
a∈S 2(a) ≤ 1:

max
S⊂V

k(S) subject to
∑
a∈S

2(a) ≤ 1.

This is the well-known knapsack problem, where the goal is to maximize the set
function k subject to a non-negative modular constraint. A natural modification of
the greedy algorithm in this setting is to pick the element maximizing the benefit-
to-cost ratio, at each step. Surprisingly, for the case when k is submodular, it
can be shown that either the output of the standard greedy algorithm or the index
set returned by the cost-benefit greedy algorithm will be within (1 − 1/4)/2 of the
optimal solution (Leskovec et al. 2007). A stronger result (1−1/4) is possible via a
more computationally involved algorithm that exhaustively enumerates all subsets
of size 3, and augments them using the cost-benefit greedy algorithm (Sviridenko
2004).
Although we exclusively focused on non-negative monotone functions in Sec-

tion 4.2.3, several design criteria can be non-monotone. In Section 2.3.2 we dis-
cussed an information-theoretic design objective arising in sensor placement that
is symmetric submodular but strictly speaking non-monotone: I(Θ(GB);Θ(GB2 )).
For the maximization of such submodular objectives with cardinality constraints,
Buchbinder, Feldman, Naor and Schwartz (2014) have analysed discrete random
greedy and continuous double greedy algorithms. We refer the interested readers
to this work for more details on such methods.
An important tool in the field of submodular optimization is the use of ex-

tensions, particularly the multilinear extension (Vondrák 2008) in the context of
maximization. The multilinear extension of the set function k is the function
Ψ : [0, 1]< → R defined as

Ψ(b) =
∑
S⊆V

k(S)
∏
8∈S

b8

∏
8∈V\S

(1 − b8).

An intuitive interpretation of this extension is to think of the original set function
as defined over the corners of the hypercube {0, 1}<, while the extension is valid
over the entire unit cube [0, 1]<. Ψ(b) is the expected value of k over sets, where
for any set S, each element 8 is included independently with probability b8 , and
not included with probability 1 − b8 . If we write S ∼ b to indicate that S is the
random subset sampled according to b, then the multilinear extension is simply
Ψ(b) = ES∼b [k(S)]. The multilinear extension (Vondrák 2008) is quite different
from the Lovász extension (Lovász 1983); the latter maps any discrete submodular
function to its continuous convex counterpart while the former maps it to its
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continuous concave counterpart. Note that these continuous extensions are quite
different from the convex relaxation formulations we described in Section 4.1.2!
Many of the more general approaches to maximizing submodular functions under
a wide class of constraints rely on the multilinear extension. The approach here
involves first approximately solving the problem

maxΨ(b) subject to b ∈ X ⊆ [0, 1]<

and then rounding the continuous solution to obtain a near-optimal set (Vondrák
2010, Chekuri, Vondrák and Zenklusen 2014, Vondrák, Chekuri and Zenklusen
2011, Calinescu, Chekuri, Pál and Vondrák 2011, Sviridenko, Vondrák and Ward
2017). We refer the interested reader to the cited works for details of the algorithms.
For a broader survey on submodular maximization, see Krause and Golovin (2014).

4.3. Optimizing real-valued design variables

In this section we consider OED problems where the design is naturally paramet-
rized by real-valued coordinates. These coordinates could be, for example, the
spatial locations of a finite collection of sensors, times at which measurements
should be taken, the values of certain experimental controls (pressure, temperat-
ure), and so on. In Section 2.1.3 we formalized this continuous-parameter case by
letting these coordinates be elements of a set X ⊆ R3 and considering the design b
to be a probability measure on X . An exact =-point design can then be understood
as a mixture of Dirac measures, b = 1

=

∑=
8=1 XG8 , where each G8 ∈ X . Here we will

focus on continuous optimization methods for such exact designs, and assume the
number of support points = to be prescribed. The design measure b is thus entirely
parametrized by (G1, . . . , G=) ∈ >=

8=1 X ⊆ R� , where � = =3. To keep notation
intuitive in this setting, we will elide the notions of the design measure and its
parametrization and simply write b = (G1, . . . , G=). In other words, throughout this
section we will consider b to be a vector in X = =

>=
8=1 X = Ξ. This way, the

design remains exact, and gradients with respect to b are straightforward to define.
Of course, one could discretize X = and employ approaches from Section 4.2

to find a design within this discretized space. This approach may be convenient
when dealingwith complicated constraints on the set of feasible designs or when the
number of desired experiments = is not fixed (as in the case of knapsack constraints).
For any naïve discretization ofX =, however, the number of candidate designswould
grow exponentially with =3. Instead, we will focus here on optimization algorithms
that make use of a continuous (Euclidean) parametrization of b.

When the design criterion can be evaluated exactly (i.e. in closed form) for any
given b, the problem of optimizing over a real-valued b in some sense becomes
standard – though of course it inherits the natural difficulties associated with how
the parametrized design enters the objective, or with the geometry of the feasible
domain X (e.g. nonlinear constraints, non-convexity). These issues are generally
quite problem-dependent, however, and are not specific to OED.
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The decision-theoretic OED objectives formulated in Section 2.2, on the other
hand, do raise certain cross-cutting challenges for optimization. The expected
utility *, which is the objective function to be maximized, typically must be
estimated using Monte Carlo techniques. The optimal design problem can thus be
written as

b∗ ∈ arg max
b ∈Ξ
E, |b [*̂(b,,)], (4.4)

where *̂ is an estimator of*, and the random variable, is the source of stochasti-
city in this estimator. For example, theMonte Carlo estimator of a general expected
utility* given in (3.1),

*̂(b,,) =
1
#

#∑
8=1

D(b,. (8),Θ(8)), (4.5)

with Θ(8) ∼ ?(\) and . (8) ∼ ?(H |\(8), b), has , = (. (8),Θ(8))#
8=1. If, at any given

design b, all we can compute are estimates *̂(b,,) for different realizations of, ∼
?(, |b), the optimization problem (4.4) is essentially a stochastic approximation
(SA) problem.
Implicit in writing (4.4) is the assumption that we are content to maximize E[*̂]:

that is, either *̂(b,,) is an unbiased estimator of the desired utility*(b) at any b or
the bias of E[*̂] −* is small and acceptable to the experimenter. In Sections 4.3.3
and 4.3.4 we will discuss additional techniques that can be deployed when this is
not the case, as in the case of mutual information maximization with biased nested
Monte Carlo estimators or variational bounds. Starting below, however, we will
use the notation *̄(b) B E, |b [*̂(b,,)] for the objective in (4.4) to make the
possible presence of bias clear.
Many nonlinear optimization methods can be applied to (4.4), and we do not

attempt to survey this vast literature here. Instead, we will briefly recall a number
of derivative-free and gradient-based approaches that have been used in the context
of OED with continuous design variables. We call a method ‘derivative-free’
if it only requires evaluations of *̂ (even if these evaluations are used to estimate
derivatives) andwe call amethod ‘gradient-based’ if it requires additional derivative
information as an input, e.g. unbiased estimates of the gradient of *̄ with respect
to b. In both cases, we assume that the objective *̄ is differentiable, but we make
no assumptions on convexity or other structure. We also note that estimating
∇b*̄ may, in many cases, require evaluating derivatives of the log-likelihood or
an underlying simulation model with respect to b, and that this task may not be
straightforward for PDE-based forward operators or intractable likelihoods.

4.3.1. Derivative-free methods
Larson, Menickelly andWild (2019) provide a comprehensive survey of derivative-
free optimizationmethods, focusing on local optimization, withmethods for solving
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stochastic problems of the form (4.4) specifically discussed in Larson et al. (2019,
Section 6). A key desideratum for algorithms for this setting is that they perform
well with noisy objective evaluations. Below we briefly point out several classes
of derivative-free optimization methods that do exactly this, and that are therefore
useful for OED. We make no attempt to be comprehensive, and instead refer the
reader to the preceding survey for more information.

Bayesian optimization. We introduced Bayesian optimization (BO) in Section 2.4
to elucidate its differences from OED for Gaussian processes. But BO can be
quite useful as a tool within OED – specifically, as a means of solving (4.4) when
b is of moderate dimension. BO (Močkus 1975, Jones et al. 1998, Wang et al.
2023) is essentially a derivative-free algorithm for global optimization, well suited
to ‘black-box’ objective functions that are expensive to evaluate and potentially
noisy. BO uses Gaussian process regression to construct and refine a model for the
objective (in the case of OED, the function *̄); this regression naturally handles
noisy pointwise evaluations and smooths the underlying function estimate. Both
the level of noise and the smoothness of the reproducing kernel Hilbert space
(RKHS) containing this estimate (the posterior mean of the Gaussian process) can
be adjusted by learning hyperparameters of the covariance function of the Gaussian
process. Examples of the application of BO to OED include, among others, works
by Weaver, Williams, Anderson-Cook and Higdon (2016), Overstall and Woods
(2017), Xu and Liao (2020) and Zhong et al. (2024). For more information on BO,
we refer to the surveys by Shahriari et al. (2016) and Frazier (2018).

Stochastic approximation methods based on finite differences. A prototypical de-
terministic optimization method is gradient ascent:

b:+1 = b: + U:6(b:), (4.6)

where 6(b:) B ∇b*̄(b:) is the gradient of the objective *̄(b) = E, |b [*̂(b,,)]
evaluated at b: , and {U: } is a sequence of scalar step sizeswithU: > 0. TheKiefer–
Wolfowitz algorithm (Kiefer and Wolfowitz 1952) estimates 6(b:) by applying
centred differences to unbiased estimates of *̄. Specifically, for the 8th component
of 6, where 8 = 1 . . . �, we have

68(b:) ≈
*̂(b: + 48Δ: , F+8 ) − *̂(b: − 48Δ: , F−8 )

2Δ:
, (4.7)

where F+
8
and F−

8
are independent draws from ?, |b: , 48 is the unit vector in

coordinate 8, and the scalar Δ: > 0 is a difference parameter. Hence we need to
evaluate the estimator *̂ 2� times to compute each gradient estimate. Under ap-
propriate conditions on the step size sequence {U: } and difference sequence {Δ: },
the objective function *̄ and the noise, , Kiefer–Wolfowitz iterations converge to
a first-order critical point of *̄ almost surely; see e.g. Blum (1954) and Bhatnagar,
Prasad and Prashanth (2013). Simultaneous perturbation stochastic approximation
(SPSA) (Spall 1998a,b) is similar in form to Kiefer–Wolfowitz, except that it always

https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0962492924000023
Downloaded from https://www.cambridge.org/core. IP address: 3.15.4.105, on 11 Sep 2024 at 10:37:29, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/S0962492924000023
https://www.cambridge.org/core


Optimal experimental design 785

uses a single centred difference at each iteration, the direction of which is chosen
from a particular probability distribution. SPSA thus uses only two independent
realizations of *̂ at each step : , independent of the dimension of b. An intuitive
justification for SPSA is that error in the gradient produced by restricting the direc-
tion of the finite differences ‘averages out’ over a large number of iterations (Spall
1998b).

Model-based methods. Model-based methods for derivative-free optimization use
pointwise evaluations of the objective function (and constraints, if applicable) to
form local approximations (called models) that can be analysed to produce the next
optimization step. There is an extensive literature on these methods, with many
effective algorithms; for thorough reviews, see Larson et al. (2019) and Conn,
Scheinberg and Vicente (2009). Local models can take the form of low-order
polynomials or radial basis function approximations, constructed via interpolation
or regression on carefully chosen point sets. Updating of these models is often
set within a trust region framework that carefully manages the point sets, the trust
region radius, and the acceptance of each optimization step. Rigorous convergence
guarantees have been developed for most prevalent algorithms (Larson et al. 2019).
Model-based derivative-free optimization has been applied in settingswhere only

noisy estimates *̂ of the objective are available. The models fit by these methods
(e.g. via local regression) are stochastic, and hence certain modifications to the
algorithms and certainly to their convergence analyses are required, as explained
in Larson et al. (2019, Section 6.3). On the algorithmic side, one modification that
has been proposed is to introduce adaptive schemes for Monte Carlo sampling that
balance noise in *̂ with other errors (Shashaani, Hashemi and Pasupathy 2018).

Direct search methods. Direct search methods (Torczon 1997, Larson et al. 2019)
are also good choices for (4.4). In general, these methods do not explicitly build
local approximations of the objective or attempt to approximate its gradient, but
rather compute optimization steps based on the relative ordering of the evaluated
function values. A classical pattern search approach is the Nelder–Mead nonlinear
simplex (Nelder and Mead 1965), which has been explored for OED by Huan
and Marzouk (2013). Modifications to Nelder–Mead for strongly noisy objectives
include re-sampling schemes to account for the impact of noise on rankings (Chang
2012). Other direct search methods, such as generalized pattern search methods
(Audet and Dennis 2002, Audet 2004), have variants for stochastic objectives as
well (Sriver, Chrissis and Abramson 2009).

4.3.2. Gradient-based methods
Robbins–Monro. TheRobbins–Monro (RM) algorithm (Robbins andMonro 1951),
the progenitor of modern stochastic gradient descent algorithms, follows (4.6) but
requires access to an unbiased estimator 6̂ of the gradient ∇b*̄. That is, we need a
random 6̂ satisfying

E[6̂(b)] = 6(b) B ∇b*̄(b).
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Oneway of constructing such an estimator is to reparametrize *̂ such that the distri-
bution over which we take the expectation is functionally independent of the design
variable b. Such a reparametrization is always feasible (Mohamed, Rosca, Fig-
urnov and Mnih 2020). For example, in (4.5) where, = (. (8),Θ(8))#

8=1, we initially
have E, |b = E. (1:# ) |\ (1:# ), b EΘ(1:# ) , but it is easy to replace the design-dependent
observations. in this expectation with random variables that do not depend on b. If
the observations are described as . = � b (\) + E , for instance, with an observation
noise E whose distribution is independent of the design, this goal is immediately
achieved: we can replace the original expectation with EE (1:# ) EΘ(1:# ) and repara-
metrize the expected utility estimator accordingly. More fundamentally, however,
the source of randomness in any statistical model is always a transformation of
some independent random input. Call this random input ,̌ ≡ (,̌ (8))#

8=1 ∼ ?,̌ .
(In the example we just raised, ,̌ (8) = (E (8),Θ(8)).) After reparametrization, the
estimator (4.5) of the expected utility is rewritten as

*̌(b, ,̌) =
1
#

#∑
8=1

Ď(b, ,̌ (8)), (4.8)

and satisfies E,̌ [*̌(b, ,̌)] = E, |b [*̂(b,,)] = *̄(b). Since ,̌ is independent of
b, we can then write

∇b*̄(b) = ∇bE,̌ [*̌(b, ,̌)] = E,̌ [∇b*̌(b, ,̌)] = E,̌ [6̂(b, ,̌)],

where

6̂(b, ,̌) B ∇b*̌(b, ,̌) =
1
#

#∑
8=1
∇b Ď(b, ,̌ (8)) (4.9)

is hence an unbiased estimator of the gradient.
Under appropriate conditions on the objective, the noise and the step size se-

quence {U: }, it can be shown that RM converges almost surely to the global
optimum of *̄ in convex problems (Kushner and Yin 2003) or to the first-order
critical set in certain non-convex problems (Mertikopoulos, Hallak, Kavis and
Cevher 2020). Many improvements on the original RM algorithm have been de-
vised and widely deployed, including Polyak–Ruppert averaging (Ruppert 1988,
Polyak and Juditsky 1992), which can improve robustness and convergence rates
by averaging iterates along the optimization path, and Nesterov acceleration (Nes-
terov 1983). RM-type algorithms have seen extensive use in OED, for example by
Huan and Marzouk (2014), Foster et al. (2019), Carlon et al. (2020), Foster et al.
(2020), Foster, Ivanova, Malik and Rainforth (2021), Kleinegesse and Gutmann
(2020), Ivanova et al. (2021), Shen and Huan (2021), Zhang, Bi and Zhang (2021)
and Shen and Huan (2023).

Sample-average approximation. Sample-average approximation (SAA) (also re-
ferred to as the retrospective method or the sample-path method) (Shapiro 1991,
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Healy and Schruben 1991, Gürkan, Özge and Robinson 1994, Kleywegt, Sha-
piro and Homem-de Mello 2002) takes a different strategy: it seeks to reduce the
stochastic objective to a deterministic one by fixing the randomness throughout the
entire optimization process. This again requires reparametrizing the distribution
over which we take the expectation (i.e. E, |b ) to be independent of the design
variable b, as in the Monte Carlo estimator *̌ of (4.8). The SAA problem then
becomes

b∗SAA ∈ arg max
b ∈Ξ

*̌(b, ,̌ = FB), (4.10)

where FB is a realization of ,̌ that is fixed across Ξ. SAA can also be viewed as an
application of common random numbers, where holding the sample of ,̌ fixed es-
sentially correlates the estimates of *̄ across the design space and yields a smoother
objective surface. (For further discussion of the relationships between common
random numbers, stochastic finite difference approximations to the gradient as in
(4.7) and stochastic gradient estimates as in (4.9), see Asmussen and Glynn (2007,
Chapter VII.2).) The optimization problem (4.10) is deterministic, and hence any
standard deterministic optimization algorithm can be adopted. For instance, Huan
and Marzouk (2014) applied SAA to a nonlinear OED problem with an EIG ob-
jective, and used the Broyden–Fletcher–Goldfarb–Shanno (BFGS) quasi-Newton
scheme (Nocedal and Wright 2006, Chapter 6) to find optimal designs. Stochastic
bounds on the optimality gap *̄(b∗)− *̄(b∗SAA) can also be obtained (Norkin, Pflug
and Ruszczynski 1998, Mak, Morton and Wood 1999).

4.3.3. Unbiased EIG gradient estimators
As discussed near the start of Section 4.3, the algorithms described thus far focus
on the objective *̄; in other words, they assume that we have an unbiased estimator
of the desired objective at any b (or, practically speaking, that the bias is ‘small
enough’ to be ignored). Section 4.3.2 then describes how to obtain an unbiased
estimator of the gradient of *̄. But we have not yet addressed what to do when *̄
departs from the true design objective*.

For the mutual information (EIG) objectives discussed throughout Section 3, we
do not have unbiased estimators; this is due to the presence of nested expectations
and hence nested Monte Carlo estimators, or the use of density or density-ratio
estimators within a nonlinear function (i.e. the logarithm). Yet directly applying
any of the optimization methods that we have just discussed to a biased estimator
of EIG can lead to arbitrarily large departures from the true maximizer (recall the
example of Figure 3.1), as the objectives at hand may have multiple local maxima
over Ξ and the bias itself may vary significantly as a function of b. Similarly,
stochastic gradient-based methods will converge to critical points specified by the
biased gradient, i.e. points where ∇b*̄(b) = 0, which again differ from points
where ∇b*(b) = 0 if we cannot enforce ∇b*̄(b) = ∇b*(b) for all b.
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To remedy this situation for gradient-based optimization methods, Goda, Hiro-
naka, Kitade and Foster (2022) propose an unbiased estimator of the gradient of
the EIG (2.14) with respect to b, i.e. of ∇b*KL(b). Their approach builds on the
multilevel nested Monte Carlo estimator of Goda et al. (2020) by combining it with
the random truncation approach of Rhee and Glynn (2015), which generally aims
to ‘de-bias’ a consistent sequence of estimators. Goda et al. (2022) use the Rhee
and Glynn scheme to randomly truncate the infinite telescoping sum in the inner
loop of nested Monte Carlo, in a way that guarantees unbiasedness of the overall
gradient estimator, allowing it to satisfy the requirements of the RM algorithm.
A different estimator of ∇b*KL(b) is proposed by Ao and Li (2024). Here,

the authors first use the reparametrization trick to express the observations . as a
function of the parameters Θ and additional design-independent random variables
E , i.e. as. = ℎ(Θ, E , b), and then apply the following identity to rewrite the gradient
of the log-evidence term in (3.9),

∇b log ?. |b (H(8) |b) = −EΘ |H(8), b

[
∇b log ?. |Θ, b

(
ℎ(\(8), E (8), b) |Θ, b

)]
,

where H(8) = ℎ(\(8), E (8), b) is any realization of . . MCMC sampling from the pos-
terior ?(\ |H(8), b) yields an estimate of ∇b log ?(H(8) |b), which is then embedded
in an outer loop of standard Monte Carlo sampling over the joint distribution of Θ
and E . (One must also estimate the gradient of the expected log-likelihood term
in (3.9), but this is straightforward to do in an unbiased way using the reparamet-
rization trick.) In so far as the inner posterior samples are exact, the resulting
nested estimator of ∇b*KL(b) is unbiased. Of course, finite-length MCMC chains
produce biased estimates of the associated expectations, but the authors demon-
strate empirically that this bias can be made negligible. Moreover, other posterior
sampling schemes could be used instead.

4.3.4. Simultaneous bound tightening and design optimization
Focusing again on design objectives that involve EIG in parameters, predictions or
some other quantity of interest, an important theme of Sections 3.2 and 3.3 was
the construction of variational lower bounds for the EIG, i.e. functions L( 5 , b) ≤
EIG(b). Most of these lower bounds (with some exceptions, e.g. LPCE (3.26)) are
parametrized by learnable functions 5 , which could take the form of probability
densities, transport maps or more generic ‘critic’ functions. Moreover, most of
these learnable bounds can become tight for an appropriate choice of 5 (again with
some exceptions, e.g. certain contrastive multi-sample bounds in Section 3.3.2).
In these cases, it is then natural to maximimize simultaneously over 5 and b, as
proposed in Foster et al. (2020) and Kleinegesse and Gutmann (2020, 2021):

b∗ ∈ argmax
b ∈Ξ

max
5

L( 5 , b). (4.11)

This approach simultaneously seeks to tighten the lower bound and to find a good
design. The maximizer should in principle be a maximizer of the true EIG.
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Recall that all of the variational bounds L were expressed as expectations. To
apply a stochastic gradient technique to (4.11), unbiased estimates of gradients
∇bL( 5 , b) and ∇ 5 L( 5 , b) are required. As noted in Section 3.3.3, these estimates
are generally available through simpleMonte Carlo estimation, without the need for
nested Monte Carlo or other complexities. Simultaneous maximization (4.11) via
stochastic gradient techniques has been used in the setting of batch OED by Foster
et al. (2020), Kleinegesse and Gutmann (2020, 2021) and Zhang et al. (2021), and
in the setting of sequential experimental design by Ivanova et al. (2021) and Shen,
Dong and Huan (2023), which we will discuss in the next section.
A related approach to leveraging bounds on EIG is proposed by Zheng, Hayden,

Pacheco and Fisher (2020). Here, the authors take advantage of the ability to obtain
both lower and upper bounds (in expectation) for the EIG – e.g. the prior-contrastive
estimator (3.26) as the lower bound and the standard NMC estimator (3.2) as the
upper bound. Both of these bounds can be refined and made tight by increasing the
inner-loop sample size " . Zheng et al. (2020) thus develop an adaptive refinement
strategy, in which the bounds are tightened over the course of optimization, that
achieves regret-style guarantees.

5. Sequential optimal experimental design
Sequential experimental design is concerned with the planning of multiple experi-
ments that are conducted in a sequence, where the results of previous experiments
in the sequence can inform the design of subsequent experiments. This is the
crucial difference between sequential design and the ‘batch’ (also called ‘static’)
design approaches that were the focus of previous sections. Here we will focus on
a Bayesian approach to sequential experimental design.
One straightforward sequential design procedure is to apply the batch optimal

experimental design (OED) framework and methods from Sections 2–4 to one
experiment, or subset of experiments, at a time: optimally choose the next design,
perform that experiment, update the prior to the posterior based on the outcome
of the experiment, and repeat the process for the next. Such a procedure is called
greedy or myopic, because it does not take into account future experiments when
finding the (immediate) next experiment; it involves no ‘lookahead’. Yet greedy
design is conceptually simple to implement, especially if computational tools for
batch design already exist, and it is flexible for situations where the total number
of desired experiments is unknown. As a result, a large body of sequential experi-
mental design research has been based on some form of greedy design (Box 1992,
Dror and Steinberg 2008, Cavagnaro et al. 2010, Solonen, Haario and Laine 2012,
Drovandi, McGree and Pettitt 2013, Drovandi et al. 2014, Kim et al. 2014, Hainy,
Drovandi and McGree 2016, Kleinegesse, Drovandi and Gutmann 2021).
Of course, to improve coordination among the experiments, one could design

all the experiments simultaneously and thus revert to an overall batch design. But
doing sowould forgo the opportunity to adapt to new observations; in otherwords, it
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would allow for coordination among the experiments, but no feedback. A hallmark
of sequential experimental design is precisely the idea of feedback.
We note that the greedy design approach described in this section differs from

the greedy combinatorial algorithms for solving batch design problems discussed
in Section 4. In particular, the latter are not for sequential experimental design, as
they do not involve observing the results of experiments between design decisions,
and thus do not incorporate any feedback. Rather, they still seek a static design
for a single batch of experiments, but break the search into stages to control the
dimension of the design space and avoid combinatorial scaling of computational
complexity.
In the remainder of this section, wewill present a sequential optimal experimental

design formulation that includes both lookahead and feedback; see e.g. Müller et al.
(2007), von Toussaint (2011, VII.G) and Huan (2015, Chapter 3). We refer to this
formulation as sequential OED (sOED). sOED generalizes both greedy and batch
design (Shen and Huan 2023, Section 2.3). The key ideas of sOED are that (i) each
design should be selectedwhile taking into consideration all remaining experiments
to be performed, and (ii) designs should be given in the form of functions, called
policies, that adaptively specify the next experiment in the sequence given the
current state of information. We will formalize these ideas using the framework of
Markov decision processes, to be presented shortly.
As we shall see, the numerical solution of the sOED problem is rather challen-

ging, and there have been relatively few attempts to solve it in great generality.
For example, Carlin, Kadane and Gelfand (1998), Gautier and Pronzato (2000),
Pronzato and Thierry (2002), Brockwell and Kadane (2003), Christen and Na-
kamura (2003), Murphy (2003), Wathen and Christen (2006), Müller, Duan and
Garcia Tec (2022) and Tec, Duan and Müller (2023) have all made advances
largely limited to discrete settings, or did not employ a Bayesian framework with
information-theoretic design criteria. In this section we will survey recent pro-
gress towards realizing fully Bayesian sOED, including methods that make use
of dynamic programming (Huan 2015, Huan and Marzouk 2016), reinforcement
learning (Blau, Bonilla, Chades and Dezfouli 2022, Shen and Huan 2023) and
information bounds (Foster et al. 2021, Ivanova et al. 2021, Shen et al. 2023).

5.1. Background

We focus on the design of a finite number of experiments, indexed by : =

0, 1, . . . , # − 1. We assume # is known and fixed. The Bayesian update for
the :th experiment then becomes

?(\ |H: , b: , �:) =
?(H: |\, b: , �:) ?(\ |�:)

?(H: |b: , �:)
, (5.1)

where b: and H: , respectively, are the design and the value of the observation
realized in the :th experiment, and �: B [b0, H0, . . . , b:−1, H:−1] is the ‘background
information’ sequence composed of the history of designs and observations from
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all experiments preceding the current one, and �0 = ∅. The prior density ?(\ |�:)
represents the state of knowledge about the uncertain parameters Θ before the
:th experiment, and the posterior density ?(\ |H: , b: , �:) represents the updated
state of knowledge after having observed the outcome of the :th experiment.
Equation (5.1) uses the simplification ?(\ |b: , �:) = ?(\ |�:), since the prior density
does not depend on the pending choice of design. The posterior after the :th
experiment ?(\ |H: , b: , �:) = ?(\ |�:+1) then becomes the prior for the (: + 1)th
experiment, and (5.1) can be applied recursively. In (5.1) we present the general
setting where the density of the current data ?(H: |\, b: , �:) may depend on the
design and observations from previous experiments, i.e. on �: . In many situations,
however, .: is conditionally independent of the other observations in the sequence
given \ and b: , in which case its density simplifies to ?(H: |\, b: , �:) = ?(H: |\, b:).
We note that the experiments in the sequence do not need be of the same type, as

long as they share the same parameter Θ. The spaces of possible designs Ξ: 3 b:
and observations Y: 3 H: can differ from one experiment to the next, and even
change dimension. Similarly, the conditional density of the data in (5.1) is, in more
explicit notation, ?.: |Θ, b: ,�: (H: |\, b: , �:) and thus has a : dependence as well.
For example, in learning the properties of a fluid, a first experiment might entail
selecting the shape of an obstacle to place in the flow and observing the velocity in
its wake, while the next experiment might involve choosing where on the surface
of this obstacle to place a pressure sensor.

5.2. Formulation as a Markov decision process

Sequential experimental design can bemodelled through aMarkov decision process
(MDP) defined by a tuple (S, {A: }: , B0, {A:(·)}: , {):(·)}:) consisting of a state
space S with states B: ∈ S, action spaces A: comprising possible actions (which
here are designs) b: ∈ A: ,5 an initial state B0, scalar-valued reward functions
A:(B: , b: , H:) that evaluate the instantaneous reward when taking action b: and
observing H: at state B: , and state transition kernels ):(S:+1 |B: , b:) that evaluate
the probability of transitioning to any set of states S:+1 ⊆ S at stage : + 1 having
taken action b: at state B: . In the context of experimental design, the action being
taken is the selection of a design; thus we use the terms ‘action’ and ‘design’
interchangeably.

State. The state of the system before the :th experiment is described by B: =
{B1
:
, B
?

:
}, a quantity that summarizes all information deemed relevant to future

design decisions. We split B: into a ‘belief state’ B1: , representing the state of know-
ledge/uncertainty inΘ, and a ‘physical state’ B?

:
comprising any other deterministic

5 A: ≡ Ξ: , i.e. spaces of candidate designs indexed by : , but we use A: in this section to be
consistent with the usual notation in the MDP literature.
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variables that may be relevant to the design process. Since Θ is not directly ob-
served and can only be inferred from observations .: , this set-up can be viewed
as a partially observed MDP (POMDP) on Θ or a belief-MDP on B: (Kaelbling,
Littman and Cassandra 1998).
The belief state is simply the posterior distribution of Θ, given all past experi-

mental designs and realized observations, �: . ForΘ taking values on R?, the belief
state B1

:
is thus a probability distribution on R?. Numerically, it can be represented

by, for example, a density function approximation, or a set of weighted particles, or
by tracking �: directly. Tracking �: is easiest to implement since it does not require
additional calculations translating (b8)8<: and (H8)8<: to another representation, but
the dimension of �: grows with : , though it is bounded for finite # . In general, the
set of possible posterior distributions that can be realized is uncountably infinite,6
and hence this setting differs from a discrete or finite-state system.
Maintaining only a belief state, in the form of the posterior, does not suffice to

preserve the Markov property of the system if the likelihood depends on the history
of past experiments �: , as presented in (5.1). This can be fixed by introducing a
physical state. With regard to the �:-dependence in ?(H: |\, b: , �:), the physical
state essentially extracts and tracks relevant features from �: that allow the likeli-
hood to be evaluated or the observations .: simulated. An example of the physical
state would be the known position of a mobile sensor platform, which might evolve
from one stage of the design sequence to the next. Note that if �: is adopted as the
belief state, then information about the physical state is already contained in �: ,
even if only implicitly.

Action (design) and policy. Sequential experimental design is adaptive in nature.
Whereas a batch design problem seeks a single design b (see Section 2), sequential
design now looks for a strategy, called a policy, describing how to choose the
design depending on the current state. The policy is a collection of functions
c = {`: : S → A: , : = 0, . . . , # − 1}, where the policy function `: returns the
design for the :th experiment given the current state, b: = `:(B:). In general,
`: differs from experiment to experiment for finite # .7 Some intuition for this
fact follows by considering that even when starting from the same belief and
physical state, a ‘good’ design can be quite different depending on how many
experiments remain in the overall sequence. We focus on deterministic policies
in this formulation, although stochastic policies that evaluate the probability of
choosing different candidate designs can also be adopted.

6 Unless both b: and .: are discrete.
7 In contrast, in the infinite-horizon setting, the policy must be stationary, i.e. independent of : .
Thus only a single ` needs to be found, making infinite-horizon problems generally easier to
tackle.
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Figure 5.1. In the MDP progression of sequential experimental design, we start
with an initial state B0 (i.e. initial prior and physical state), evaluate the policy
function at the state `0(B0) to obtain the design b0 for experiment 0, conduct the
experiment to obtain its outcome H0 and immediate reward A0(B0, b0, H0), update the
state to the new state via the transition dynamics B1 = F0(B0, b0, H0) (i.e. updated
posterior and physical state) and repeat for the next experiments. Once the last
experiment # − 1 is completed, the terminal state B# = F#−1(B#−1, b#−1, H#−1)
can be computed along with the corresponding terminal reward A# (B# ). Figure
adapted from Shen and Huan (2023).

State transition dynamics. When an experiment is performed, the state changes
according to a transition kernel ):(S:+1 |B: , b:) describing the probability of trans-
itioning from the current state B: , having chosen design b: and observed the
outcome of resulting experiment, to any set of states at stage : + 1, S:+1 ⊆ S.
This kernel is generally intractable to evaluate, but it can instead be simulated, by
sampling from the prior predictive distribution of H: given the design b: and then
applying Bayes’ rule (5.1). Of course, both of these steps make use of the statistical
model for H: . We denote the latter transition dynamics by B:+1 = F:(B: , b: , H:);
the function F: encapsulates the transition from prior to posterior, given values of
b: and the realized data H: , following (5.1).
The physical state, if present, evolves according to a model for the relevant

physical process.

Reward (utility). Here A:(B: , b: , H:) denotes the real-valued reward immediately
obtained after performing the :th experiment, which may depend on the state,
design and observation values. For example, the reward can reflect the cost of
carrying out the :th experiment and/or the information gained in Θ as a result. On
the other hand, A# (B# ) denotes the terminal reward, which reflects any rewards that
can only be quantified after all experiments are completed. The choice of reward
functions (A:)#

:=0 is quite flexible and can be based on the wide range of optimal
design utilities discussed in Section 2.2. In the next section we will highlight the
reward functions corresponding to Ddiv (2.20), which reflects information gain in
the model parameters Θ.

The overall progression of an MDP for the sequential design of # experiments
is depicted in Figure 5.1, adapted from Shen and Huan (2023).
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5.3. Problem statement

The sOED problem entails finding a design policy c∗ that maximizes the expected
utility*(c):

c∗ ∈ argmax
c={`0,...,`#−1 }

{
*(c) B E.0:#−1 |c,B0

[
#−1∑
:=0

A:(B: , b: , H:) + A# (B# )

]}
(5.2)

subject to b: = `:(B:) ∈ A: ,

B:+1 = F:(B: , b: , H:), for : = 0, . . . , # − 1.

Here .0:#−1 = .0, .1, . . . , .#−1. The initial state B0 is assumed known; if it is not
known, then another expectation can be taken over B0. Optionally, a discount factor
W ∈ (0, 1] can multiply the reward at each successive stage (hence yielding terms
W:A:) to artificially reduce the value of rewards obtained further in the future. The
expected utility here is also known as the expected return (or expected total reward)
in MDP terminology; we will use these terms interchangeably.
In the field of reinforcement learning (Kaelbling, Littman and Moore 1996,

Sutton and Barto 2018), problem (5.2) corresponds to a model-based planning
problem, described by a finite-horizon belief-state MDP with continuous action
and observation spaces. Embedded in each transition F: is a step of Bayesian
inference, which can be quite expensive to perform, especially in nonlinear and
non-Gaussian settings with computationally intensive likelihoods.

5.4. Solution approaches

In general, problem (5.2) cannot be solved analytically. Different numerical
strategies must be adopted to find an approximate solution. Before we highlight
representative approaches from recent literature, we introduce two types of value
function that are central to the MDP formulation, as many solution strategies are
built on approximating these functions.
The action-value functions (or Q-functions) corresponding to a policy c are

& c: (B: , b:) = E.::(#−1) |c,B: , b:

[
A:(B: , b: , H:) +

#−1∑
C=:+1

AC (BC , `C (BC ), HC ) + A# (B# )

]
(5.3)

= E.: |B: , b:
[
A:(B: , b: , H:) +& c:+1(B:+1, `:+1(B:+1))

]
, (5.4)

& c# (B# ) = A# (B# ), (5.5)

for : = 0, . . . , #−1 and subject to BC+1 = FC (BC , bC , HC ). The value of the Q-function
& c
:

(B: , b:) is the expected remaining cumulative reward (i.e. the expected sum of
all remaining rewards) for performing the :th experiment at design b: from state
B: and thereafter following policy c.
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The state-value functions (or V-functions) corresponding to a policy c are

+ c: (B:) = E.::(#−1) |c,B:

[
#−1∑
C=:

AC (BC , `C (BC ), HC ) + A# (B# )

]
(5.6)

= E.: |c,B:
[
A:(B: , `:(B:), H:) ++ c:+1(B:+1)

]
, (5.7)

+ c# (B# ) = A# (B# ), (5.8)

for : = 0, . . . , #−1 and subject to BC+1 = FC (BC , bC , HC ). The value of the V-function
+ c
:

(B:) is the expected remaining cumulative reward starting from a given state B:
and following policy c for all remaining experiments. The expected utility in (5.2)
can be succinctly written as*(c) = + c0 (B0).

The V-function and Q-function are related to each other via

+ c: (B:) = & c: (B: , `:(B:)), (5.9)

and thus often only one of the two value functions needs to be solved for. We note
that both value functions can also be expressed in the recursive forms (5.4) and
(5.7). When the policy is the optimal policy c∗ from (5.2), the recursive relations
become the well-known Bellman optimality equations:

+∗: (B:) = max
b: ∈A:

E.: |b: ,B:
[
A:(B: , b: , H:) ++∗:+1(B:+1)

]
, (5.10)

+∗# (B# ) = A# (B# ), (5.11)

for : = 0, . . . , # − 1.
Furthermore, if the reward terms are chosen to create the sequential analogue of

Ddiv in (2.20), i.e. to capture the total expected information gain (EIG) in the model
parameter Θ from all experiments, two natural formulations arise. A terminal for-
mulation places in the terminal reward a single Kullback–Leibler (KL) divergence
from the initial prior to the final posterior:

A:(B: , b: , H:) = 0, : = 0, . . . , # − 1, (5.12)
A# (B# ) = �KL(?Θ |�# | |?Θ). (5.13)

An incremental formulation instead captures all incremental KL divergence terms
from each intermediate experiment’s prior to its corresponding posterior:

A:(B: , b: , H:) = �KL(?Θ |�:+1 | |?Θ |�: ), : = 0, . . . , # − 1, (5.14)
A# (B# ) = 0. (5.15)

As pointed out in Theorem 1 of Shen and Huan (2021, 2023) and Theorem 1 of
Foster et al. (2021), the expected utility *) (·) produced by substituting (5.12)–
(5.13) into (5.2), and the expected utility *� (·) produced by substituting (5.14)–
(5.15) into (5.2), are equal: *) (c) = *� (c), for any given policy c. We can also
show this equality using the chain rule of mutual information. Starting from the
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incremental formulation, each immediate reward’s contribution to (5.2) is

E.0:#−1 |c,B0
[
�KL

(
?Θ |�:+1 | |?Θ |�:

)]
= E.0::−1 |c,B0 E.: |.0::−1, c,B0

[
EΘ |�:+1

[
log

?(\ |�:+1)
?(\ |�:)

] ]
= E.0::−1 |c,B0 EΘ,.: |b: ,�:

[
log

?(\, H: |b: , �:)
?(\ |�:)?(H: |b: , �:)

]
= E.0::−1 |b0::−1

[
�KL

(
?Θ,.: |b: ,�: | |?Θ |�: ⊗ ?.: |b: ,�:

)]
= I(Θ;.: |b: , �:), (5.16)

where all b: follow from the given policy c. In the first equality above, the
expectation over .:+1:#−1 collapses since the immediate reward does not depend
on these observations. In the second equality, we use the fact that

E.: |.0::−1, c,B0 = E.: |.0::−1, b0:: = E.: |b: ,�: .

Summing the conditional mutual information terms (5.16) according to (5.2) yields

*� (c) =
#−1∑
:=0

I(Θ;.: |b: , �:) = I(Θ;.0:#−1 |b0:#−1) = *) (c), (5.17)

via the chain rule of mutual information.
We note that the incremental reward functions can be augmented with additional

terms, e.g. rewards reflecting the costs of candidate designs, without affecting the
correspondence of these two ways of expressing total EIG.
Computationally, the terminal formulation requires only a single KL divergence

estimate per trajectory, at its terminal point. (A ‘trajectory’ is a realization of the
sequence of designs and observations, also known as an ‘episode’ in MDP termin-
ology.) In contrast, the incremental formulation needs many more intermediate
KL divergence calculations, which can be quite costly. On the other hand, the
terminal formulation is a case of delayed reward, where the feedback from the
reward occurs only at the completion of all experiments, which can make learning
of the intermediate value functions more difficult. Lastly, we note that a greedy
design strategy requires calculating all intermediate posteriors and KL divergence
terms, which is computationally much more expensive than the sOED terminal
formulation.

5.4.1. Approximate dynamic programming (ADP-sOED)
While approximate dynamic programming (ADP) can refer to a range of computa-
tional techniques for finding an optimal policy (Powell 2011), we refer here to the
approach introduced in Huan (2015) and Huan and Marzouk (2016), which centres
on the idea of numerically approximating the optimal V-functions +∗

:
(B:) that sat-

isfy the Bellman optimality equations (5.10) and (5.11), using some parametrized
+̃∗
:
(B:). We call this method ADP-sOED.
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In their work, the belief state B1
:
is represented by discretizing the posterior

density function on an adaptive tensor-product grid, which is expanded/shrunk
and refined/coarsened based on local density values. Alternatively, Huan (2015)
also explores representing all possible posterior distributions simultaneously, by
constructing a triangular transport map (El Moselhy and Marzouk 2012, Marzouk
et al. 2016) jointly on (b: , .: ,Θ), where b: is sampled from a probability distribu-
tion with full support on A: and (.: ,Θ) are drawn from the corresponding prior
predictives at stage : . See more discussion of such constructions in Section 3.2.
In either case, a linear architecture +̃∗

:
=

∑<
8=1 V:,8k:,8(B:) is used to approximate

the optimal V-functions, where features k:,8(B:) are selected to be polynomials of
the physical state and of the posterior moments.
Once the representations of B1

:
and +̃∗

:
are chosen, a procedure known as ap-

proximate value iteration (also referred to as backward induction, especially for
finite-horizon settings) is used to build the approximate V-functions. The main
steps of the overall algorithm are summarized as follows.

1 Trajectory simulation. Generate trajectories induced by the current approx-
imate V-functions +̃∗

:
, by choosing the design b̃∗

:
at each stage via

b̃∗: ∈ arg max
b: ∈A:

E.: |b: ,B:
[
A:(B: , b: , H:) + +̃∗:+1(F:(B: , b: , H:))

]
. (5.18)

To realize the corresponding state trajectories (B(8)
:

)#
:=0 sequentially, where 8

indexes trajectories, an observation H(8)
:

is simulated at each stage using the
statistical model ?

(
H: |\(8), b̃∗,(8)

:
, �

(8)
:

)
, the current design, and a realization

\(8) of Θ generated from the prior at : = 0 and then fixed for that entire
trajectory; in other words, \(8) serves as the true value of Θ for that trajectory.
Belief states are updated using the grid or transport representations noted
above. An exploration policy, which simply generates random designs, can
be used if +̃∗

:
is not yet available, and otherwise may provide supplementary

trajectory samples.

2 Approximate value iteration (backward induction). Start from the final stage
: = # − 1 and evaluate (5.10) at the sample states B(8)

#−1 generated in step 1,

+̃
(8)
tr = max

b: ∈A:

E.: |b: ,B:
[
A:
(
B

(8)
:
, b: , H:

)
+ +̃∗:+1

(
F:
(
B

(8)
:
, b: , H:

))]
, (5.19)

and then use these evaluations as training points to update the approximate
V-functions +̃∗

:
via linear regression:{

B
(8)
:
, +̃

(8)
tr

}
→ +̃∗: (B:). (5.20)

Once +̃∗
:
is updated, repeat the same process stepping backwards from : =

# −2, # −3, . . . to : = 0, thus completing the update for all of the V-function
approximations.
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3 Refinement. Optionally repeat steps 1–2 to improve the pool of trajectory
samples and hence (state, value) pairs for training, using the newly updated
V-function approximations. Once iterations are terminated, a final set of
functions +̃∗

:
is returned, which can be used to evaluate approximate optimal

design actions through (5.18).

The approximation structure in (5.18) is known as one-step lookahead due to its
invocation of an approximation function after one step of dynamic programming8
(Bertsekas 2005). This is not to be confusedwith a greedy ormyopic design strategy
that is based on truncating the problem horizon; doing so would not incorporate
value from any future experiments beyond that truncated horizon.
It is important to note that both (5.18) and (5.20) require solving a stochastic

approximation problem (e.g. using the Robbins–Monro algorithm (Robbins and
Monro 1951)), since the expectation therein is typically estimated using Monte
Carlo. In fact, since the policy is only implicitly represented by the V-functions,
using the final policy still involves solving (5.18). As a result, ADP-sOED is quite
computationally expensive.

5.4.2. Actor–critic policy gradient (PG-sOED)
In response to the heavy computations required by ADP-sOED, rooted in approx-
imating the optimal V-functions in lieu of the policy, faster methods have been
developed by explicitly representing the policy and extracting its gradient, gen-
erally known as policy gradient (PG) approaches (Sutton, McAllester, Singh and
Mansour 1999). One such method is the PG-based sOED (PG-sOED) introduced
in Shen and Huan (2023) (and its earlier version, Shen and Huan 2021), which
makes use of actor–critic techniques (Konda and Tsitsiklis 1999, Peters and Schaal
2008) – specifically, actor–critic techniques for deterministic policies with deep
neural network parametrizations (Silver et al. 2014, Lillicrap et al. 2016, Mnih
et al. 2015).

Suppose that each policy function `: is given a parametric representation `:,F:

with parameters F: . Collecting these functions in

cF B {`0,F0 , `1,F1 , . . . , `#−1,F#−1} with F B {F0, F1, . . . , F#−1},

the sOED problem searching within the new parametrized policy space now entails
solving

max
F
*(cF ).

8 For example, two-step lookahead (Bertsekas 2005, p. 304) would take the form of

b̃∗
:
∈ arg max

b: ∈A:

E.: |b: ,B:

[
A: (B: , b: , H: ) + max

b:+1∈A:+1
E.:+1 |b:+1 ,B:+1 [A:+1(B:+1, b:+1, H:+1)

+ +̂∗
:+2(F:+1(B:+1, b:+1, H:+1))]

]
for some approximate V-function +̂∗

:+2 two steps ahead.
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An expression for the policy gradient can be derived (Shen and Huan 2023, The-
orem 2):

∇F*(cF ) =
#−1∑
:=0
E.: |cF ,B0

[
∇F`:,F:

(B:)∇b:&
cF
:

(B: , b:)
]

(5.21)

with b: = `:,F:
(B:). The appearance of ∇b:&

cF
:

in (5.21) further motivates a
parametrization of the Q-functions, similarly denoted by

& cF[ B
{
&
cF
0,[0

, &
cF
1,[1

, . . . , &
cF
# ,[#

}
with [ B {[0, [1, . . . , [# }.

Simultaneously learning the parametrized policy (the actor cF ) and theQ-functions
(the critic & cF[ ) makes this an actor–critic method. Overall, access to the policy
gradient opens the door to a wide range of gradient-based optimization methods to
iteratively improve the policy cF en route to maximizing*(cF ).

To this end, Shen and Huan (2023) use the policy gradient to develop several
numerical methods for solving (5.2). In what follows, the background information
sequence �: is always used to represent the state, as discussed in Section 5.2. First,
a Monte Carlo estimator of (5.21) is formed via

∇F*(cF ) ≈ 1
"

"∑
8=1

#−1∑
:=0
∇F`:,F:

(
B

(8)
:

)
∇b:&

cF
:

(
B

(8)
:
, b

(8)
:

)
(5.22)

with b(8)
:
= `:,F:

(
B

(8)
:

)
computed from the current policy. Here for the 8th trajectory,

a ‘true’ data-generating \(8) is drawn from the prior B10 and used to generate all
subsequent H(8)

:
via the models ?

(
H: |\(8), b(8)

:
, �

(8)
:

)
for that entire trajectory.

Second, deep neural networks (DNNs) are used to parametrize both the policy
and the Q-functions, following the ideas of deep Q-networks (DQN) (Mnih et al.
2015) and deep deterministic policy gradient (DDPG) (Lillicrap et al. 2016). The
policy cF , and hence all `:,F:

for : = 0, . . . , # − 1, are represented by a single
DNN called the policy network. The consolidated policy network has an input
layer that takes in the state, specifically in the form of the information sequence
�: and the current experimental stage : , as depicted in Figure 5.2. The stage :
can be represented either directly as an integer or via its one-hot encoding (i.e. the
#-dimensional unit vector). Designs bC and observations HC for future experiments
that have not yet taken place (C ≥ :) are padded with zeros. The output layer returns
b: . The gradient of such a DNN-based policy, which is needed to evaluate (5.22),
can be computed efficiently via back-propagation. Note that the policy network is
therefore not trained in a supervised learning manner, but rather by improving F
en route to maximizing*(cF ) in solving (5.2).
Similarly, the consolidated Q-function & cF[ is represented by a separate, single

DNN called the Q-network. The Q-network is trained in a supervised learning
manner from the Monte Carlo trajectory samples by minimizing a quadratic loss
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800 X. Huan, J. Jagalur and Y. Marzouk

Figure 5.2. A policy is a mapping from state to design. In this DNN representation
of the policy, its input entails the current experiment stage, and designs of past
experiments and their resulting observations. The designs and observations of
future experiments that have not yet taken place are padded with zeros.

derived from (5.4):

ℓ([) =
1
"

"∑
8=1

#−1∑
:=0

[
&
cF
:,[:

(
B

(8)
:
, b

(8)
:

)
−
(
A:
(
B

(8)
:
, b

(8)
:
, H

(8)
:

)
+& cF

:+1
(
B

(8)
:+1, b

(8)
:+1
))]2

(5.23)

with b(8)
:
= `:,F:

(
B

(8)
:

)
computed from the current policy. Note that the last term

in (5.23), & cF
:+1
(
B

(8)
:+1, b

(8)
:+1
)
, is the true Q-function as defined in (5.3)–(5.5) and

thus does not depend on [. The true Q-function is usually not available, however,
and therefore this term is typically replaced by the Q-function approximation at the
current iteration, & cF

:+1,[:+1

(
B

(8)
:+1, b

(8)
:+1
)
, but with its contribution to the [-gradient

of the loss in (5.23) ignored. The trainedQ-network& cF[ from (5.23) is then used to
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replace the true Q-function in evaluations of (5.22). Notably, this PG computation
does not require evaluating gradients of the likelihood (or the underlying simulation
model) with respect to b: , since the gradient operator now only needs to act on the
Q-network.
Third, the information-based immediate and/or terminal rewards A: and A# ,

which require evaluation of the KL divergence based on the belief state, are cal-
culated by directly approximating integrals involving the relevant unnormalized
densities, via numerical quadrature. This technique, however, is only practical for
low-dimensional \ (e.g. ? ≤ 4).
Assembling these numericalmethods, an optimal policy is sought using gradient-

based optimization such as stochastic gradient ascent. The main steps of the overall
algorithm are summarized as follows.

1 Trajectory simulation. Generate trajectories. For each trajectory, first draw
\ from the prior, then for each of the : = 0, . . . , # − 1 experiments in the
trajectory, sequentially compute b: from the current policy and draw H: from
its statistical model. Calculate the associated trajectory of states; for example,
if using �: as the state, simply store �# , from which all �:<# can be easily
extracted. Compute the corresponding immediate and terminal rewards A:
and A# .

2 Value function update. Update the Q-network by finding an [ that minimizes
the loss in (5.23).

3 Policy update. Estimate ∇F*(F) through (5.22) but using the Q-network,
and update the policy network through, for example, gradient ascent F =

F + U∇F*(F), where U is the learning rate.
4 Refinement. Repeat steps 1–3 to improve the trajectory sample pool with

the newly updated policy network and Q-network. Once terminated, a final
policy network is returned.

Because of the many complex approximations in these algorithms, it is useful to
validate them in simple settingswhere an optimal policy can be derived analytically.
To this end, we show how ADP-sOED and PG-sOED perform on a two-experiment
linear-Gaussian benchmark problem (Huan and Marzouk 2016, Shen and Huan
2023). The model is a simplified version of (2.4):

.: = b:Θ + E: (5.24)

with E: ∼ N (0, 12) and no physical state. The benchmark entails # = 2 exper-
iments, with prior Θ ∼ N (0, 32) and designs constrained to lie in 3: ∈ [0.1, 3].
The conjugate prior ensures that all subsequent posteriors are Gaussian, following
(2.8) and (2.9). The rewards are set to

A:(B: , b: , H:) = 0, : = 0, 1, (5.25)

A# (B# ) = �KL(?Θ |�# | |?Θ) − 2
(
logf2

# − log 2
)2
, (5.26)
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(a) ADP-sOED (b) PG-sOED

Figure 5.3. Expected utility contours for the linear-Gaussian benchmark with the
dashed curve showing the set of optimal designs. The cluster of points in each
plot indicates the designs selected by (a) ADP-sOED and (b) PG-sOED policies
under repeated trials. Both algorithms arrived at the optimal set and achieved
expected utility values consistent with the analytic optimal policy: *(c∗ADP) ≈
0.775,*(c∗PG) ≈ 0.775,*(c∗) ≈ 0.783.

where f2
#

is the variance of the final posterior, and the additive penalty in A#
is purposefully inserted to make the problem more challenging. A derivation of
the resulting optimal policies can be found in Huan (2015, Appendix B), with
*(c∗) ≈ 0.783.

In this particular linear-Gaussian problem, sOED is equivalent to batch OED.
Upon substituting the terminal reward (5.26) into the sOED objective (5.2) and
taking an expectation over.0, .1 |c, the objective depends explicitly only on the final
posterior variance. The portion of the objective following from the KL divergence
term in (5.26) only involves the posterior variance, as shown by (2.25)–(2.26), and
the portion resulting from the penalty term in (5.26) only involves the posterior
variance by construction. While this variance depends on the designs chosen by
the policy, in the linear-Gaussian setting it is independent of the realized values of
.0:#−1, H0:#−1. Consequently, feedback or adaptation in response to H0:#−1 would
not affect the expected utility, and sOED and batch OED therefore coincide. See
Huan (2015, Appendix B) for a detailed derivation of this equivalence.
Figure 5.3 illustrates the expected utility for different design choices via coloured

contours, with the dashed curve illustrating the set of optimal designs. The cluster of
points in each plot indicates the designs selected by the ADP-sOED and PG-sOED
policies under repeated trials. Both algorithms arrive at the optimal set and achieve
expected utility values consistent with the analytic optimal policy: *(c∗ADP) ≈
0.775, *(c∗PG) ≈ 0.775, *(c∗) ≈ 0.783. The computational times reported in
Table 5.1, adapted from Shen and Huan (2023), are obtained using a single 2.6
GHz CPU on a MacBook Pro laptop. The timing values reflect 30 gradient ascent
updates for PG-sOED in the training stage, and one policy update (the minimum
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Table 5.1. Comparison of computational costs between ADP-sOED and PG-sOED
for the linear-Gaussian benchmark. Data adapted from Shen and Huan (2023).

Training time (s) Forward model evaluations Testing time (s)

ADP-sOED 837 5.3 × 108 24 396
PG-sOED 24 3.1 × 106 4

needed) for ADP-sOED. PG-sOED is orders of magnitude faster than ADP-sOED,
especially in testing times, making it suitable for applications that have real-time
requirements. This drastic difference is due to ADP-sOED being a value-based
(critic-only) approach wherein the policy (actor) is not explicitly represented, such
that evaluating the policy requires solving a (stochastic) optimization problem. In
contrast, applying PG-sOED requires only a single forward pass through the policy
network, without any additional optimization runs or forward model evaluations.
Figures 5.4–5.5, both adapted from Shen and Huan (2023), illustrate the applic-

ation of PG-sOED to a problem of mobile sensor guidance in a two-dimensional
advection–diffusion partial differential equation. The location of the centre of a
source term (e.g. emitting some contaminant) in the advection–diffusion problem is
uncertain, along with the strength and radius of the source. Figure 5.4 shows an ex-
ample of the contaminant plume concentration evolving in time, with the advection
velocity pointing up and to the right. The design variables are the displacements
of the mobile sensor from one stage to the next. The inference goal is to learn
the unknown source location, source strength and radius of the source, from noisy
measurements of contaminant concentration at successive times. All four of these
parameters are endowed with uniform priors, and the velocity field advecting the
contaminant field is assumed known. The rewards for the sOED problem include
the joint information gain (KL divergence from the prior to the posterior after four
experiments) in all four parameters, instituted in the terminal formulation manner,
along with a negative stagewise reward corresponding to a quadratic penalty on
sensor movement from one stage to the next. Figure 5.5 illustrates an application
of the resulting PG-sOED policy for one particular realization of the experimental
sequence. The top row shows marginal posterior densities of the source location
(\G , \H), while the bottom row shows marginals of the source radius \ℎ and source
strength \B. The movements of the sensor, i.e. the chosen designs, are visual-
ized in the top row (red dots and lines) along with the true source location (fixed
purple star).
Recall that the objective (5.2) being maximized involves an expectation over Θ

and over all values of .0:#−1 realized under the policy. While Figure 5.5 shows
a single trajectory of experiments, a policy is designed to work well, on average,
over all possible trajectories. Thus the most comprehensive way of assessing the
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Figure 5.4. An example time-evolution of a convection–diffusion field. The
contours show the concentration of the plume. Figure adapted from Shen and
Huan (2023).

Figure 5.5. Sequence of marginal posterior densities (unknown source locations
\G , \H on the first row, unknown sourcewidth and strength \ℎ, \B on the second row)
from an example trajectory instance using PG-sOED. The purple star represents
the true data-generating \ value, the red dot represents the physical state (vehicle
location) and the red line segment tracks the vehicle displacement (design) from
the preceding location. Figure adapted from Shen and Huan (2023).

effectiveness of a policy is to study the reward it produces over many realized
trajectories. Figure 5.6, adapted from Shen and Huan (2023), presents histograms
of the total rewards obtained from 104 trajectories using the batch, greedy and
PG-sOED policies. Their expected values, indicated by the vertical black lines,
are respectively *(c∗batch) ≈ 2.856, *(c∗greedy) ≈ 3.057 and *(cPG) ≈ 3.435, with
PG-sOED achieving the highest expected reward. In this example, greedy design
tends to ‘chase after’ the most recent estimate of the source location. Batch design
can plan ahead and take advantage of knowing where the plume will advect in
future experiments, but is unable to adapt to new measurements. PG-sOED can do
both. Further details of the comparison can be found in Shen and Huan (2023).
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(a) Batch (b) Greedy

(c) PG-sOED

Figure 5.6. Histograms of total rewards from 104 test trajectories generated using
batch, greedy and PG-sOED policies, with respective expected total reward values
(indicated by vertical lines) *(c∗batch) ≈ 2.856, *(c∗greedy) ≈ 3.057 and *(cPG) ≈
3.435. Figure adapted from Shen and Huan (2023).

5.4.3. Methods that leverage information bounds
Another prominent series of sequential experimental design algorithms, developed
around the same time as those discussed in Section 5.4.2, leverage various inform-
ation bounds. Here we briefly summarize these methods.

DAD and related methods. Foster et al. (2021) introduced a technique they named
deep adaptive design (DAD). Like PG-sOED, DAD performs the bulk of its com-
putation offline, constructing a DNN-based policy that can quickly produce the
next design online as data are realized. Unlike PG-sOED, however, DAD does not
use an actor–critic approach. For a discussion of the relative merits of actor–critic
algorithms and more direct PG approaches, see Konda and Tsitsiklis (1999) and
Sutton and Barto (2018, Chapter 13). The expected utility*(c) in DAD is the total
EIG in the parametersΘ from prior to posterior after # experiments, which we call
*KL(c) and is equivalent to the mutual information I(.0:#−1;Θ|c). DAD directly
targets maximization of the EIG, by first expressing it in terms of log-density ratio
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of the observations .0:#−1, that is,

*KL(c) = I(.0:#−1;Θ|c) = E.0:#−1 |c,B0 [�KL(?Θ |�# | |?Θ)]

= E.0:#−1 |Θ, c,B0EΘ

[
log

?(.0:#−1 |Θ, b0:#−1)
?(.0:#−1 |b0:#−1)

]
, (5.27)

where b: = `:(B:) follows the given policy c. A sequential version of the prior
contrastive estimator (PCE) (cf. (3.26)), called the sequential PCE (sPCE), is then
introduced, taking the form

I(.0:#−1;Θ|c) ≥ E.0:#−1 |c,Θ1EΘ1EΘ2:"

[
log

?(.0:#−1 |Θ1, b0:#−1)
1
"

∑"
9=1 ?(.0:#−1 |Θ 9 , b0:#−1)

]
C LsPCE(c;"), (5.28)

where Θ1 is the data-generating parameter for b0:#−1, H0:#−1 in the equation above
with b: = `:(B:) following the given policy c; the subscripts for . and b refer
to the experiment (stage) index, while those for Θ refer to the multi-sample index
of sPCE as introduced in Section 3.3.2. The key here is that the parameter value
of the data-generating Θ1 is included in the Monte Carlo estimate of the evidence
in the denominator; including this value ensures that (5.28) is a lower bound to
I(.0:#−1;Θ|c) for any c, which becomes tight as " → ∞ (Foster et al. 2021,
Theorem 2). (When Θ1 is excluded from the evidence estimate, (5.28) reverts to
the standard nestedMonte Carlo estimator of EIG.) Approximating the expectations
in sPCE with Monte Carlo sampling from the prior and from the statistical models
for successive (.:)#−1

:=0 yields in the end a negatively biased Monte Carlo estimator
of I(.0:#−1;Θ|c).

When the policy c is parametrized as cF , DAD seeks a policy that satisfies

max
F

LsPCE(cF ;").

The gradient of the sPCE bound can be obtained by moving the gradient operator
∇F inside the expectations. This may require first reparametrizing the stochasticity
in the observations to be independent of the policy. (For instance, with a statistical
model.: = �:(Θ, b:)+E: , an expectation over.: can be rewritten as an expectation
over E: ; if the distribution of E: is functionally independent of the design b: , then
the goal is already achieved. More generally, if the distribution of E: does depend
on b: , then the expectation can always be rewritten in terms of some other random
variable whose distribution is independent of b: and hence of c.) The sPCE
gradient is then

∇FLsPCE(cF ;") = EE1:#EΘ1:"

[
∇F
(

log
?(.0:#−1 |Θ1, b0:#−1)

1
"

∑"
9=1 ?(.0:#−1 |Θ 9 , b0:#−1)

)]
(5.29)

with b: = `:,F:
(B:) following the given policy cF . With this gradient in hand, one

can use any gradient-based optimization scheme, such as stochastic gradient ascent,
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to find a parametrized policy that maximizes the estimated lower bound. With
regard to how to choose the parametrization cF , Foster et al. (2021) recommend
a ‘pooling-emitter’ DNN architecture, motivated by the permutation invariance
of the EIG under certain conditions (e.g. if all the observations in the sequence
are conditionally independent given the parameters, and described by the same
parametric statistical model).
Blau et al. (2022) build on the sPCEbound fromDAD, but seek a stochastic policy

via the randomized ensembled double Q-learning approach of Chen, Wang, Zhou
and Ross (2021), which is an actor–critic method. They demonstrate applicability
of this approach to discrete design spaces.

iDAD. All of the sequential design methods discussed so far require the abil-
ity to explicitly evaluate the likelihood (i.e. to evaluate the probability densities
?(H: |\, b: , �:)). In certain problems, however, the likelihood may be only impli-
citly defined and otherwise intractable to compute; yet sampling H: from the model
may still be possible. To accommodate such models in sOED, a variation of DAD,
called implicit deep adaptive design (iDAD), has been developed by Ivanova et al.
(2021).
iDAD introduces several likelihood-free lower bounds. The main idea be-

hind these bounds can be understood as approximating the posterior-to-prior or
likelihood-to-evidence density ratio through a parametrized ‘critic’ function, de-
noted here by 5 : �×Ξ0:#−1×Y0:#−1 → R. Note that this notion of a critic differs
from the ‘critic’ in the actor–critic methods of Section 5.4.2 (where the role of the
critic was played by the Q-function). In these lower bound expressions, any choice
of 5 yields a tractable lower bound for the EIG; thus 5 can act as the ‘knob’ to
maximize the lower bound. One example is the sequential design version of the
NWJ bound (cf. (3.24))

I(.0:#−1;Θ|c) ≥ EΘE.0:#−1 |Θ, c [ 5 (Θ, �# )] − 1
4
E.0:#−1 |cEΘ [exp 5 (Θ, �# )]

C LsNWJ(c; 5 ), (5.30)

while another is the InfoNCE bound (cf. (3.28))

I(.0:#−1;Θ|c) ≥ EΘ1E.0:#−1 |Θ1, cEΘ2:"

[
log

exp 5 (Θ0, �# )
1
"

∑"
9=1 exp 5 (Θ 9 , �# )

]
C LsNCE(c;", 5 ). (5.31)

Both bounds can be tight for an optimal selection of the critic function 5 and as
" → ∞ (Ivanova et al. 2021). Importantly, these bounds no longer involve the
densities ?(H: |\, b: , �:). Upon parametrizing the policy c as cF and critic 5 as 5q,
a policy can be found by maximizing (tightening) the lower bound simultaneously
over F and q. For example, in the NWJ case:

max
F,q

LsNWJ(cF ; 5q).
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808 X. Huan, J. Jagalur and Y. Marzouk

Similar to DAD, the gradient of the lower bound with respect to both the policy and
critic parameters can be obtained by bringing the gradient inside the expectation
upon reparametrizing the observations, allowing for stochastic gradient ascent
updates to tighten the bound. We note that while iDAD does not require explicit
likelihoods and relies only on a simulator of.: , it does require access to derivatives
of the output of this simulator with respect to the design b: , and with respect to all
previous experiments’ designs and outcomes, �: .

vsOED. The variational sequential OED (vsOED) method in Shen et al. (2023)
derives a lower bound of the EIG by employing variational approximations of the
relevant posterior distributions and then substituting these approximations in ‘one-
point’ approximations of the KL divergence in the reward terms. The framework
generalizes the objective functions used in previous approaches in that it simultan-
eously accommodates multiple models, nuisance parameters, predictive quantities
of interest and implicit likelihoods.
Let M< be a countable set of models indexed by < = 1, 2, . . . , where each

model has its own parameters \< ∈ �< ⊆ R?< and predictive quantity of interest
(QoI) I< = Ψ<(\<), with Ψ< : �< → R@< for some @< ≤ ?<. Suppose also that
we have a prior distribution %" (<) over the model indicator" , a prior ?Θ<

(\< |<)
for the parameters Θ< of each model, and a prior ?/<(I<) for each model’s QoI
/< induced by ?Θ<

andΨ<. A combined reward function that includes a weighted
combination of information gains in these random variables can then be formed.
For example, the incremental formulation in (5.14) and (5.15) becomes

A:(B: , b: , H:) = U"�KL(%" |�:+1 | |%" |�: )
+ E" |�:+1

[
UΘ�KL(?Θ< |�:+1 | |?Θ< |�: )

+ U/�KL(?/< |�:+1 | |?/< |�: )
]
, : = 0, . . . , # − 1, (5.32)

A# (B# ) = 0, (5.33)

whereU" ∈ [0, 1] (for themodel indicator), UΘ ∈ [0, 1] (for themodel parameters)
and U/ ∈ [0, 1] (for the predictive QoIs) are the weights of KL contributions from
these variables. The terminal formulation can be constructed in a similar manner.
To compute the sOED objective in (5.2) with the rewards (5.32) and (5.33), an

expectation needs to be taken over.0:#−1 |c, B0. This requires sampling trajectories.
For each trajectory, a model indicator and corresponding parameter value are drawn
from the priors,

<
(8)
0 ∼ %" , \

(8)
<,0 ∼ ?

(
\<,0 |<(8)

0
)
,

with a corresponding QoI sample

I
(8)
<,0 = Ψ<(8)

0

(
\

(8)
<,0
)
.

Then, <(8)
0 and \(8)

<,0 generate a trajectory �
(8)
#
. For any such trajectory, we substitute

the ‘oracle’ values of the model indicator and model parameters that generated
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�# into the integrands appearing in the incremental reward (5.32), to produce a
‘one-point’ approximation Ã: of each A: ,

Ã:(B: , b: , H:) = U" log
%(<0 |�:+1)
%(<0 |�:)

+ UΘ log
?(\<,0 |�:+1)
?(\<,0 |�:)

+ U/ log
?(I<,0 |�:+1)
?(I<,0 |�:)

,

: = 0, . . . , # − 1, (5.34)
Ã# (B# ) = 0, (5.35)

where we recall that �:+1 = (�: , b: , H:). Replacing A: with Ã: in (5.2) yields
exactly the same expected utility. Specifically, letting *KL denote the expected
utility formed when using the full KL rewards in (5.32) and (5.33), and letting
*̃KL denote the expected utility formed when using the one-point approximations
in (5.34) and (5.35), Shen et al. (2023, Theorem 2) show that *̃KL(c) = *KL(c) for
any policy c. In other words, using the one-point approximation does not alter the
sOED problem. The approximations Ã: can also be viewed as one-point estimators
of the expectation of A: .
Evaluating the probability terms in (5.34), however, remains highly challenging.

To make the computation tractable, each of the probability terms is approxim-
ated within a parametrized family of distributions – taking a variational inference
approach – leading to the following variational one-point approximations:

Ã:(B: , b, H: ; q) = U" log
@(<0 |�:+1; q" )
@(<0 |�: ; q" )

+ UΘ log
@(\<,0 |�:+1; qΘ<

)
@(\<,0 |�: ; qΘ<

)

+ U/ log
@(I<,0 |�:+1; q/<)
@(I<,0 |�: ; q/<)

, : = 0, . . . , # − 1, (5.36)

Ã# (B# ) = 0, (5.37)

with q = {q" , qΘ<
, q/<} being the variational parameters describing the approx-

imations @ above. We use the notation @q to represent succinctly the complete set
of approximating distributions. Letting LvsOED(c; @q) denote the expected utility
function obtained when using (5.36) and (5.37), Shen et al. (2023, Theorem 3)
show that LvsOED(c; @q) ≤ *̃KL(c) = *KL(c) for any policy c. That is, adopting
the variational approximation forms a lower bound to the expected utility.
To solve the problem, Shen et al. (2023) use an actor–critic approach as in PG-

sOED, parametrizing the policy c as cF and the corresponding Q-function (critic)
& cF as & cF[ . A policy can then be found by maximizing (tightening) the lower
bound simultaneously over F and q:

max
F,q

LvsOED(cF ; @q).

(Recall that [ is not directly optimized, but updated via (5.23).) This can be
achieved by gradient ascent updates, where gradients with respect to F and q are
found following similar steps to those used to obtain (5.21). Notably, with the
introduction of the approximating distributions @q, evaluation of the reward no
longer requires explicit likelihoods and thus the method can be used for implicit
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Figure 5.7. Expected utility lower bounds achieved by various sequential exper-
imental design policies for a source location problem. vsOED-G and vsOED-N
denote the vsOED method using Gaussian mixture models and normalizing flows,
respectively, as variational distributions @. Suffixes -T and -I indicate whether the
algorithm uses the terminal or incremental formulation. Figure adapted from Shen
et al. (2023).

models. Unlike DAD and iDAD, vsOED does not require access to gradients of
the log-likelihood or of an underlying simulator, due to the use of a Q-network in
the same way as PG-sOED.
Test problems in Shen et al. (2023) illustrate how vsOED can handle multiple

models, predictive QoIs and implicit likelihoods. For example, Figure 5.7, adapted
from that paper, compares the EIG policies obtained via several sequential experi-
mental design approaches on a source location problem introduced in Foster et al.
(2021), for a range of design horizons # . Results are obtained by fixing the total
number of trajectory samples available to each algorithm. The policies produced by
each algorithm are then re-evaluated to assess their achieved EIG using a common
estimator, namely the PCE lower bound estimator.

5.5. Open questions in sequential optimal design

While the approaches discussed in this section represent promising recent advances
in sequential OED, there is a need for further development in many important
directions. We briefly mention a few below.
One rather immediate need is for more efficient state representations – in par-

ticular, representations of the belief state B1
:
(the evolving posterior distribution)

that achieve the natural ‘compression’ induced by Bayesian logic. Many of the
approaches described in this section simply track �: , which has the advantages of
being trivial to update (by appending the newly arrived b: and H:) and free of
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approximation error. Moreover, �: contains all the information necessary to com-
pute any intermediate and final physical states (though they may not be accessible
until evaluated via the transition dynamics for the physical state). A key disadvant-
age of using �: , however, is that its dimension grows linearly with : , i.e. the number
of experiments completed. A resulting numerical difficulty can already be seen in
the policy network architectures used for PG-sOED (Figure 5.2) and related meth-
ods, where the state input layer needs to accommodate a variable-length �: . This is
crudely handled by creating a layer of maximum possible size and zero-padding the
inapplicable entries. The efficiency of such a padding technique degrades as the
design horizon # increases (i.e. there are many more stages where a large fraction
of the inputs are set to zero). Additionally, an �: of unbounded size introduces
conceptual and technical difficulties in the infinite-horizon setting.
In essence, tracking �: – the trivial sufficient statistics of the posterior – delays

engaging with the actual process of Bayesian inference and the computation of pos-
teriors. �: is therefore not as ‘compressed’ as the posterior, and the correspondence
of �: values to posterior distributions is generally non-injective (multiple �: may
lead to the same posterior). In other words, �: carries additional, unnecessary in-
formation beyond that which is needed to perform the Bayesian update (Jaynes and
Bretthorst 2003, Cox 1946). Using state representations that directly capture the
posterior – and that simultaneously allow numerical accuracy, scalability to high-
dimensional parameter spaces and easy online updating – would therefore be quite
desirable. Inspiration should arise from other research areas that must maintain
efficient online posterior representations, such as sequential Bayesian inference,
data assimilation and streaming variational inference.
More broadly, more efficient and scalable computational methods are needed to

realize sOEDwith computationally intensivemodels, high-dimensional parameters
and data, and complex design objectives. Indeed, the development of sOED is
rather new compared to batch OED, and its demonstrations have thus far been
confined to rather simple formulations and models. An important goal is to expand
sOED’s capabilities so that it can tackle problems of the complexity now attained
in batch design studies. To this end, accurate calculations of the posterior and the
associated information measures – which occur repeatedly in sOED – will need
to be pushed to higher dimensions. More expressive function representations and
advanced reinforcement learning techniques will be needed to improve the sample
efficiency of constructing a policy.
Along these lines, there is an enormous need for numerical analysis and approx-

imation theory in these settings. From an approximation perspective, little is known
about properties of optimal policies and value functions for sOED, outside of per-
haps the simplest (e.g. linear-Gaussian) cases. How smooth are these functions?
Do they enjoy anisotropic dependence on their inputs? Are they well approximated
by low-rank tensors, or ridge functions, or in some other format that is particularly
tractable? What neural network architectures are hencemost suitable? Understand-
ing these questions is necessary to characterize the optimality gaps emerging from
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current ad hoc choices of representation and network architecture. This under-
standing will also help to create more tailored and effective policy and Q-function
approximations, ideally endowed with error bounds and performance guarantees.
At the same time, convergence guarantees and rates for the reinforcement learning
techniques used here, namely policy gradient and actor–critic methods, should be
strengthened for the case of sequential experimental design in a Bayesian setting.
There is also a need to exploremore sophisticated sequential design formulations:

optimal stopping of sequential experiments, interleaving of batch and sequential
designs, and policies that are robust to horizon changes.
Finally, as sOED is generally more computationally demanding than simpler

batch and greedy designs, it would be extremely valuable to develop ways of
choosing the appropriate design strategy a priori. Here we would advocate for
inexpensive ways of estimating or bounding the benefit of feedback and the benefit
of lookahead, before actually solving the sOED problem, and then balancing these
potential upsides with their computational costs.

6. Outlook
The preceding sections have presented a broad overview of the current state of the
art in optimal experimental design (OED). Research continues in all of the threads
we have discussed: (i) devising design criteria that are sufficiently expressive to
capture diverse experimental goals, with complex models; (ii) estimating these
criteria in efficient and structure-exploiting ways, in high dimensions and/or in
the presence of strong non-Gaussianity; (iii) maximizing a chosen design criterion
given different parametrizations of feasible designs, whether continuous or dis-
crete, and developing guarantees for the associated optimization algorithms; (iv)
advancing formulations and algorithms for optimal sequential design. In this final
section we will highlight some broader questions and issues that have not yet been
discussed. Many of these issues remain rather open-ended, and thus we believe
they comprise fertile ground for ongoing research.

6.1. Model misspecification

OED is intrinsically model-based: all of the methods we have discussed use a stat-
istical model, perhaps augmentedwith prior information, to predict the outcomes of
experiments at candidate designs and to assess how these outcomes might improve
knowledge of model parameters, reduce uncertainty in model-based predictions,
and so on. In the general decision-theoretic terms of Section 2.2, models are needed
to define the utility function D and to specify the distribution ?. ,Θ over which we
take expectations to yield the expected utility*.

This reliance on models gives OED great power, but raises the question of what
happens when models are, inevitably, misspecified – by which we mean that our
statistical modelM (2.1) of the data-generating process, for any given design, does
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not adequately capture how the data are generated in the actual experiment. In other
words,M might not contain the distribution that generated the observed data.

A natural way to address misspecification is simply to augment the model,
so that it can more closely capture the data-generating distribution. One line
of work, developed in the setting of Bayesian inverse problems, is the Bayesian
approximation error approach of Kaipio and Kolehmainen (2013), Kaipio and
Somersalo (2007) and Alexanderian, Nicholson and Petra (2022), which augments
the noise model – for example, in the case of additive Gaussian noise, enlarging
the covariance matrix of this noise – to account for error in the forward operator.
Another approach is to explicitly introduce new ‘nuisance’ parameters: rather than
considering only ?(H |\, b), one could introduce a richer model ?(H |\, [, b), where
[ ∈ N are additional parameters that capture previously un-modelled phenomena,
such that there exists some (\∗, [∗) ∈ � × N for which ?(H |\∗, [∗, b) matches the
data-generating distribution for all designs b ∈ Ξ. This viewpoint underlies several
recent efforts, e.g. Alexanderian et al. (2022) and Sargsyan, Najm and Ghanem
(2015). Here [ could represent variability or imprecision in the placement or
timing of observations, background stochasticity or uncertain initial conditions, the
impact of unresolved scales, etc. In a fully Bayesian setting, the design formulation
discussed following (2.27) is relevant: the utility function can be chosen to depend
on the posterior (and prior) marginal distributions of \, with the impact of the
additional uncertain parameters [ handled via integration over the prior ?([).
There are two equivalent ways of writing the posterior marginal of \:

?(\ |H, b) =
∫

?(\, [ |H, b) d[, (6.1)

where ?(\, [ |H, b) ∝ ?(H |\, [, b)?(\ |[)?([),

and

?(\ |H, b) ∝ ?(H |\, b)?(\), (6.2)

where ?(H |\, b) =
∫

?(H |\, [, b)?([ |\) d[.

In the first, we perform inference for both \ and [, then focus attention on the
posterior marginal of \. In the second, we first create a marginal likelihood for \
and then perform inference with this integrated quantity.

Although these viewpoints of inference are equivalent, there are two distinct
ways of modelling subsequent posterior predictions. From a standard hierarchical
Bayesian perspective, the distribution of predictions .+ at a design b+ (which may
or may not be equal to b) follows from the joint posterior of \ and [:

?1(H+ |b+, H, b) =
∬

?(H+ |\, [, b+) ?(\, [ |H, b) d\ d[. (6.3)

In this setting, both \ and [ were uncertain before observing H, but since they
both influenced the observed value of H, conditioning on this observation updates
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one’s knowledge of both parameters. Crucially, the unknown value of the nuisance
parameter [ that influences subsequent predictions is assumed to be the same as
the one that affected H (just as \ is common to both stages). A different model
for the predictions .+ |b+, however, is that they arise from an independent, newly
realized [ (here called [+, for emphasis) that has not been conditioned on previous
observations:

?2(H+ |b+, H, b) =
∬

?(H+ |\, [+, b+) ?(\ |H, b) ?([+) d\ d[+. (6.4)

Embedded inadequacy models (Sargsyan et al. 2015, Sargsyan, Huan and Najm
2019,Morrison, Oliver andMoser 2018), which view uncertainty in [+ as somehow
irreducible, can be understood according to this prediction model (6.4). This model
is also somewhat related to the viewpoint in Koval, Alexanderian and Stadler (2020)
and Alexanderian et al. (2022). We emphasize that, in this setting, the posterior
marginal ?(\ |H, b) is themeaningful representation of uncertainty in the parameters
\ resulting from an experiment, even if [ is assumed irreducible; therefore it appears
in the integrand of (6.4). It is not meaningful to simply average the conditional
posterior ?(\ |[, H, b), or some functional thereof, over ?([).
In any case, whether the goal is parameter inference, or prediction following (6.3)

or (6.4), the ability to perform OED with implicit models as discussed throughout
Section 3 is quite useful. In particular, the posterior marginal ?(\ |H, b) or the
marginal likelihood of \, ?(H |\, b) are likely part of the utility function D; these
densities are generally intractable and thus need to be estimated from samples. If
the utility involves comparing prior and posterior predictions of .+, then again the
densities (6.3) and (6.4) are likely intractable.
The approaches just discussed, however, are at best a partial solution to the

problem of model misspecification, as they essentially rely on the modeller being
able to create a ‘better’ statistical model for the data. In many situations, doing so
may not be feasible. Approaches to this more challenging (and general) situation
are very much a subject of ongoing research. They are, at least in spirit, related
to earlier work on robust Bayesian analysis, which, in the words of Berger (1994),
‘studies . . . the sensitivity of Bayesian answers to uncertain inputs’. Research
on robust Bayesian methods first flourished several decades ago, but much less
has been done to address the sensitivity of Bayesian OED. Some relevant analysis
is found in Duong et al. (2023), which considers perturbations to the likelihood
?(H |\, b) (in the sense of the Kullback–Leibler divergence) and elucidates the rate
at which the associated mutual information and its maximizers converge as the like-
lihood perturbations grow smaller. In a rather different (and parametric) approach,
Chowdhary, Tong, Stadler and Alexanderian (2023) consider Bayesian linear in-
verse problems in infinite dimensions and show how to compute derivatives of the
mutual information/expected information gain with respect to a finite set of ‘aux-
iliary’ model parameters, i.e. parameters that are held fixed during the inference
procedure. Attia, Leyffer andMunson (2023) propose a robust Bayesian A-optimal
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design formulation, again for linear (or linearized) models, where parametric fam-
ilies of prior and noise covariance matrices are specified and the design criterion
is maximized for the worst-case element of these families.
Go and Isaac (2022) instead take a non-parametric approach to misspecification,

and propose a robust OED formulation rooted in distributionally robust optimiz-
ation (Rahimian and Mehrotra 2019, Kuhn, Esfahani, Nguyen and Shafieezadeh-
Abadeh 2019). The robustness considered therein is with respect to the choice of
prior ?Θ only: the authors introduce an ambiguity set specified by the Kullback–
Leibler divergence, Qn = {@ : �KL(@ | |?Θ) ≤ n}, and seek the design that maxim-
izes the worst-case mutual information, over priors drawn from Qn :

b∗ = arg max
b ∈Ξ

inf
@Θ∈Qn

E. |b [�KL(?Θ |. , b | |@Θ)], (6.5)

where the expectation is over . |b ∼
∫
?(H |\, b) @Θ(\) d\. This problem is not

directly tractable, so Go and Isaac (2022) propose an approximation that is well-
behaved for sufficiently small n . We suggest that there is ample opportunity for
further work at this intersection of distributional robustness and OED. For instance,
it is important to consider robustness to other aspects of the joint distribution ?. ,Θ |b ,
especially the likelihood (Zhang et al. 2022) and the forward operator therein. It
would also be natural to consider ambiguity sets based on other divergences or
distances, e.g. Wasserstein distances. And it remains to understand how to set the
radius n of any such ambiguity set, and to relate this value to other information one
might have about the nature of the model misspecification.
We also note that the goal of ‘robustifying’ OED is very much related to recent

efforts to formulate robust notions of inference under model misspecification (see
Kleijn and van der Vaart 2012, Bochkina 2019), and can benefit from advances
in this direction. These two threads are inextricably linked: a ‘robustified’ OED
might do a better job of producing data, but this data must then be interpreted
through a model. Reverting solely to the misspecified model for this second
phase makes little sense. A multitude of interesting approaches to inference under
modelmisspecification have been proposed in recent years, e.g. coarsened inference
(Miller and Dunson 2019), power posteriors (Grünwald and van Ommen 2017),
reweighing data to reduce the effect of outliers, data contamination and other forms
of misspecification (Dewaskar, Tosh, Knoblauch and Dunson 2023), averaging
posteriors over bootstrapped datasets (Huggins and Miller 2023, Pompe and Jacob
2021), modularized inference (Carmona andNicholls 2020, Jacob,Murray, Holmes
and Robert 2017), and many others. It would be of interest to understand how
these methods could both mitigate the impact of model misspecification on OED
procedures and help to better process the resulting data.
It may also be natural to depart from reliance solely on optimality criteria and to

re-introduce some flavour of randomness or space filling to designs, as a means of
hedging against misspecification of the models that produced the design criterion.
This approach may be of particular interest in the sequential OED setting, where
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model error could be assessed and to some extent quantified at each stage of
experimentation, in a way that informs subsequent rounds of design.

6.2. Risk-aware design criteria

The design formulations described in Section 2.2 and addressed throughout this
paper focused primarily on the expectation of a utility function D(b,. ,Θ), where
randomness in the utility is induced by the randomness in . and Θ. Yet the
notion of risk (see Royset 2022 for a recent review), aimed at quantifying ‘hazard’
or undesirable outcomes, is also relevant to OED. For instance, an experimenter
might be interested in characterizing – and controlling – the probability and/or
severity of an experimental outcome with very low utility (e.g. low information
gain). Doing so requires moving beyond the expected value.
Popular risk measures include mean-plus-deviation and mean-plus-variance

(Markowitz 1952), quantiles and superquantiles (also called the value-at-risk and
the conditional value-at-risk (CVaR), respectively), worst-case risk, entropic risk,
and many more; see Rockafellar and Uryasev (2013) and Shapiro, Dentcheva and
Ruszczynski (2021, Chapter 6). Desiderata for candidate risk measures include
the notion of coherence (Artzner, Delbaen, Eber and Heath 1999), with consid-
eration for robustness, elicitability and backtesting (He, Kou and Peng 2022). A
‘risk quadrangle’ system, characterizing the relationships among measures of risk,
regret, deviation and error, has also been proposed (Rockafellar and Uryasev 2013,
Rockafellar and Royset 2015).
To our knowledge, risk measures have not been widely applied in the general

setting of (nonlinear) design with generic H- and \-dependent utility functions.
Some initial work in this direction appears in Shen (2023, Chapters 4, 5), which
explores using a variance-penalized expected utility (i.e. a mean-plus-variance risk)
for nonlinear OED. In the batch setting, the objective becomes

*(b) = E. ,Θ |b [D(b,. ,Θ)] − _Var. ,Θ |b [D(b,. ,Θ)], (6.6)

where _ > 0 is a scaling parameter reflecting the experimenter’s degree of risk-
aversion (larger _) or tolerance. Estimating this objective involves estimating the
second moment of the utility, E. ,Θ |b [D2(b,. ,Θ)]. When D is chosen as in (2.19) or
(2.20), i.e. to reflect information gain in the parameters Θ, Shen (2023) constructs
a consistent nested Monte Carlo estimator of this term and hence of the overall
objective (6.6), and characterizes its bias and variance to leading order. Shen
(2023) also demonstrates this variance-penalized utility for sequential OED.
A different form of risk-aware OED has been proposed by Kouri, Jakeman and

Gabriel Huerta (2022), who address the setting of classical (non-Bayesian) linear
design for regression, where risk is now associated with the distribution of the vari-
ance of the predicted response, E b (G) B 5 >(G)�−1(b) 5 (G), over inputs/covariates
G ∈ X , given a probability measure ` on X and Fisher information matrix �.
(Recall our notation from Section 2.1.1.) In other words, the predictive variance
E b (-) becomes random once the choice of input is treated as random, - ∼ `. This
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formulation can be understood as a nonlinear interpolation between �-optimality
(2.7) (choosing b to minimize the maximum over G ∈ X , and hence the worst case,
of E b (G)) and I-optimality (minimizing the average over - ∼ ` of the predictive
variance, E` [E b (-)]). Specifically, Kouri et al. (2022) propose an R-optimality
criterion that involves minimizing the CVaR (also called the average value-at-risk)
of E b (-) at confidence level V:

b∗ ∈ argmin
b ∈Ξ

CVaRV(E b (-)),

where, for any random variable / and V ∈ [0, 1],

CVaRV(/) B
1

1 − V

∫ 1

V

@U(/) dU,

and @U(/) B inf{C ∈ R | P[- ≤ C] ≥ U} is the upper U-quantile of / (Rockafellar
and Uryasev 2002). Thus the R-optimality criterion seeks to mitigate the risk of
large prediction variances by minimizing the average of the upper tail of predictive
variances, arising over the domainX . Kouri et al. (2022) show that the R-optimality
criterion satisfies standard properties of classical design criteria, e.g. that it is an
‘information function’ in the sense of Pukelsheim (2006, Chapter 5.8), on the set
of positive semi-definite matrices �, and also show how to compute its gradient
(or subgradient) to facilitate optimization over designs b. In a nonlinear extension,
the authors handle the \-dependence of the information matrix � by averaging the
R-optimality criterion over samples of \.

6.3. OED in practice

This article has focused on mathematical/statistical formulations of the optimal
design problem, and on computational methods for producing designs according to
these formulations. We have not emphasized specific applications, but nonetheless
it remains crucial to appreciate the interplay between the reality of practical ap-
plications, ways of formulating an OED problem, and the many modelling choices
therein. These modelling choices certainly may have computational implications.
For instance, what if the experiments we perform have a non-zero chance of

failing: a computational simulation could abort or fail to converge, or a laboratory
experiment could be interrupted or cancelled, for a variety of reasons. If the
probability of failure is known, or can be parametrized and learned, it can become
part of the statistical model of the experiment and hence the utility function, with
failed experiments returning zero or negative utility. Similarly, if the designs
realized in practice might not precisely match the intended design, this mismatch
too can become part of the model; one could put b ′ = b + [, for some random
variable [, or one could convolve the utility with a kernel @(b ′ |b).
Sequential OED, as always, raises more complex possibilities. The non-myopic

formulations discussed in Section 5 involve assessing information gain from future
experiments, but what if the environment changes before these experiments can
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be executed? The experimental horizon might be cut short, the space of feasible
designsΞ: at some future stagemight change due to supply or personnel constraints,
or the timing of planned experiments might have to be altered. Robust policies able
to hedge against these possibilities would be highly valuable.

Another important question for OED, whether batch or sequential, is how to
‘validate’ the designs that are produced. We can interpret this question in many
ways, but an initial version is to ask how to verify that the designs produced by
an OED procedure are in fact optimal. One possible approach, following the
definition of expected utility in (2.13), is to generate prior samples of Θ and . at
different values of b and to scrutinize the results of estimation or inference. For
example, when maximizing the expected information gain (2.14), we can check if
on average (over the . samples), the posteriors at the optimal design have lower
entropy than those at other designs. Similarly, we could evaluate the Bayes risk of
point estimators at different designs. Yet such checks are ultimately internal – i.e.
based only on simulation – and only reveal potential inconsistencies or errors in
calculating and maximizing the intended expected utility.
Notions of external validation, involving conducting the actual experiments

being designed, are conceptually much more challenging. One difficulty arises
from the fact that any experiment necessarily produces. values, and hence realized
information gains, based on nature’s ‘true’ data-generating distribution. In the
well-specified case, this distribution corresponds to one value of Θ; otherwise it
corresponds to no value of Θ. While we could perform repeated experiments for
a given design, or for a variety of feasible designs, it is generally not possible
or meaningful to perform real experiments for ‘other’ values of Θ or other data-
generating distributions. In other words, we cannot sample from the prior. The
real-world setting thus differs fundamentally from theOEDmethodology itself. In a
Bayesian OED procedure, we introduce a prior distribution overΘ in order to reflect
our belief or lack of knowledge about the parameters, not some intrinsic variability
in the data-generating process. And the way in which we define optimality of the
design requires the specification of this prior. At the same time, this situation
is perhaps as it should be: when a decision (here the choice of design) is made
under uncertainty, the correct decision is one conditioned only on the information
available at the time of decision-making. Correctness should not be judged by how
things actually turned out to be.
A broader practical challenge here is to encode the many complexities of real-

world experimentation into the elements of an OED formulation that we have
discussed throughout this article. For instance, in human subject experiments, the
space of feasible designs Ξmust adhere to institutional review board requirements,
and to other regulatory and ethical standards. Laboratory protocols for biological
experiments, intended to ensure safety and minimize the potential for contamin-
ation, should similarly be reflected in Ξ. In Bayesian design, the choice of prior
is crucial, and in some settings creating a suitable prior might involve techniques
of elicitation (O’Hagan et al. 2006). Even the design criterion could be refined to
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reflect specialized, expert knowledge. For instance, the information-based object-
ives we have discussed could be shaped or augmented using past examples of how
experiments have been selected; here, an interesting approach could involve inverse
reinforcement learning (Ng and Russell 2000), which seeks to estimate unknown
rewards from data describing how an agent selected actions (experiments) under
varying conditions. The ability to tailor and constrain elements of the OED prob-
lem in these ways are not only of interest mathematically: they might help improve
the overall trust that practitioners place in OED methodologies, and stimulate the
adoption of OED in new applications.
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