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ON A PERTURBATION IN A TWO-PARAMETER 
ORDINARY DIFFERENTIAL EQUATION 

OF THE SECOND ORDER 
BY 

M. FAIERMANO 

1. Introduction. Let us consider the linear system in the two parameters À and 
fi; i.e., 

(1.1) y"(x) + (*+nb(x)+q(x))y(x) = 0, 0 < x < 1, ' - ^ 

n ~ C O S a X 0 ) - s i n a / ( 0 ) = 0, 0 < a < 7T, 
( * } cosj8j<l)-smj8y'(l) = 0, 0 < p < ir9 

and where for the moment we shall assume both b(x) and q(x) are real-valued, 
continuous functions in [0, 1]. Then for each real n, the eigenvalues of (1.1) and 
(1.2) are real and form a countably infinite set denoted by {An(/i)}*=0> with X0(fi) 
< A± (/x) < . . . , limn_>ooAn(/x) = oo, and where an eigenfunction corresponding to 
Xn(fji) has precisely n zeros in (0, 1); in fact in the real (/x, À) plane {(ft, K(M))}n=o 
determine a countably infinite set of disjoint analytic curves called the eigenvalue 
curves. For further information regarding the eigenvalue curves we refer to 
([1], [2], [3]) and the references listed therein. 

From now on we shall further assume that b(x) e CJO, 1] and attains its absolute 
maximum in [0, 1] at precisely the finite set of points {Ci}f=1,p>l, where 0<cx 

<c2< • • • <cp<\, and b"(Ci)<0, f = l , . . .,p. Now let us put forp>\9 

/ i = {x\0 < x < l(ci + c2)}, 

Ji = {* I KCi-i + Ci) ^ x < i(Ci + cl+1)}9 i = 2 , . . . , ( p - 1 ) , 

Jp = {* I liCp-l + Cp) < ^ < 1}, 

while if/? = l, 
Jx = {x I 0 < x < 1}, 

and introduce the perturbed equation 

(1.3) y"(x) + (\+fib(x)-tntf(x)+q(x))y(x) = 0, 0 < x < 1, 

where t > 0, and for p > 1, 
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26 M. FA1ERMAN [March 

W = { ^ ^ - JC) \x - ctfb,, xeJu 

= (x-cJ±^(^J±£l-xJ{x-Ciybi, xeJi, i = 2,..., (p-1), 

while if /?=l, 
èt(x) = (x - Ci)2Z>!, X G / 1 } 

and the bi9i=l,.. .,p, are positive constants. It is then the purpose of this paper 
to investigate some effects of this perturbation on our eigenvalue curves. 

2. Preliminary Results. For /x>0 put An(/x) = /x~1/2(An(/x) + ^ ) , where B 
= sup0£*<;i b(x). Then for each n>0 there are numbers pi and AJ, both greater 
than one, such that for /*>/4, 0 < AnO) < AJ ([1, Ch. 3, p. 102], [2, p. 135]); in fact 
lim^oo An(/x) exists [3, Theorem 3.2], and, denoting this limit by An, we have 
limn_>oo An=oo [3]. Let us now denote the eigenvalues of (1.3), (1.2) by {An(/x, 0K°=o, 
and for « = 0, 1 , . . . , and /z>0 put 

AnO*, 0 = M"1/2(An(^ t) + ttB), An(r) = lim An(/x, *). 

Also let 

«i = ~^> 1 = 1 , . . . , / ? , a = mm ai9 
L l<,i<.p 

cfi = max ai9 Q = sup \q(x)\9 

and for z = l , . . . , / ? , 

Wx) = /, r 7 - VY»' X G ^ - I Q } , 0,(cf) = 1, 

and where it is clear that d^x) e C2[Ji] and 0< 0 = min1<:is:p infxeJi O^x). From now 
on in this section we shall fix an integer m > 0 and always assume that 

•M^YiMW^-'")} /x > max-

where 

d = min - ^ — - > and c0 = 0, cp + 1 = 1; 
0£i<p 

hence if 

«.,-w^r 
and, for / = 1 , . . . , / ? , 

/ iW = {^ | |x -c ( | < 80*)}, 

then Am(/x)-f ^6(;c)+q(x) < 0 in [0, 1] -IJf= i Ji(fO- For z = 1,...,/?, we shall also put 

^ > " ( ^ - 5 > ".-j™^). 

https://doi.org/10.4153/CMB-1971-005-9 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1971-005-9


1971] PERTURBATION IN A TWO-PARAMETER O.D.E. 27 

THEOREM 2.1. Let ym(x,fju) be the eigenfunction 0/(1.1), (1.2) corresponding to 
^mip) and satisfying ym(0, /x) = sin a, y'm(0, /x)=cos a. Then for all sufficiently large 
values of ft, the absolute maximum of\ym(x, /x)| in [0, 1] is assumed in U?=i A(p)» 

Proof. In the intervals (0, cx - S(/x)), (Ci + S(/x), ci+1 — S(/x)), / = 1 , . . . , ( /?- l ) , 
and (cp + S(/x), 1), it is clear that ym(x, /x) is convex downward wherever it is positive 
and concave downward wherever it is negative, and hence the absolute maximum 
of \ym(x, /x)| in [0, 1] cannot be assumed in these intervals. Also, if 0<a<7r/2, then 
ym(x, ft) is strictly increasing in the interval (0, cx — S(/x)]; and if 7r/2<jS<7r, then 
y mix, fi) strictly decreases in the interval [cp + 8(/x), 1). By use of a Prufer transforma­
tion [4, p. 209], and arguing as in ([1, Ch. 3, pp. 85-87], [4, p. 213]), it is easy to 
show for a > TT/2 and all sufficiently large values of /x, ymix9 /x) strictly decreases in 
the interval [0, Xi(/x)) and strictly increase in the interval (#i(/x), c1 — 8(JU,)] and where 
y mix-tip), ju) = 0 and x1(p) = 0(p~1) as /x->oo; similarly, if P<TT/29 then for all 
sufficiently large values of p9 ym(x9 p) strictly decreases in the interval [cp + 8(p), 
X2(p)) and strictly increases in the interval (x2(p), 1] and where y'm(x2(p)9 /x)=0 
and(l— x2(p)) = 0(fJL~1) as /x->oo. From [3, §2.2 and Theorem 3.2] we also have 
for all /x sufficiently large and a^O, 

= smag^fi-^^UxpL1'2 Ç\B-b(x))ll2dx-!ÇX> 

where g<gi(/x)<G and g, G are positive constants; and if Ym(x9 p) is the eigen­
function of (1.1), (1.2) corresponding to Am(/x) and satisfying 7m(l, /x) = sin/?, 
Y'm(l, /x) = cos j3, then for all sufficiently large values of/x and fi^-n-, 

^fe+/x- 3 / 1 6 (4a p ) -^ , /x) 

= sinfe2(/x)/x-3V^16 exp j /x1/2 Ç (B-b(x))112 dx-fÇ\> 

where g<g2in) ^ G. This completes the proof of the theorem. Incidentally we have 
also shown that ym(x9 /x) has no zeros in the intervals (0, cx - 8(jtx)] and [cp + S(/x), 1) 
for all sufficiently large values of p. 

THEOREM 2.2. Suppose for a sequence of values of p9{pi}!°=i9 /xi</x2<*--5 

lim^oo /xj=oo, there is aj, 1 <j<p9 such that 

sup \ym(x9^i)\ = sup \yn(x,pd\l 

then ^=lim//_>00{Am(/x)/2V/ay—^} is a nonnegative integer. 

Proof. F o r / = l , 2,. . . ,selectx t eJ;(/xj) so that b m (*z , /x j ) |=sup 0 ^i \ym(x,t*i)\> 
and introduce the substitution s = (4fjLaj)

1,^(x—cj), xeJji then with fi=fih denote 
by Jj(pi) the image ofJ3 on the s-axis, st the image of xh and let / / be the interval 
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\s\ < SJ=(4ai)
1/4[(Ajl+ Q)/ad]112, which is just the image of 7 ^ ) under our trans­

formation. Then for /= 1, 2 , . . . , we see that if zUÏ{s) = v(x, /xj) = [ym(x, ^i)jym{xh /xz)], 
x ejj, then zjti{s) satisfies the differential equation 

(2.1) Y"(s) + (vM + l--S^Y(s)=fl(s)Y(s), seJlfrd, ' = J / 

with zjtl(si) = l, zf
jtl(si)=0, and where 

/ ^ ) = - ^ / * r 1 / 2 + j ( ^ ( * ) - i ) , 

#i,z(s)=#(x), x G/ ;., and <f>j,i(s)=Qj(x)> xeJjt We also observe that for /= 1, 2 , . . . , 
vM) + $-s*/4<0 in J}Qii)-I} and v y + i - J 2 / 4 < 0 if s $lj. By a selection of a 
subsequence of {/̂ }£ i if necessary and relabelling suitably we may assume that 
lim^oc ^=$067 / . We therefore see that in any compact subset of the s-axis, 
lim^oo Zjti(s) = w(s), uniformly, where w(s) is the solution of Weber's equation 
n * ) + (^ + i -*2 /4)r(5) = d, [5, p. 347], with w(s0) = l, w'(J0)=0. Now if v, is not 
a nonnegative integer then we know from [5, pp. 347-348] that there is an s*9 s* $ 7/, 
such that |w(>*)| >2 supse/t \w(s)\ ; and hence for all / sufficiently large the hypo­
thesis of our theorem is contradicted. This completes the proof of our theorem; 
and an argument similar to above also leads to the important conclusion that 
lim^oo zJti(s) = AjDv.(s) uniformly in any compact subset of the s-axis, where 
DVj(s) is the parabolic cylinder function and A, is a nonzero constant (see also 
[2, pp. 136-137]). 

Continuing with the argument of the above proof we wish now to construct a 
fundamental set of solutions for (2.1) in the interval 8y<5<^1 / 3 2 for all sufficiently 
large values of /. S ince /^) = (9(/xf5/32) as /->oo, uniformly in 0<s<fi}132, and 
vApd—Vj^Oinf112) as / ->oo [3, Theorem 3.2], then with i7

i(1s)=vi — v//^)"h/XO 
we are led to write (2.1) in the form 

(2.2) rW+^+i-^lW = FfymslseJjfa), 

and for the interval 0<s<fi}132 consider a solution of the form 

(2.3) Ultl(s) = D.vj^(is)[l + ul9l(s)]> 

ultl(0) = uitl(0)=0. Substituting (2.3) into (2.2) we see [3, §2.1] that for each /> 1, 

(2.4) uUs) = />:;,.!(&) £ FJ(07)2-v i-i(«)[l+«i.i(0] du 0 < s < /x,1'32, 

and ulti(s) satisfies the Volterra integral equation 

(2.5) ultl(s) = f Kfa, t) dt+ f Kfy, t)uul{t) dt, 0 < s < /*z
1/32, 

Jo Jo 
where 

Kis, t) = ie*V*FM[D-Vl-mDVl(t)-D
D^{is) 2>a-„-i(/o]-
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Since Kt(s9 /) = 0G*f5/32) as /-> oo, uniformly in0<s9 t<rf132 ([3, §2.1], [5, pp. 
347-348]), we see that for each />1 equation (2.5) has a unique solution in 
0<s<fi}132 which may be obtained by the usual method of successive approxima­
tions ([3, §2.1], [6, pp. 353-354]); and using the Gronwall lemma we see that 
Wifj(s) = 0(fti"1/8) as /-> oo, uniformly in 0<s<fj,j132. Also from (2.4) we see that 
u[tl(s) = 0(fJLf1/8) as /->oo, uniformly in 0<s<fij132. Similarly for the interval 
8j<s<nl132 we consider a second solution of (2.2) in the form 

U2tl(s) = DVj(s)[\+u2Ml ^<s< ix}>3\ u2M'32) = uLMlB2) = 0; 

and as above we have u2,i(s) = OQir118), u2,i(s) = 0(jxf118) as /->oo, uniformly in 
8j<iS<ifil182. If W denotes the Wronskian, then we see that 

lim W[Ultl9 U2tl](8j) = fe-*Va, 
I-*oo 

and therefore for all sufficiently large values of/, Ulfl(s) and C/2ti(̂ ) form a funda­
mental set of solutions for (2.2) in 8j<s<nl132. Hence 

THEOREM 2.3. For all I sufficiently large, 

I/I 8j<s<ti}l32
9 where ukti(s) = 0(jii"ll8)9 ukti(s) = 0(fir118) &y /->oo, uniformly in 

8j<s<fifll32
9 k=l9 2, tf/zrf lim^oo d1Qil)=09 lim^» d2(i*>i)=sAj. We also have as 

/->oo, 

rfiW = O ^ i + ^ ^ - ^ V 1 8 ) <™* */.IG*I1/84) = OW^e-1»!*}'32). 

Similarly for all I sufficiently large 

ZiM = ^ (^^-vy- iWtl+Wa.^+^^^v/^ t l+w^,^ 

/« -fj,jl82<s< —8j9 where uktl(s) = OQifll8)9 ukti(s) = 0(jir118) as /->oo, uniformly 
in —n1i,32<s<—8j,k=39 4, A « J lim^ _ «, ^(fO=0, lim* _> «, ^O^)=v4y. PFie afeo toe 
as /->oo, 

rf3W = O0xiv/+1)/32e-1V/16) ««/ zy,,(-^
1/64) = OW^e-Miin 

Proof. For the interval 8j<s<n}132 the proof is completed by observing that 
for all / sufficiently large, |z/f,(^

1/32)| < \zjtl(sj)\9 Theorem 2.1, and hence 

|zy>^2)|<H-supM^vX^)|; 
tel) 

then bounds for dl(jil) and z^Qi}1**) follow directly from [5, pp. 347-348]. The 
results for the interval - fif'32 <s<—8j can be shown in the same manner as above. 

Carrying on, let us now denote by E the set of integers {/}f« i ; and if p> 1 then 
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for each /, 1 <i<p, i^j, we again proceed as in Theorem 2.2 and introduce the 
substitution s = (4luai)

llé(x—ci)9 xeJh and put 

zUs) = v(x,^) = £ # 4 > xejt, 

and where we see that for 1=1, 2 , . . . , zM(s) satisfies (2.1) with j replaced by /. 
Assuming a further selection of a sequence of {/xj^ x if necessary and relabelling 
suitably, we introduce a partition of E into the two subsets E± and E2\ i.e., 
E=EX u E2, Ex n E2 = 0 , and where E2— 0 if p = 1. An element /G i: will be 
a member of E± if 

(a) v{ is a nonnegative integer, 
(b) lim^oo zt i(s) = AiDVi(s) uniformly in every compact subset of the s-axis, 
(c) and where At is a constant, 

max{|zu(,x?/32)|, |zM(-/x?/32)|} < sup \zitl(s)\, 

for all / sufficiently large. 
It is clear that if / G EX then the results of Theorem 2.3 hold withy replaced by /, 

and that E±^0 since j e E±. The remaining elements of E, if any, are members of 
E2\ we observe that if E2^ 0 and / G E2, then for all sufficiently large values of /, 
there is an * u G ^ - / ^ ) such that \v(xUh ^ ) | >supX6/.(Mi) \v(x, &)]. 

THEOREM 2.4. / / 

*i = B>, i ] - U fo-(4fl,)-1'Vr16/8Scl+(4al)-
l'Vr16/84L 

then for all sufficiently large values of I, 

sup I!>(*,/*,)I < ^ = maxmaxdKct-C^)- 1 ' 4 ^" 1 5 ' 6 4 ) ! , W ^ C ^ ^ ' V 1 6 ' 8 4 ) ! } -

Proof. From the proof of Theorem 2.1, we see our statement is true if E2— 0 . 
Suppose then that E2^ 0 and the theorem is false; then there is an / and an 
Xi e Xi such that \v(xh ftz)| >vh and where / can be assumed sufficiently large to 
satisfy all statements of the preceding paragraph and proof of Theorem 2.1. 

Let us first consider the case xx G T ^ ) , ie E2; then there is an xitX ^Ji — Ifai) 
such that 

W*u>/*i)l > SUP Wx9Pi)\ > Vi-

Assuming xul>xh we see that if i—p or (/+1) e E1 we have a contradiction; and 
if i<p and (/+1) G E2 we can proceed on to find an xi + k-ltl G Xi-{JneE2 /n(^) , 
k>2, *1 + fc-ifi>ci + fc-.lfI + 8(/LiI), such that 

\v(xi + k..lfl, fit)\ > sup \v(x9tii)\ > vl 

and with the property that either (i+k) e Ex or (z'-f k - 1 ) =/?, and which again leads 
to a contradiction. A similar argument for the cases xia<Xi e Ifa) and xt e Xx 
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~UieE2 lifai) ' e a ( i again to contradictions. This completes the proof of our theorem. 
Continuing on, let us now denote by </>m(x, p) the eigenfunction of (1.1), (1.2) 

corresponding to Am(̂ ) such that J J <j>Kpc, /x) dx= 1. Then we have 

/•ci + (4oi)-
1/*/*f ^/e* 

<l>m(x, ft) = kQiMx, &), k\to) ,„ 1ftmA v2{x,to)dx < \, 
Jcy-(4ay)-1/4/zf15/64 

and 

( 4 m ) " *'**»(/*,) [J_"J;/64 z?.,(j) * + £ * ' z ? » <fc] < l ; 

hence from Theorem 2.3 ([2, p. 137], [5, p. 350]), and the fact that Aj^O, we see 
that as /~>oo, /c(^) = 0(^z

1/8). 

THEOREM 2.5. It is the case that 

ix (tf(x)<f>m(x, /i))2 dx = 0(1) as /x -> oo. 
Jo 

Proof. Suppose that the theorem is false; then there exists a sequence of values 
of fx, {ni}?Li, f*i <ft2 < * * * 51™*-» oo ft| = oo, such that 

lim 4/x, J (tf(x)c/>m(x, to))2 dx\ = oo. 

By a selection of a subsequence of {to}!°=i and relabelling suitably we may assume 
the results of Theorems 2.3 and 2.4 as well as the results immediately preceding the 
statement of this theorem are valid. Hence 

H f mx)Ux, to))2 dx = tokXto) [ (bKx)v(x9 to))2 dx 
JO JXi 

+ I ll6s*ZiMzUs)ds = Sltl + S2th 
icEi J -Hi 

and where |/£u(.y)|<l?, and R is a positive constant independent of /, / and s. 
From Theorems 2.3 and 2.4 we see that Slfl = o(l) as / -> oo ; and from Theorem 2.3 
and [5, p. 347] we have S2ti = 0(l) as / -> oo. Hence we are led to a contradiction. 

3. Final Results. 

THEOREM 3.1. For n = 0, 1 , . . . , we have as t -> 0, 

0) Kit*, /) - An(/x) = 0(t), (ji fixed), and 
(ii) An(t)-An = 0(t); (and not uniformly with respect to n). In fact if we fix a 

/x,t > 0, we have for ^ > ̂ t and as t -> 0, 

(iii) (a) AoGM)-AoGi) = Ô(0; 
(b) ifn>0 and An> An_l9 then An(/x, t)- An(ju) = O(0; 

3—C.M.B. 
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(c) if An = A n + 1 = - = A n + h / > 1 , and An .x<An if n>0, and An + I 

< An + I + 1, then An + I(/x, t)-An+lQj,) = 0(t)9 andifl>\ and l < r a < / - l then 

min |An+mOi, 0~An+fcOi)| = 0(0; 

and where the results are uniform in nfor each n, but not uniform with respect to n. 

Proof. We shall only prove parts (ii), (iii); part (i) can be proved using similar 
arguments (see also [6, pp. 231-232]). We shall also assume for the remainder of 
this proof that /x > ̂ t, where /xt is given above. Then for n=0, 1,2,..., let <j>n(x, /x) 
denote the eigenfunction of (1.1), (1.2) corresponding to An(/x) such that JJ <f>l(x9 /x) dx 
= 1 and let <f>n(x9 /x, t) denote the eigenfunction of (1.3), (1.2) corresponding to 
K(H<> 0 such that J J (f>n(x, ft, t) = 1, and put 

Fmtn{^ 0 = J cf>m(x, i t , t)(j>n(x9 /x) dx, 

G m , n O , 0 = 1 ^(x)<f>m(X9 P, t)(f>n(x, /x) dx'9 

and for « = 0 , 1 , . . . , let us introduce the positive constants Bn and Cn, where 
^n = supMt^u<oo {/* jo (b^(x)(f>n(x, p))2dx}9 (see Theorem 2.5), and CJ=2=o ^ 
Now puttingL=d2/dx2-~iJi(B—b(x))+q(x), we have from equations (1.3) and (1.1), 

L[c/>m(x, H>, 0]+/*1/2Am(w, t)</>m(x9 /x, 0 = tiitf(x)<f>m(x, jM)> 0 < x < 1, 

L[*n(x9 I*)]+II1,2K(M>*(X9 H) = 0, 0 < x < 1. 

Hence from Green's formula and equation (1.2) we have 

(3.1) (Am0*, 0 - An0x))ivn0x, 0 = ^ 1 / 2 G m > , 0. 

Since An(tx, t)~-AnQjL)>0, n = 09 1, . . . , [6, pp. 87-90], we see from equation (3.1) 
and the Parseval theorem [4, p. 199] that 

(A00x,0-A00x))2< I (Am0x,0-Ao0x))2^,o(^,0 
m = 0 

= 'V S Gl0(jx,t)<t*Bl 
m = 0 

and our results follow for «=0. 
Similarly, if Ax > A0, then there is a A > 0 such that A /̂x) — A0(/x) > A for /x > /xt ; 

hence if r<A/4Cx and <$0x, 0=min{A1(it, 0-AiOx), A ^ - A Q O X , 0}, then 

(^,0) 2^ 2 (A^O-A.Ox))2^,^^) 
m = 0 

= 'V I <£.iG«, 0 < t2Bf, 
m = 0 

and our results follow for n = 1 for this case. 
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If A0 = A 1 =---=A / , />1 , and A/ + 1>A,, then there is a A*>0 such that 
A/ + iO) - Â (/x) > A* for /x > /xt. Hence if 0 < n < I, then 

= 1 + 1 m = J + l 

and 
2 Fln(t*,t)> \-t\Bni^)\ 

m = 0 

n = 0 m = 0 

and 
m = 0 n = / + l 

Therefore for 0 < m < /, 

2 *£»(/*, 0 < *2(C,/A*)a and 2 f2.n0x,0 > 1-/2(QA*)2. 
n = Z + l n = 0 

Hence for 0<m<l, 

min {(Am0x,0-A,(/*))2} 2 F2,nfe/) < 2 (Am(^ 0-AnOu))2FlnOx, 0 
m^fc^Z n = 0 n = 0 

so 
min (Am0M)-Afc(M))2 < *2(4C?/3) if f < (A*/2Q, 

and again our results follow. 
The proof of parts (ii) and (iii) of our theorem is then completed by arguing in 

the same way for all values of n. 
In conclusion we would like to state that similar results also hold under suitable 

conditions if c1 = 0 or cv = 1. 

REFERENCES 

1. M. Faierman, Ph.D. Thesis, Univ. of Toronto, Toronto, 1966. 
2. J. Meixner and F. W. Schâfke, Mathieusche Funktionen und Sphdroidfunktionen, Springer-

Verlag, Berlin, 1954. 
3. M. Faierman, Asymptotic formulae for the eigenvalues of a two-parameter ordinary 

differential equation, Trans. Amer. Math. Soc, (to appear). 
4. E. A. Coddington and N. Levinson, Theory of ordinary differential equations, McGraw-

Hill, New York, 1955. 
5. E. T. Whittaker, and G. N. Watson, A course of modern analysis, Cambridge Univ. Press, 

New York, 1965. 
6. E. C. Titchmarsh, Eigenfunction expansions, Part II. Oxford Univ., New York, 1958. 

LOYOLA COLLEGE, 

MONTREAL, QUEBEC 

https://doi.org/10.4153/CMB-1971-005-9 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1971-005-9

