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## § 1. Introduction

Probability measure valued diffusion processes have been discussed by many authors, in connection with population genetics. Most papers studying probability measure valued diffusions are mainly concerned with the ones describing single locus models. In this paper, we will discuss a measure valued diffusion describing an $n$ locus model. Random sampling, mutation and gene conversion, a kind of interaction between loci, which was introduced and investigated by T. Ohta in [5], [6], will be taken into consideration.

The first aim of this paper is to give a mathematical justification to the Ohta's results. Let $\mathbf{E}$ be the set $[0,1]^{n}$ in $R^{n}$. Here, the interval $[0,1]$ describes the set of alleles, and a point of $\mathbf{E}$, which is an $n$-ple of alleles, means a chromosome with $n$ loci. The bounded operator $B_{1}$ introduced in § 2 describes mutation of the neutral infinitely many allele model in $n$ locus case. A positive constant $v$ is mutation rate. We assume that mutation occurs independently at each locus. The operator $B_{2}$ defined in $\S 2$ describes the Ohta's gene conversion. A positive constant $\lambda$ stands for gene conversion rate. Let $\mathscr{P}(\mathbf{E})$ be the space of probability measures on $\mathbf{E}$. We consider the $\mathscr{P}(\mathbf{E})$-valued diffusion process with the generator G given in §2. The known results on the diffusion with the generator G will be stated in Propositions 2.1 and 2.2. For simplicity, it will be omitted to explain the reason why our diffusion process is the stochastic process existing behind the Ohta's arguments. See the paper [8], where the author explained the reason by means of giving a discrete model describing the Ohta's model in 2 locus case with the diffusion approximation. The argument on discrete models and the diffusion approximation in $n$ locus case is essentially the same as in [8].

[^0]The quantity $c_{1}(t)$ defined in $\S 3$ is the average identity probability of genes at different loci. The quantities $f(t)$ and $c_{2}(t)$ are the average probability of allelic identity and the average identity probability of two genes taken from different loci of two homologous chromosomes of the population respectively. In this paper, the quantities $c_{1}(t), c_{2}(t)$ and $f(t)$ are defined in terms of the first and the second moments of the measure valued diffusion. We will show that these quantities satisfy the system of ordinary differential equations

$$
\begin{aligned}
& (d / d t) c_{1}(t)=-2(\lambda+v) c_{1}(t)+2 \lambda, \\
& (d / d t) f(t)=1-(1+2 v+2(n-1) \lambda) f(t)+2(n-1) \lambda c_{2}(t), \\
& (d / d t) c_{2}(t)=c_{1}(t)+2 \lambda f(t)-(1+2 v+2 \lambda) c_{2}(t) .
\end{aligned}
$$

The relation between our results and the Ohta's results will be explained at the end of $\S 3$.

The second aim is to give another proof of the formula given by the author in [9], which has been further investigated by G.A. Watterson [10]. We consider the average probability at stationarity that we find $\beta_{l}$-kinds of alleles appearing $l$ times, $l=1,2, \cdots, n$, in randomly chosen one chromosome. The author showed in [9] that the probability is given by

$$
\{n!/ \theta(\theta+1)(\theta+2) \cdots(\theta+n-1)\} \prod_{j=1}^{n}\left\{\theta^{\beta_{j} /} / j^{\beta_{j}} \beta_{j}!\right\},
$$

where $\theta=v / \lambda$. In [9], the author discussed a diffusion process taking values in probability distributions on the Young diagrams. The proof does not explain the reason why the sampling formula similar to the wellknown Ewens one holds in this case. Here, we will try to explain the reason, giving the proof in terms of the measure valued diffusion.

The most important problem on our diffusion in the application to population genetics is to count the average actual number of alleles existing in a finite population at stationarity. However, it seems rather difficult, and it is still open.

## § 2. Measure valued diffusion process describing an $\boldsymbol{n}$ locus model

In the following, for a topological space $\boldsymbol{X}, \boldsymbol{C}(\boldsymbol{X})$ denotes the space of bounded continuous functions on $\boldsymbol{X}$, and $\mathscr{B}(\boldsymbol{X})$ stands for the space of bounded Borel functions on $\boldsymbol{X}$. Let $\mathbf{N}$ be the set of natural numbers. For $k \in \mathbf{N}, \boldsymbol{X}^{k}$ denotes the $k$-fold direct product of $\boldsymbol{X}$.

Let $\mathbf{E}$ be the set $[0,1]^{n}$ in $R^{n}$. Let $B_{1}$ be the bounded operator on the space $\mathscr{B}(\mathbf{E})$ given by

$$
\begin{align*}
& B_{1} f\left(x_{1}, x_{2}, \cdots, x_{n}\right)  \tag{2.1}\\
& \quad=v \sum_{j=1}^{n}\left\{\int_{0}^{1} f\left(x_{1}, x_{2}, \cdots, x_{n}\right) d x_{j}-f\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right\},
\end{align*}
$$

where $\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in \mathbf{E}, f \in \mathscr{B}(\mathbf{E})$. The operator $B_{1}$ for $n=1$ has already been discussed in Chapter 10 of [1]. Next, we introduce another bounded operator $B_{2}$ on $\mathscr{B}(\mathbf{E})$. Define $B_{2}$ by

$$
\begin{align*}
& B_{2} f\left(x_{1}, x_{2}, \cdots, x_{n}\right)  \tag{2.2}\\
& \quad=\lambda \sum_{j_{1}, j_{2} ; j_{1} \neq j_{2}}\left\{\psi_{j_{1} j_{2}} f\left(x_{1}, x_{2}, \cdots, x_{n}\right)-f\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right\} .
\end{align*}
$$

Here, $\psi_{j_{1} j_{2}}$ is the operator of $\mathscr{B}(\mathbf{E})$ to $\mathscr{B}(\mathbf{E})$, by which the variable $x_{j_{2}}$ is replaced by the variable $x_{j_{1}}$ :

$$
\psi_{j_{1} j_{2}} f\left(x_{1}, x_{2}, \cdots, x_{n}\right)=f\left(x_{1}, \cdots, x_{j_{2}-1}, x_{j_{1}}, x_{j_{2}+1}, \cdots, x_{n}\right) .
$$

The operator $B_{2}$ in 2 locus case was discussed by the author [8]. Define $B$ by

$$
\begin{equation*}
B=B_{1}+B_{2} . \tag{2.3}
\end{equation*}
$$

Note that the operator $B$ generates a Feller semigroup on $C(\mathbf{E})$.
Let $\mathscr{P}(\mathbf{E})$ be the space of probability measures on $\mathbf{E}$, and

$$
\begin{aligned}
\mathscr{D}=\{\phi \in C(\mathscr{P} \mathbf{E})): & \phi(\mu)=F\left(\left\langle f_{1}, \mu\right\rangle, \cdots,\left\langle f_{k}, \mu\right\rangle\right), k \in \mathbf{N}, \\
F & \text { is a polynomial on } \left.R^{k}, f_{1}, \cdots, f_{k} \in C(\mathbf{E})\right\},
\end{aligned}
$$

and

$$
\mathscr{D}^{+}=\left\{\phi \in \mathscr{B}(\mathscr{P}(\mathbf{E})): \phi(\mu)=\left\langle f, \mu^{k}\right\rangle, k \in \mathbf{N}, f \in \mathscr{B}\left(\mathbf{E}^{k}\right)\right\},
$$

where $\mu^{k} \in \mathscr{P}\left(\mathbf{E}^{k}\right)$ denotes the $k$-fold product measure for $\mu \in \mathscr{P}(\mathbf{E})$. Note that $\mathscr{D} \subset \mathscr{D}^{+}$.

For $\phi \in \mathscr{D}^{+}$of the form $\phi(\mu)=\left\langle\boldsymbol{f}, \mu^{k}\right\rangle$, define

$$
\begin{equation*}
\mathbf{G} \phi(\mu)=\sum_{1 \leqq i\langle j \leqq k}\left(\left\langle\Psi_{i j} f, \mu^{k-1}\right\rangle-\left\langle\boldsymbol{f}, \mu^{k}\right\rangle\right)+\sum_{i=1}^{k}\left\langle B^{(i)} \boldsymbol{f}, \mu^{k}\right\rangle, \tag{2.4}
\end{equation*}
$$

where the operators $\Psi_{i j}: \mathscr{B}\left(\mathbf{E}^{k}\right) \rightarrow \mathscr{B}\left(\mathbf{E}^{k-1}\right)$ and $B^{(i)}: \mathscr{B}\left(\mathbf{E}^{k}\right) \rightarrow \mathscr{B}(\mathbf{E})$ are given by

$$
\Psi_{i j} f\left(X_{1}, X_{2}, \cdots, X_{k-1}\right)=f\left(X_{1}, \cdots, X_{j-1}, X_{i}, X_{j}, \cdots, X_{k-1}\right),
$$

and

$$
B^{(i)} \boldsymbol{f}\left(X_{1}, X_{2}, \cdots, X_{k}\right)=B\left[\boldsymbol{f}\left(X_{1}, \cdots, X_{i-1}, \cdot, X_{i+1}, \cdots, X_{k}\right)\right]\left(X_{i}\right) \text {, }
$$

for $\boldsymbol{f} \in \mathscr{B}\left(\mathbf{E}^{k}\right)$, and $X_{m} \in \mathbf{E}, m=1,2, \cdots, k$. The operator $\Psi_{i j}$ replaces the variable $X_{j}$ of $f$ by $X_{i}$, and it changes the numbering of the variables $X_{j+m}$ to $X_{j+m-1}$ for $m=1,2, \cdots, k-j$. To operate $B^{(i)}$ to $f$ means to operate $B$ regarding the $k$-variable function $f$ as a function with one variable $X_{i}$. For $k=1$, the first term of the right-hand side of (2.4) is equal to zero.

Set $\mathbf{A}=\{(\phi, G \phi): \phi \in \mathscr{D}\}$ and $\mathbf{A}^{+}=\left\{(\phi, G \phi): \phi \in \mathscr{D}^{+}\right\}$. The space of continuous functions $\omega:[0, \infty) \rightarrow \mathscr{P}(\mathbf{E})$ is denoted by $C([0, \infty), \mathscr{P}(\mathbf{E}))$. The $C[(0, \infty), \mathscr{P}(\mathbf{E}))$-martingale problem for $\mathbf{A}^{+}$which we will discuss is formulated as follows. A stochastic process $\{\mu(t), t \geqq 0\}$ with sample paths in $C([0, \infty), \mathscr{P}(\mathbf{E}))$ is called a solution to the $C([0, \infty), \mathscr{P}(\mathbf{E}))$-martingale problem for $\mathbf{A}$ (or for $\mathbf{A}^{+}$) if

$$
\begin{equation*}
\phi_{1}(\mu(t))-\int_{0}^{t} \phi_{2}(\mu(s)) d s \tag{2.5}
\end{equation*}
$$

is a martingale with respect to $\sigma\left(\mu(s): 0 \leq s \leq t\right.$ ) for any ( $\phi_{1}, \phi_{2}$ ) $\in \mathbf{A}$ (or $\mathbf{A}^{+}$respectively). The next statement is found in Ethier and Griffiths [3].

Proposition 2.1. The martingale problem for $\mathbf{A}$ mentioned above is well posed. That is, there exists a solution $\{\mu(t), t \geqq 0\}$ of the martingale problem for $\mathbf{A}$ with any initial distribution $\mu(0)=\mu_{0}$, and every solution with arbitrarily given initial distribution induces the same distribution on $C[(0, \infty), \mathscr{P}(\mathbf{E}))$. The solution $\{\mu(t), t \geqq 0\}$ is also the solution of the martingale problem for $\mathbf{A}^{+}$, and the martingale given by (2.5) for $\left(\phi_{1}, \phi_{2}\right) \in \mathbf{A}^{+}$ has sample paths belonging to $C([0, \infty), R)$ with probability 1.

Hence, the measure valued process $\{\mu(t), t \geqq 0\}$ is a diffusion process. The set of purely atomic measure on $\mathbf{E}$ is denoted by $P_{a}(\mathbf{E})$. Then, we have the next proposition.

Proposition 2.2. The diffusion process $\{\mu(t), t \geqq 0\}$ with arbitrarily given initial distribution satisfies

$$
\begin{equation*}
P\left[\mu(t) \in P_{a}(\mathbf{E}) \text { for any } t>0\right]=1 . \tag{2.6}
\end{equation*}
$$

The process $\{\mu(t), t \geqq 0\}$ has a unique stationary distribution, which is denoted by $\tilde{\mu}$ and

$$
\begin{equation*}
\tilde{\mu}\left(P_{a}(\mathbf{E})\right)=1 \tag{2.7}
\end{equation*}
$$

Theorem 2.4 in [2] implies (2.6). The proof of the ergodocity is essentially the same as the ones in [4], [7] and [3], and it is omitted.

## § 3. Average identity probabilities introduced by T. Ohta

From now on, we will discuss the diffusion process $\{\mu(t), t \geqq 0\}$ defined in the previous section.

Define

$$
\begin{equation*}
f_{i_{1} i_{2}}=\chi_{\left\{x_{i_{1}}=x_{\left.i_{2}\right\}}\right.}\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in \mathscr{B}(\mathbf{E}), \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
\phi_{i_{1} i_{2}}^{1}(\mu)=\left\langle f_{i_{1} i_{2}}, \mu\right\rangle \quad \text { for } i_{1} \leqq i_{2}, \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{1}(\mu)=2 \sum_{\left(i_{1}, i_{2}\right): i_{1}<i_{2}} \phi_{i_{1} i_{2}}^{1}(\mu) . \tag{3.3}
\end{equation*}
$$

Define $\bar{\phi}^{1}(\mu)$ and $c_{1}(t)$ by

$$
\begin{align*}
\bar{\phi}^{1}(\mu) & =\{1 / n(n-1)\} \phi^{1}(\mu)  \tag{3.4}\\
& =\left\{1 /\binom{n}{2}\right\} \sum_{i_{1}<i_{2}} \phi_{i_{12}}^{1}(\mu),
\end{align*}
$$

and

$$
\begin{equation*}
c_{1}(t)=E\left[\bar{\phi}^{1}(\mu(t))\right] \tag{3.5}
\end{equation*}
$$

Operate the generator $G$ to $\phi_{i_{1} i_{2}}^{1}(\mu), i_{i}<i_{2}$, then we have

$$
\begin{align*}
G \phi_{i_{1} i_{2}}^{1}(\mu)= & v\left(\left\langle\sum_{j=1}^{n} \int_{0}^{1} f_{i_{1} i_{2}} d x_{j}, \mu\right\rangle-n\left\langle f_{i_{1} i_{2}}, \mu\right\rangle\right)  \tag{3.6}\\
& +\lambda \sum_{1 \leq j_{1}<j_{2} \leq n}\left(\left\langle\psi_{j_{1} j_{2}} f_{i_{1} i_{2}}, \mu\right\rangle+\left\langle\psi_{j_{2} j_{1}} f_{i_{1} i_{2}}, \mu\right\rangle-2\left\langle f_{i_{1} i_{2}}, \mu\right\rangle\right) \\
= & -2 v\left\langle f_{i_{1} i_{2}}, \mu\right\rangle \\
& +\lambda \sum_{1 \leqq j_{1}<j_{2}=i_{1} \leqq n}\left(\left\langle\psi_{j_{1} i_{1}} f_{i_{1} i_{2}}, \mu\right\rangle-\left\langle f_{i_{1 i_{2}}}, \mu\right\rangle\right) \\
& +\lambda \sum_{1 \leq j_{1}=i_{1}<j_{2} \leq n}\left(\left\langle\psi_{j_{2} i_{1}} f_{i_{1} i_{2}}, \mu\right\rangle-\left\langle f_{i_{1} i_{2}}, \mu\right\rangle\right) \\
& +\lambda \sum_{1 \leqq j_{1}<j_{2}=i_{2} \leq n}\left(\left\langle\psi_{j_{1} j_{2}} f_{i_{1} i_{2}}, \mu\right\rangle-\left\langle f_{i_{1} i_{2}}, \mu\right\rangle\right) \\
& +\lambda \sum_{1 \leqq j_{1}=i_{2}<j_{2} \leq n}\left(\left\langle\psi_{j_{2} i_{2}} f_{i_{1} i_{2}}, \mu\right\rangle-\left\langle f_{i_{12} 2}, \mu\right\rangle\right) .
\end{align*}
$$

Here, we have used the following simple properties.

$$
\begin{align*}
& \text { (a) } \int_{0}^{1} f_{i_{1} i_{2}} d x_{j}= \begin{cases}0 & \text { if } j=i_{1} \text { or } i_{2} \\
f_{i_{1} i_{2}} & \text { otherwise },\end{cases}  \tag{3.7}\\
& \text { (b) } \psi_{j_{11_{2}} f_{1 i_{2}}}=f_{i_{1} i_{2}} \quad \text { if } j_{1}=i_{i}<j_{2} \neq i_{2}  \tag{3.8}\\
& \text { or } i_{1}<i_{2}=j_{1}<j_{2} \text {, } \\
& \text { (c) } \psi_{j_{2} j_{1}} f_{i_{1} i_{2}}=f_{i_{1} i_{2}} \quad \text { if } j_{1}<j_{2}=i_{1}<i_{2}  \tag{3.9}\\
& \text { or } i_{1} \neq j_{1}<j_{2}=i_{2} \text {, }
\end{align*}
$$

and
(d) $\psi_{j_{1} j_{2}} f_{i_{1} i_{2}}=\psi_{j_{2} j_{1}} f_{i_{1} i_{2}}=f_{i_{1} i_{2}}$,

$$
\begin{equation*}
\text { if } j_{1} \neq i_{1}, j_{1} \neq i_{2}, j_{2} \neq i_{1} \text { and } j_{2} \neq i_{2} . \tag{3.10}
\end{equation*}
$$

Noting the facts that $\psi_{k i_{1}} f_{i_{1} i_{2}}=f_{k i_{2}}, \psi_{k i_{2}} f_{i_{1 i_{2}}}=f_{i_{1} k}$, and that $f_{i_{1} i_{1}}=f_{i_{2} i_{2}}=1$, we get
(3.11) The right-hand side of (3.6) $\left.=-2 v<f_{i_{1} t_{2}}, \mu\right\rangle$

$$
+\lambda \sum_{k}\left\{\left(\left\langle f_{k i_{2}}, \mu\right\rangle-\left\langle f_{i_{1} i_{2}}, \mu\right\rangle\right)+\left(\left\langle f_{i_{1} k}, \mu\right\rangle-\left\langle f_{i_{1} i_{2}}, \mu\right\rangle\right)\right\} .
$$

Note that (3.11) also holds for $i_{1}>i_{2}$. Summing up the both sides of (3.11) on $i_{1}$ and $i_{2}$ satisfying $i_{1} \neq i_{2}$, we obtain

$$
\begin{align*}
G \phi^{1}(\mu) & =-2 v \phi^{1}(\mu)+\lambda\left\{2 n(n-1)-2 \phi^{1}(\mu)\right\}  \tag{3.12}\\
& =-2(\lambda+v) \phi^{1}(\mu)+2 \lambda n(n-1) .
\end{align*}
$$

Hence, that

$$
G \bar{\phi}^{1}(\mu)=-2(\lambda+v) \bar{\phi}^{1}(\mu)+2 \lambda .
$$

Furthermore, Proposition 2.1 implies that $E\left[G \bar{\varphi}^{1}(\mu(s))\right]$ is continuous in $s$, and that $\left[E \bar{\phi}^{1}(\mu(t))\right]$ is differentiable in $t$.

Thus, we obtain the next statement.
Theorem 3.1. The average probability of allelic identity $c_{1}(t)$, defined by (3.1)-(3.5), satisfies the ordinary differential equation

$$
\begin{equation*}
(d / d t) c_{1}(t)=-2(\lambda+v) c_{1}(t)+2 \lambda . \tag{3.13}
\end{equation*}
$$

Let $\mu^{2}=\mu \times \mu$ be the direct product of $\mu \in \mathscr{P}(\mathbf{E})$, and let $g_{i j}\left(X_{1}, X_{2}\right)$ be a function on $\mathbf{E}^{2}$ given by

$$
\begin{align*}
& g_{i j}\left(X_{1}, X_{2}\right)=g_{i j}\left(x_{1}^{1}, \cdots, x_{n}^{1}, x_{1}^{2}, \cdots, x_{n}^{2}\right)=\chi_{A_{i j}}\left(X_{1}, X_{2}\right),  \tag{3.14}\\
& \left(X_{1}, X_{2}\right)=\left(x_{1}^{1}, \cdots, x_{n}^{1}, x_{1}^{2}, \cdots, x_{n}^{2}\right) \in \mathbf{E}^{2},
\end{align*}
$$

where $A_{i j}=\left\{\left(X_{1}, X_{2}\right): x_{i}^{1}=x_{j}^{2}\right\}$. Obviously, $g_{i j} \in \mathscr{B}\left(\mathbf{E}^{2}\right)$. Define $\phi_{i j}^{2}(\mu), \phi^{2}(\mu)$, $\tilde{\phi}^{2}(\mu), f(t)$ and $c_{2}(t)$ by

$$
\begin{gather*}
\phi_{i j}^{2}(\mu)=\left\langle g_{i j}, \mu^{2}\right\rangle,  \tag{3.15}\\
\bar{\phi}^{2}(\mu)=(1 / n) \sum_{i} \phi_{i i}^{2},  \tag{3.16}\\
\tilde{\phi}^{2}(\mu)=(1 / n(n-1)\} \sum_{(l, k): l \neq k}\left\langle g_{l k}, \mu^{2}\right\rangle,  \tag{3.17}\\
f(t)=E\left[\bar{\phi}^{2}(\mu(t))\right] \tag{3.18}
\end{gather*}
$$

and

$$
\begin{equation*}
c_{2}(t)=E\left[\hat{\phi}^{2}(\mu(t))\right] . \tag{3.19}
\end{equation*}
$$

Now, we will try to derive the equation which the quantities $f(t)$ and $c_{2}(t)$ satisfy.

By the definition of the generator $G$, we see

$$
G \phi_{i j}^{2}(\mu)=\left\langle\Psi_{12} g_{i j}, \mu\right\rangle-\phi_{i j}^{2}(\mu)+\sum_{l=1}^{2}\left\langle B^{(l)} g_{i j}, \mu\right\rangle .
$$

Note the following facts. The equalities

$$
\left\langle B^{(1)} g_{i j}, \mu\right\rangle=\left\langle B g_{i j}\left(\cdot, X_{2}\right), \mu\right\rangle=-v \phi_{i j}^{2}(\mu)+\lambda \sum_{l}\left(\left\langle g_{l j}, \mu^{2}\right\rangle-\left\langle g_{i j}, \mu^{2}\right\rangle\right),
$$

and

$$
\left\langle B^{(2)} g_{i j}, \mu\right\rangle=\left\langle B g_{i j}\left(X_{1}, \cdot\right), \mu\right\rangle=-v \phi_{i j}^{2}(\mu)+\lambda \sum_{l}\left(\left\langle g_{i l}, \mu^{2}\right\rangle-\left\langle g_{i j}, \mu^{2}\right\rangle\right),
$$

hold. Besides, we see that

$$
\Psi_{12} g_{i j}=1 \quad \text { for each } i,
$$

and that

$$
\Psi_{12} g_{i j}=f_{i j}=\chi_{\left\{x_{i}=x_{j}\right\}}\left(x_{1}, \cdots, x_{n}\right) \in \mathscr{B}(\mathbf{E}),
$$

for $(i, j)$ such that $i \neq j$.
Thus we can calculate $G \phi_{i i}^{2}(\mu)$, and obtain

$$
G \phi_{i i}^{2}(\mu)=1-(1+2 v+2(n-1) \lambda) \phi_{i i}^{2}(\mu)+\lambda \sum_{l: l \neq i}\left(\left\langle g_{i i}, \mu^{2}\right\rangle+\left\langle g_{i l}, \mu^{2}\right\rangle\right) .
$$

Hence, we get

$$
\begin{align*}
& G \sum_{i} \phi_{i i}^{2}(\mu)=n-(1+2 v+2(n-1) \lambda) \sum_{i} \phi_{2 i}^{2}(\mu)  \tag{3.20}\\
&+2 \lambda \sum_{(l, k): l \neq k}\left\langle g_{l k}, \mu^{2}\right\rangle .
\end{align*}
$$

By (3.16), (3.17) and (3.20), we obtain

$$
\begin{equation*}
G \bar{\phi}^{2}(\mu)=1-(1+2 v+2(n-1) \lambda) \bar{\phi}^{2}(\mu)+2(n-1) \lambda \tilde{\phi}^{2}(\mu) . \tag{3.21}
\end{equation*}
$$

Since we have

$$
G \phi_{i j}^{2}(\mu)=\phi_{i j}^{1}(\mu)-(1+2 v) \phi_{i j}^{2}(\mu)+\lambda\left\{\sum_{l}\left(\phi_{l j}^{2}(\mu)-\phi_{i j}^{2}(\mu)+\phi_{i l}^{2}(\mu)-\phi_{i j}^{2}(\mu)\right)\right\},
$$

for $(i, j)$ such that $i \neq j$, we get

$$
\begin{aligned}
& G n(n-1) \tilde{\phi}^{2}(\mu)=G \sum_{(i, j): \imath \neq j} \phi_{i j}^{2}(\mu)=\sum_{(i, j): l \neq j} \phi_{i j}^{1}(\mu)-(1+2 v) \sum_{(i, j): i \neq j} \phi_{i j}^{2}(\mu) \\
& +\lambda\left\{\sum_{j} \sum_{l} \sum_{i: i \neq j} \phi_{i j}^{2}(\mu)+\sum_{i} \sum_{l} \sum_{j: j \neq i} \phi_{i l}^{2}(\mu)-2 n \sum_{(i, j): i \neq j} \phi_{i j}^{2}(\mu)\right\} \\
& =\sum_{(i, j): i \neq j} \phi_{i j}^{1}(\mu)-(1+2 v) \sum_{(i, j): i \neq j} \phi_{i j}^{2}(\mu) \\
& +\lambda\left\{2(n-1) \sum_{i} \sum_{j} \phi_{i j}^{2}(\mu)-2 n \sum_{(i, j): i \neq j} \phi_{i j}^{2}(\mu)\right\} \\
& =n(n-1) \bar{\phi}^{1}(\mu)-(1+2 v) n(n-1) \tilde{\phi}^{2}(\mu) \\
& +\lambda\left\{2 n(n-1) \bar{\phi}^{2}(\mu)-2 n(n-1) \tilde{\phi}^{2}(\mu)\right\} \text {. }
\end{aligned}
$$

Thus, we obtain

$$
\begin{equation*}
G \tilde{\phi}^{2}(\mu)=\bar{\phi}^{1}(\mu)-(1+2 v+2 \lambda) \tilde{\phi}^{2}(\mu)+2 \lambda \bar{\phi}^{2}(\mu) \tag{3.22}
\end{equation*}
$$

Therefore, by (3.21) and (3.22), we get the next theorem.
Theorem 3.2. The quantities $f(t)$ and $c_{2}(t)$, defined by (3.14)-(3.19), satisfy the system of ordinary differential equations

$$
\begin{align*}
& (d / d t) f(t)=1-(1+2 v+2(n-1) \lambda) f(t)+2(n-1) \lambda c_{2}(t)  \tag{3.23}\\
& (d / d t) c_{2}(t)=c_{1}(t)+2 \lambda f(t)-(1+2 v+2 \lambda) c_{2}(t)
\end{align*}
$$

At the end of this section, we will explain the relation between our results (3.13), (3.23) and Ohta's results [5]. In our formulation, roughly speaking, the quantities $f, c_{1}$ and $c_{2}$ change in one generation ( $1 / 2 N$ ) times of their derivatives, where $N$ stands for the population size in the discrete model. Using Ohta's notation, we see

$$
\begin{aligned}
& (d / d t) f(t)=2 N \Delta f \\
& (d / d t) c_{1}(t)=2 N \Delta c_{1} \\
& (d / d t) c_{2}(t)=2 N \Delta c_{2}
\end{aligned}
$$

where $\Delta$ denotes the change per one generation. Since the mutation rate in one generation is roughly equal to $v(1 / 2 N)$ in our case, the rate $v$ should be replaced by $2 N v$ in Ohta's discussion, where the parameter $v$ in [5] means the mutation rate in one generation. As for the rate of gene conversion, $(n-1) \lambda$ in our equation should be replaced by $2 N \lambda$. Then, we have

$$
\begin{aligned}
& \Delta f=-\{2 v+(1 / 2 N)+2 \lambda\} f+2 \lambda c_{2}+(1 / 2 N) \\
& \Delta c_{1}=-\{2 v+2(\lambda /(n-1))\} c_{1}+2(\lambda /(n-1)) \\
& \left.\Delta c_{2}=2(\lambda /(n-1)) f+(1 / 2 N) c_{1}-\{2 v+(1 / 2 N)+2(\lambda / n-1))\right\} c_{2}
\end{aligned}
$$

These equations are just the same as (3), (5) and (7) in [5], when we do not consider interchromosomal crossing-over.

## §4. Sampling formula similar to the Ewens one

Let $\beta_{1}, \cdots, \beta_{n}$ be non-negative integers such that $\sum_{l} l \beta_{l}=n$. A point $\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ in $\mathbf{E}$ is defined to be belonging to $\mathbf{E}_{\beta}, \beta=\left\{\beta_{1}, \cdots, \beta_{n}\right\}$, if and only if there exist distinct $\sum_{l} \beta_{l}$ real numbers $y_{1}, y_{2}, \cdots, y_{\sum \beta_{l}} \in[0,1]$ such that

$$
\#\left\{i: x_{i}=y_{l(l)+k}\right\}=l \quad \text { for } k=1, \cdots, \beta_{l},
$$

where $t(l)$ equals $\sum_{i=1}^{j=l-1} \beta_{l}$ for $l \geqq 2$ and $t(1)=0$. The formula stated in the introduction can be formulated as follows.

$$
\begin{equation*}
\int \mu\left(\mathbf{E}_{\beta}\right) \tilde{\mu}(d \mu)=\{n!/ \theta(\theta+1)(\theta+2) \cdots(\theta+n-1)\} \prod_{j=1}^{n}\left\{\theta^{\beta_{j}} / j^{\beta_{j}} \beta_{j}!\right\} \tag{4.1}
\end{equation*}
$$

where $\theta=v / \lambda$. The proof of (4.1) in this section is essentially due to a private discussion with Professor S.N. Ethier.

First, recall the single locus case which was discussed in [1]. Let $\mathbf{E}_{0}=[0,1], \mu \in \mathscr{P}\left(\mathbf{E}_{0}\right)$, and $f \in \mathscr{B}\left(\mathbf{E}_{0}^{k}\right)$. Define $\phi(\mu)=\left\langle f, \mu^{k}\right\rangle$, where $\mu^{k}$ is the $k$-fold direct product of $\mu$. The diffusion process taking values in $\mathscr{P}\left(\mathbf{E}_{0}\right)$ describing the so-called infinitely many neutral allele model has the generator $G$ given by

$$
\begin{aligned}
G \phi(\mu)= & \sum_{i<j}\left(\left\langle\Psi_{i j} f, \mu^{k-1}\right\rangle-\left\langle f, \mu^{k}\right\rangle\right) \\
& +v \sum_{l=1}^{k}\left(\left\langle\int_{0}^{1} f d x_{l}, \mu^{k}\right\rangle-\left\langle f, \mu^{k}\right\rangle\right) \quad \text { (Chapter } 10 \text { in [1]). }
\end{aligned}
$$

Let $A_{1}, A_{2}, \cdots, A_{L}$ be a measurable partition of $\mathbf{E}_{0}$ such that each $A_{\iota}$ has the mass ( $1 / L$ ) with respect to the Lebesgue measure. Let $h_{l}$ be the indicator function of the set $A_{l}, l=1,2, \cdots, L$, and put

$$
\phi_{a}(\mu)=\left\langle h_{1}, \mu\right\rangle^{\alpha_{1}}\left\langle h_{2}, \mu\right\rangle^{\alpha_{2}} \cdots\left\langle h_{L}, \mu\right\rangle^{\alpha_{L}},
$$

where $\alpha_{l}, l=1,2, \cdots, L$, are non-negative integers, $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{L}\right)$ and $\sum_{l} \alpha_{l}=k$. Then, we have

$$
\begin{align*}
G \phi_{\boldsymbol{a}}(\mu)= & (1 / 2) \sum_{l=1}^{L} \alpha_{l}\left(\alpha_{l}-1\right) \phi_{\boldsymbol{a}-\boldsymbol{c}_{l}}(\mu)-\{k(k-1) / 2\} \phi_{\boldsymbol{a}}(\mu)  \tag{4.2}\\
& +v \sum_{l=1}^{L}\left[\alpha_{l}\left\{(1 / L) \phi_{a-l}(\mu)-\phi_{\boldsymbol{a}}(\mu)\right\}\right] \\
= & \sum_{l=1}^{L} \alpha_{l}\left\{\left(\alpha_{l}-1\right) / 2+(v / L)\right\} \phi_{a-s_{l}}(\mu)-k\{(k-1) / 2+v\} \phi_{\boldsymbol{a}}(\mu)
\end{align*}
$$

where $\varepsilon_{i}=\left(\delta_{l i}\right)_{l=1, \ldots, L}$, and $\delta_{l i}$ stands for Kronecker's $\delta$. Let $\tilde{\mu}$ be the stationary distribution of the $\mathscr{P}\left(\mathbf{E}_{0}\right)$-valued diffusion process. Since $\int G \phi_{a}(\mu) \tilde{\mu}(d \mu)=0$, we obtain by (4.2)

$$
\begin{equation*}
\sum_{l=1}^{L} \alpha_{l}\left\{\left(\alpha_{l}-1\right) / 2+(v / L)\right\} \hat{\phi}_{\alpha-\varepsilon_{l}}(\tilde{\mu})-k\{(k-1) / 2+v\} \hat{\phi}_{\boldsymbol{a}}(\tilde{\mu})=0, \tag{4.3}
\end{equation*}
$$

where $\hat{\phi}_{\boldsymbol{a}}(\tilde{\mu})=\int \phi_{a}(\mu) \tilde{\mu}(d \mu)$.
Hence we see

$$
\hat{\phi}_{\boldsymbol{a}}(\hat{\mu})=\{1 / k(k-1+2 v)\} \sum_{l=1}^{L} \alpha_{l}\left\{\left(\alpha_{l}-1\right)+(2 v / L)\right\} \hat{\phi}_{\boldsymbol{a}-\boldsymbol{t}_{i}}(\tilde{\mu}) .
$$

Noting that

$$
\begin{equation*}
\int \phi_{a_{i}}(\mu) \tilde{\mu}(d \mu)=1 / L \tag{4.4}
\end{equation*}
$$

by (4.3) we obtain the well-known result

$$
\begin{equation*}
\int \phi_{a}(\mu) \tilde{\mu}(d \mu)=\left\{\Gamma(2 v) / \Gamma(2 v / L)^{L}\right\} \prod_{l=1}^{L} \Gamma\left(\alpha_{l}+2(v / L)\right) / \Gamma(2 v+k) . \tag{4.5}
\end{equation*}
$$

Let $\beta_{1}, \cdots, \beta_{n}$ be non-negative integers such that $\sum_{l} l \beta_{l}=n$, as the bigin. ning of this section. Now consider the next problem. What is the average probability at stationarity that we find $\beta_{l}$-kinds of alleles appearing $l$ times, $l=1,2, \cdots, n$, in randomly chosen $n$ genes? The answer to this question is the well-known Ewens sampling formula. That is, the probability is given by (4.1) with $\Theta=2 v$. The proof of this formula can be found in Chapter 10 in [1], which is a little complicated. The Ewens' sampling formula can be shown directly from (4.5) by modifying the proof in [1]. We will omit the details here, because it seems known.

Now, consider the $n$ locus model. First take a partition of the set of loci. Let $\left\{S_{i}\right\}_{i=0,1,2, \cdots, L}$ be a family of disjoint subsets of $\{1,2, \cdots, n\}$ such that $S_{i}$ has $\alpha_{i}$ elements for each i. Here, $\alpha_{i}$ are non-negative integers and $\sum_{l=0}^{L} \alpha_{l}=n$. Note that $S_{i}$ may be empty. Define $f_{a}$ by

$$
\begin{equation*}
f_{a}\left(S_{0}, S_{1}, \cdots, S_{L}\right)=\left\lceil\prod_{\imath=1}^{L} \prod_{l \in S_{i}} h_{i}\left(x_{l}\right)\right. \tag{4.6}
\end{equation*}
$$

where $h_{i}$ is the indicator function of the set $A_{i}$ for each $i, i=1,2, \cdots, n$. Obviously, $f_{\alpha} \in \mathscr{B}(\mathbf{E}), \mathbf{E}=[0,1]^{n}$, and $f_{\alpha}$ does not depend on the variables $x_{l}, l \in S_{0}$. Define the degree of $f_{a}$ by

$$
\operatorname{deg} f_{a}=\sum_{i=1}^{L} \alpha_{i}
$$

Put

$$
\begin{equation*}
\phi_{a}\left(S_{0}, S_{1}, \cdots, S_{L}\right)(\mu)=\left\langle f_{a}\left(S_{0}, S_{1}, \cdots, S_{L}\right), \mu\right\rangle \in \mathscr{B}(\mathscr{P}(\mathbf{E})) . \tag{4.7}
\end{equation*}
$$

Define the degree of $\phi_{a}(\mu)$ by the degree of $f_{a}$. When $\mu$ is fixed, $\phi_{a}(\mu)$ means the probability that we find genes belonging to $A_{i}$ at loci belonging to $S_{i}$ for $i \geqq 1$. Let $\varepsilon_{i}$ be the vector with components 0 or 1 such that only the $i$-th coordinate equals 1 . Put

$$
\phi_{\alpha-\varepsilon_{i}, l}=\left\langle f_{\alpha-\varepsilon_{i}}\left(S_{0} \cup\{l\}, S_{1}, \cdots, S_{i}-\{l\}, \cdots, S_{L}\right), \mu\right\rangle
$$

for $l \in S_{i}$, and

$$
\phi_{a, l, m, i}=\left\langle f_{a}\left(S_{0} \cup\{m\}-\{l\}, S_{1}, \cdots, S_{i} \cup\{l\}-\{m\}, \cdots, \cdots, S_{L}\right), \mu\right\rangle,
$$

for $l \in S_{0}$, and $m \in S_{i}, i \geqq 1$. Then, we get

$$
\begin{align*}
G \phi_{\boldsymbol{a}}(\mu)= & v \sum_{i=1}^{L} \sum_{l \in s_{i}}\left\{(1 / L) \phi_{a-s_{i}, l}(\mu)-\phi_{\boldsymbol{a}}(\mu)\right\}  \tag{4.8}\\
& +\lambda\left[\sum_{i=1}^{L}\left(\alpha_{i}-1\right) \sum_{l \in s_{i}} \phi_{a-\epsilon_{i}, l}(\mu)\right. \\
& \left.+\sum_{l=1}^{L} \sum_{l \in s_{0}} \sum_{m \in s_{i}} \phi_{a, l, m, i}(\mu)-\left\{k(k-1)+\alpha_{0} k\right\} \phi_{\boldsymbol{a}}(\mu)\right],
\end{align*}
$$

if $\operatorname{deg} \phi_{a}(\mu)=k$. Note the fact that any $h \in \mathscr{B}(\mathbf{E})$ satisfies

$$
\begin{align*}
\int \exp \{ & \left.\left\langle h\left(x_{1}, x_{2}, \cdots, x_{n}\right), \mu\right\rangle\right\} \tilde{\mu}(d \mu)  \tag{4.9}\\
& =\int \exp \left\{\left\langle h\left(x_{\sigma(1)}, x_{\sigma(2)}, \cdots, x_{\sigma(n)}\right), \mu\right\rangle\right\} \tilde{\mu}(d \mu),
\end{align*}
$$

for any permutation $\sigma$ of $\{1,2, \cdots, n\}$, which is deduced from the symmetry of the generator $G$ and the property of the stationary distribution $\tilde{\mu}$. Define

$$
\hat{\phi}_{a}=\int \phi_{a}(\mu) \tilde{\mu}\left(d_{\mu}\right)
$$

and $\hat{\phi}_{\boldsymbol{a}_{i}-\boldsymbol{c}_{i}, l}, \hat{\phi}_{\boldsymbol{a}, l, m, i}$ in the same manner, then we see by the above fact (4.9) that $\hat{\phi}_{a-\varepsilon_{i}, l}$ is independent of $l$ for each $i$, and that $\hat{\phi}_{\boldsymbol{\alpha}, l, m, i}$ is independent of $l, m$, and $i$. Hence, they can be written by $\hat{\phi}_{\boldsymbol{a}-\boldsymbol{i} i}$ and $\hat{\phi}_{\boldsymbol{a}}$ respectively. Combining this with (4.8) and $\int G \phi_{a}(\mu) \tilde{\mu}(d \mu)=0$, we obtain

$$
\begin{align*}
& v \sum_{i=1}^{L} \alpha_{i}\left\{(1 / L) \hat{\phi}_{a-\varepsilon_{i}}-\hat{\phi}_{a}\right\}+\lambda\left\{\sum_{i=1}^{L} \alpha_{i}\left(\alpha_{i}-1\right) \hat{\phi}_{a-\varepsilon_{i}}-k(k-1) \hat{\phi}_{a}\right\}  \tag{4.10}\\
& \quad=\lambda\left[\sum_{i=1}^{L} \alpha_{i}\left\{\left(\alpha_{i}-1\right)+(v / \lambda) / L\right\} \hat{\phi}_{a-\varepsilon_{i}}-\left\{k(k-1+v / \lambda) \hat{\phi}_{\boldsymbol{a}}\right]\right. \\
& \quad=0,
\end{align*}
$$

for $\phi_{\boldsymbol{a}}$ with degree $k$. Making use of (4.9), we see that

$$
\begin{equation*}
\hat{\phi}_{e_{i}}=1 / L, \quad \text { for each } i \geqq 1 . \tag{4.11}
\end{equation*}
$$

Note that (4.10) and (4.11) have the same form as (4.3) and (4.4). If we replace $2 v$ in (4.3) by $v / \lambda$, then we get (4.10). This is the essential part of our argument.

Thus we obtain the next theorem.
Theorem 4.1. The average of $\phi_{\boldsymbol{a}}\left(S_{0}, S_{1}, \cdots, S_{L}\right)(\mu)$, defined by (4.6) and (4.7), with respect to $\tilde{\mu}$ is equal to

$$
\left\{\Gamma(\theta) / \Gamma(\theta \mid L)^{L}\right\} \prod_{l=1}^{L} \Gamma\left(\alpha_{l}+\theta \mid L\right) / \Gamma(\theta+k),
$$

where $\theta$ is $v / \lambda$.

By the argument similar to the single locus case, we can see that Theorem 4.1 implies the formula (4.1) given at the beginning of this section.
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