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On the Norm of the Beurling–Ahlfors
Operator in Several Dimensions

Tuomas P. Hytönen

Abstract. The generalized Beurling–Ahlfors operator S on Lp(R
n; Λ), where Λ := Λ(R

n) is the exterior

algebra with its natural Hilbert space norm, satisfies the estimate

‖S‖L (Lp(Rn ;Λ)) ≤ (n/2 + 1)(p∗ − 1), p∗ := max{p, p ′}.

This improves on earlier results in all dimensions n ≥ 3. The proof is based on the heat extension and

relies at the bottom on Burkholder’s sharp inequality for martingale transforms.

1 Introduction

This note is an outgrowth of my study of Bañuelos and Lindeman’s paper [3], which

deals with the same theme: the estimation of the norm of the generalized Beurling–

Ahlfors operator S that acts on the exterior algebra Λ := Λ(R
n) -valued functions in

arbitrary dimension n ≥ 2. This operator, or more precisely the generalization of the

classical planar version to n > 2, was introduced by Iwaniec and Martin [11], who

also established the bounds

(p∗ − 1) ≤ ‖S‖L (Lp(Rn;Λ)) ≤ C(n)(p∗ − 1), p∗
= max{p, p ′},

and conjectured that in fact C(n) = 1 in all dimensions n ≥ 2 ([11, p. 34]). For

n = 2, both the theorem and the conjecture date further back, the lower bound

being due to Lehto [12].

The problem remains open even in the plane, where the best upper bound at the

time of writing appears to be that of Bañuelos and Janakiraman [2] with C(2) ≤
1.575. A wealth of motivation for such norm estimates can be found in the papers

cited above and below in this introduction, so it seems redundant to repeat that dis-

cussion here.

In higher dimensions, the sharpest estimates until recently were those of Bañuelos

and Lindeman [3], who obtained C(n) ≤ 4n/3 + O(1). These bounds relied on

a representation of S as a transform of Brownian martingales arising from the har-

monic extension of the function f on which S acts, and then on Burkholder’s sharp

inequality for martingale transforms [5].

Since Bañuelos and Lindeman’s paper [3], Nazarov and Volberg [14] have discov-

ered that it is more efficient to use the heat extension than the harmonic extension

in the estimation of the Beurling–Ahlfors operators. This idea, implemented as a
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Bellman function argument, improved the record bound at the time, C(2) ≤ 4 by

Bañuelos and Wang [4], down to C(2) ≤ 2. Very recently, the heat–Bellman strategy

was also employed in higher dimensions by Petermichl, Slavin, and Wick [13], who

obtained C(n) ≤ n.

In view of the basic difference between the harmonic and heat extension methods,

one would expect to cut off half of the constant of Bañuelos and Lindeman [3] in the

higher dimensional case as well, i.e., to get C(n) ≤ 2n/3 + O(1). Indeed, this can be

reached by carefully following their original proof but with the harmonic extension

replaced by the heat extension throughout, and this will be done in this paper. Ac-

tually, I obtain the even better estimate C(n) ≤ n/2 + O(1), thanks to an additional

elementary trick that exploits the flexibility resulting from the non-uniqueness of the

heat representation of the Beurling–Ahlfors operator. I also derive bounds for the

restrictions of S to r-forms, which similarly improve on the corresponding results of

Bañuelos and Lindeman [3].

The precise statement is the following.

Theorem 1.1 The Beurling–Ahlfors operator S and its restriction to r-forms satisfy the

following norm bounds in all dimensions n ≥ 2, for all r ∈ {0, 1, . . . , n}, and for all

p ∈ (1,∞):

‖S‖L (Lp(Rn;Λr)) ≤
( 2r(n − r)

n
+ 1

)

(p∗ − 1) ≤ (2r + 1)(p∗ − 1),

‖S‖L (Lp(Rn;Λ)) ≤ (p∗ − 1) ×
{

(n/2 + 1), n even,

(n/2 + 1 − 1/2n), n odd.

The latter expression in the estimate on Lp(R
n; Λr) shows that there is a dimen-

sion-free (i.e., n-free) bound for a fixed r, as already discovered by Bañuelos and Lin-

deman [3] with a bigger constant, but as the middle expression tells, a better estimate

is available by taking into account the dimension n. As mentioned in the beginning,

the bound of the theorem is not new for n = 2, and indeed one can do better with

the more refined methods of Bañuelos and Janakiraman [2] in this case. In all higher

dimensions n ≥ 3, the result improves on previous estimates, as far as I am aware of.

In the planar case, there are also asymptotic estimates for the Beurling–Ahlfors

operator as p → ∞, which come somewhat closer to the conjecture than the results

known for arbitrary p ∈ (1,∞). More precisely, Dragičević and Volberg [6] showed

that ‖S‖L (Lp(R2;Λ)) ≤
√

2(1 + o(1))(p − 1) as p → ∞. Since this result was based

on an asymptotic refinement of Nazarov and Volberg’s C(2) ≤ 2 result [14], one

might optimistically hope that a similar approach could provide n-dimensional large-

p asymptotics of the order O(
√

n)(p − 1). In this light the following result that I

actually managed to show is perhaps not too impressive. Nevertheless it seems worth

proving, if only for the sake of revisiting Dragičević and Volberg’s nice argument

and perhaps clarifying the essence of the underlying idea by generalizing it to several

variables.
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Proposition 1.2 The Beurling–Ahlfors operator S satisfies the following asymptotic

norm bounds in all dimensions n ≥ 2 as p → ∞:

‖S‖L (Lp(Rn;Λ)) ≤ (1 + o(1))(p − 1) ×
{

√

(n/2)2 + 1, n even,
√

(n/2)2 + 3/4, n odd.

Theorem 1.1 and Proposition 1.2 are proved in the rest of the paper. In the final

section, I also provide some results of the same flavour for the spectral multipliers of

the Laplace operator, its imaginary powers in particular.

2 The Heat Matrix Representing an Operator

Let Lp(R
n; R

N ) stand for the Lebesgue space of R
N -valued p-integrable functions

f (x) = { f j(x)}N
j=1 on R

n with the usual norm

‖ f ‖Lp(Rn;RN ) :=
(

∫

Rn

[ N
∑

j=1

| f j(x)|2
] p/2

dx
) 1/p

.

Suppose an operator T ∈ L (Lp(R
n; R

N ), Lp(R
n; R

M)) has a representation

(2.1)

∫

Rn

〈T f (x), g(x)〉 dx =

∫ ∞

0

∫

Rn

〈A(x, t)∇u(x, t),∇v(x, t)〉 dx dt,

where ∇ refers to the x-gradient (the gradient of an R
N -valued function being an

R
nN

= R
n ⊗R

N -valued one), u(x, t) = e
1
2

t△ f (x) and v(x, t) = e
1
2

t△g(x) are the heat

extensions of f ∈ Lp(R
n; R

N ) and g ∈ Lp(R
n; R

M), and A(x, t) ∈ L (R
nN , R

nM) is

an nN × nM-matrix for all (x, t) ∈ R
n+1
+ . Then it is by now a well-known fact (cf.

Bañuelos and Méndez-Hernández [1] for n = 2, N = M = 1) that

(2.2) ‖T‖L (Lp(Rn;RN ),Lp(Rn;RM )) ≤ sup
(x,t)∈R

n+1
+

‖A(x, t)‖L (RnN ,RnM )(p∗ − 1).

Proof I give this for the convenience of the reader, although it differs little from the

related arguments found in the literature. Assume without loss of generality that

‖A(x, t)‖L (RnN ,RnM ) ≤ 1. It clearly suffices to show that

lim
τ→∞

∣

∣

∣

∫ τ

0

∫

Rn

〈A(x, τ − t)∇u(x, τ − t),∇v(x, τ − t)〉 dx dt
∣

∣

∣

≤ (p∗ − 1)‖ f ‖Lp(Rn;RN )‖g‖Lp ′ (Rn;RM ).

This is proved by a probabilistic argument.

Let E
x stand for the expectation related to a probability measure governing an

R
n-valued standard Brownian motion (Xt )t∈[0,τ ] starting at x ∈ R

n. Then by the

Markov property

(2.3)

∫

Rn

E
xg(Xt ) dx =

∫

Rn

e
1
2

t△g(x) dx =

∫

Rn

g(x) dx,
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valid for any g ∈ L1(R
n), and the Itô isometry for stochastic integrals,

∫ τ

0

∫

Rn

〈A(x, τ − t)∇u(x, τ − t),∇v(x, τ − t)〉 dx dt

=

∫ τ

0

∫

Rn

E
x〈A(Xt , τ − t)∇u(Xt , τ − t),∇v(Xt , τ − t)〉 dx dt

=

∫

Rn

E
x
〈

∫ τ

0

A∇u(Xt , τ − t) · dXt ,

∫ τ

0

∇v(Xt , τ − t) · dXt

〉

dx,

(2.4)

where I have abbreviated A∇u(x, t) := A(x, t)∇u(x, t).

The right side of (2.4) requires some interpretation, as Au and v are nN- and

nM-vectors, respectively, while Xt is an n-vector. It is understood that the dot prod-

ucts are taken only with respect to the coordinates in R
n, i.e., for

ξ = {ξi, j}1≤i≤n;1≤ j≤N ∈ R
nN and η = {ηi}1≤i≤n ∈ R

n,

the dot product is ξ · η = {∑n
i=1 ξi, jηi}1≤ j≤N ∈ R

N . Next, by Hölder,

| RHS of (2.4) | ≤
(

∫

Rn

E
x
∥

∥

∥

∫ τ

0

A∇u(Xt , τ − t) · dXt

∥

∥

∥

p

RM
dx

) 1/p

×
(

∫

Rn

E
x
∥

∥

∥

∫ τ

0

∇v(Xt , τ − t) · dXt

∥

∥

∥

p ′

RM
dx

) 1/p ′

.

Let Ys :=
∫ s

0
A∇u(Xt , τ − t) · dXt and Us :=

∫ s

0
∇u(Xt , τ − t) ·Xt . Then (Ys)s∈[0,τ ]

and (Us)s∈[0,τ ] are R
M- and R

N -valued continuous-path martingales, respectively.

Their quadratic variations are

〈Y 〉s =

∫ s

0

‖A∇u(Xt , τ − t)‖2
RnM dt, 〈U 〉s =

∫ s

0

‖∇u(Xt , τ − t)‖2
RnN dt.

Then 〈U 〉s − 〈Y 〉s is a non-negative increasing process, as it starts at 0 and the incre-

ment from r to s > r is given by
∫ s

r

(

‖∇u(Xt , τ − t)‖2
RnN − ‖A∇u(Xt , τ − t)‖2

RnM

)

dt ≥ 0.

Hence Ys and Us satisfy the assumptions of Bañuelos and Wang [4, Theorem 2]

(which in turn is based on related results due to Burkholder [5]). The mentioned

theorem guarantees that

(

E
x‖Yτ‖p

RM

) 1/p ≤ (p∗ − 1)
(

E
x‖Uτ‖p

RN

) 1/p
.

Next, one observes that

Uτ =

∫ τ

0

∇u(Xt , τ − t) · dXt

= u(Xτ , 0) − u(X0, τ ) −
∫ τ

0

(−∂t u +
1

2
△)u(Xt , τ − t) dt

= u(Xτ , 0) − u(X0, τ ) = f (Xτ ) − e
1
2
τ△ f (X0)
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by Itô’s formula and the fact that u is the heat extension of f . By the Markov property

(2.3),
(

∫

Rn

E
x‖ f (Xτ )‖p

RN dx
) 1/p

= ‖ f ‖Lp(Rn;RN ),

whereas

(

∫

Rn

E
x‖e

1
2
τ△ f (X0)‖p

RN dx
) 1/p

= ‖e
1
2
τ△ f ‖Lp(Rn;RN ) → 0 as τ → ∞.

Repeating the last few steps with (v, g, p ′, M) in place of (u, f , p, N) completes the

proof of (2.2).

It might be interesting to remark that with the choice

A(x, t) =
∇u(x, t) ⊗∇v(x, t)

‖∇u(x, t)‖RnN‖∇v(x, t)‖RnM

in (2.1), the estimate (2.2) gives

(2.5)

∫ ∞

0

∫

Rn

‖∇u(x, t)‖RnN‖∇v(x, t)‖RnM dx dt

≤ (p∗ − 1)‖ f ‖Lp(Rn;RN )‖g‖Lp ′ (Rn;RM ),

which is Petermichl, Slavin, and Wick’s [13, Theorem 2.3], there proved by a Bellman

function argument. (Their heat extension is defined with the semigroup et△ instead

of e
1
2

t△ used here, which explains the absence of the factor 2 on the left side of (2.5)

as compared to the statement in [13].) An analogous inequality for the harmonic

extensions of f and g is due to Dragičević and Volberg [7], who also obtain various

other estimates closely related to this paper’s theme.

Conversely, (2.2) is an immediate consequence of (2.5). This is not a coincidence,

since despite their superficial dissimilarity, the Bellman function argument of [13]

and the present proof are just reflections of the same underlying phenomenon, i.e.,

the fundamental martingale inequalities of Burkholder [5].

3 The Case of the Beurling–Ahlfors Operator

Now consider the particular case of the previous section when N = M = 2n and R
N

is identified with the exterior algebra Λ with canonical unit vectors

eI = ei1
∧ ei2

∧ · · · ∧ eir
, I = {i1, i2, . . . , ir}, 1 ≤ i1 < i2 < · · · < ir ≤ n,

indexed by the subsets I ⊆ {1, 2, . . . , n}. The operator of interest is the Beurling–

Ahlfors transform S, which will be here defined by the following formula established

by Iwaniec and Martin ([11, top of p. 58]):

(3.1) S f =
∑

K

[

∑

k∈K

R2
k −

∑

ℓ /∈K

R2
ℓ

]

fK eK +
∑

K

∑

k∈K
ℓ /∈K

2RkRℓ fK eK−k+ℓ,
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where f =
∑

K fKeK , the symbols R1, . . . , Rn stand for the usual Riesz transforms

on R
n, and, given eK = ei1

∧ · · · ∧ ek ∧ · · · ∧ eir
, the vector eK−k+ℓ is defined by

eK−k+ℓ := ei1
∧ · · · ∧ eℓ ∧ · · · ∧ eir

, i.e., by substituting eℓ in place of ek. Note that

eK−k+ℓ may fail to be one of the canonical unit vectors, since eℓ may be in a “wrong”

place; but with elementary algebra one checks that

(3.2) eK−k+ℓ = (−1)#K(k,ℓ)eK\k∪ℓ,

where K(k, ℓ) := K ∩ (min{k, ℓ}, max{k, ℓ}) is the part of K between k and ℓ.

The identification k = {k}, ℓ = {ℓ} is made to simplify writing in the expression

K \ k ∪ ℓ := K \ {k} ∪ {ℓ}. Apparently, the sign in (3.2) has been missed in some of

the related literature.

A representation of the type (2.1) for S is readily derived by combining (3.1)

with the well-known representations of the Riesz transforms. Let Ekℓ designate the

n × n-matrix consisting of zeros except for a one at the position (k, ℓ). Similarly, EKL

(with capital indices representing sets) will stand for the 2n × 2n-matrix of zeros ex-

cept for a one at the place (K, L). Then (2.1) (with N = 1) holds for T = −RkRℓ

and A = αEkℓ + (1 − α)Eℓk, where the choice of α ∈ R is arbitrary. The freedom to

pick any α ∈ [0, 1] will be exploited below. Because of the minus sign above, I will

instead present the matrix A representing −S, which is

A =
∑

K

[

∑

k∈K

Ekk −
∑

ℓ /∈K

Eℓℓ

]

⊗ EKK

+
∑

K

∑

k∈K
ℓ /∈K

2[αkℓ(K)Ekℓ + (1 − αkℓ(K))Eℓk](−1)#K(k,ℓ) ⊗ EK\k∪ℓ,K .

(3.3)

Note that A is just a constant matrix here, so the full generality of (2.2) allowing de-

pendence on x and t is not used in the application to the Beurling–Ahlfors operator.

It can be seen at once that A is of a block form, with interaction only between sets

K of the same size. Fix a number r ∈ {0, 1, . . . , n}, and consider the part of A with

#K = r. As suggested in (3.3), there is in principle the freedom to choose a different

value of α for every triplet (k, ℓ, K), but I will only exploit this by making α a func-

tion of r, so the indicated dependence on (k, ℓ, K) will be dropped in the subsequent

analysis. There is a chance that a more sophisticated choice of the α’s would lead to

slightly better estimates, but I have decided not to take up this additional complica-

tion, since it seems that any possible improvement obtained this way would be quite

insignificant.

Let me mention that choosing α as a function of r is the advertised elementary

trick that allows for improvements to the estimates of Bañuelos and Lindeman [3] by

more than the factor 1
2

that one would get by merely repeating their argument with

the heat extension in place of the harmonic extension. In fact, a restricted version

of the same trick was already applied in [3], but only the three values α ∈ {0, 1
2
, 1}

were exploited, corresponding to the completely one-sided and completely symmet-

ric representations of RiR j .
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4 Block Structure of the Matrix

I will next compute the entry of A in the position (I, i; J, j), where i, j are elements

and I, J are subsets of {1, 2, . . . , n}. Whenever P is a logical statement, [P] will

designate 1 if P is true and 0 if P is false. E.g., [i ∈ I] is the same as the charac-

teristic function 1I(i), but the bracket notation is sometimes more handy to avoid

complicated trees of sub- and superscripts.

AIi, J j =
∑

K

[

∑

k∈K

δikδ jk −
∑

ℓ /∈K

δiℓδ jℓ

]

δIKδ JK

+
∑

K

∑

k∈K
ℓ /∈K

2
(

αδikδ jℓ + (1 − α)δiℓδ jk

)

(−1)#K(k,ℓ)δI,K\k∪ℓδ JK

= δI Jδi j(−1)[i /∈I] + [i ∈ J, j /∈ J, I = J \ i ∪ j] · 2α(−1)# J(i, j)

+ [i /∈ J, j ∈ J, I = J \ j ∪ i] · 2(1 − α)(−1)# J(i, j).

(4.1)

From (4.1) one sees that if a non-diagonal entry AIi, J j is non-zero, then either

i ∈ I and j ∈ J, or else i /∈ I and j /∈ J, i.e., the pairs (I, i) and ( J, j) are of the same

type in this sense, and pairs of different type belong to different blocks.

Consider first the pairs of the type i /∈ I. Let Ĩ := {i0, i1, . . . , ir} and I0 = Ĩ \ i0.

One sees that AI0,i0; J, j or A J, j;I0,i0
is non-zero only if ( J, j) = (Ik, ik) for some k =

0, 1, . . . , r, where Ik := Ĩ \ ik. Hence each (I, i) of the type i /∈ I belongs to a block

of size (r + 1) × (r + 1), corresponding to the columns and rows of the form (Ik, ik)

in the full matrix. It may be assumed that i0 < i1 < · · · < ir, whence it is easy to see

that, for s < t , Is(is, it ) = It (is, it ) = {is+1, . . . , it−1} has size t − s − 1 = |t − s| − 1.

Hence this block has −1’s on the diagonal and 2α(−1)s+t+1 in any position (t, s) away

from the diagonal, so it is equal to

(4.2)














−1 2α −2α 2α
2α −1 2α −2α · · ·
−2α 2α −1 2α
2α −2α 2α −1

...
. . .















= 2α











−1 1 −1

1 −1 1 · · ·
−1 1 −1

...
. . .











+ (2α − 1)Ir+1,

where Ir+1 is the (r+1)×(r+1) identity matrix. Let also Jr+1 stand for the (r+1)×(r+1)

matrix with all entries equal to one. It is clear that the matrix with alternating +1’s

and −1’s appearing on the right-hand side of (4.2) is similar to − Jr+1, the similarity

being realized by the diagonal matrix diag(1,−1, 1,−1, . . . ). Hence the full matrix

in (4.2) is similar to

−2α Jr+1 + (2α − 1)Ir+1 ∼ −2α diag((r + 1), 0, . . . , 0) + (2α − 1)Ir+1

= diag(−(2αr + 1), 2α − 1, . . . , 2α − 1).

Here ∼ means the similarity of matrices, and this is realized by the unitary matrix

xts = exp
(

i2πts/(r + 1)
)

/
√

r + 1, as can be easily checked. It follows that the norm
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of the block in (4.2) is

max{|2αr + 1|, |2α − 1|} = 2αr + 1,

since r ≥ 0 and α ∈ [0, 1].

It remains to treat the pairs of the type i ∈ I. Fix some Ĩ := {i1, . . . , ir−1}, where

i1 < i2 < · · · < ir−1, and let Ii := Ĩ ∪ i for some i /∈ Ĩ. Then AIi ,i; J, j or A J, j;Ii ,i is

non-zero only if J is also of the form J = Ĩ∪ j =: I j for some j /∈ Ĩ. Hence every pair

(I, i) of the type i ∈ I belongs to a block of size #Ĩc
= n − (r − 1) = n − r + 1. The

diagonal elements AIi,Ii are equal to 1. As for the signs of the non-diagonal elements,

observe that

Ii(i, j) = I j(i, j) = Ĩ(i, j) = Ĩ ∩ (min{i, j}, max{i, j}),

so the non-diagonal signs should be chosen according to the following matrix.

(4.3)

0 < j < i1 i1 < j < i2 i2 < j < i3 · · ·
0 < i < i1 + − +

i1 < i < i2 − + − · · ·
i2 < i < i3 + − +

...
...

. . .

Incidentally, this also gives the correct sign of the diagonal elements. Observe that

some of the blocks is < j < is+1 may be empty if Ĩ contains consecutive elements.

Again, a matrix with signs as in (4.3) is similar to one with plus signs everywhere, the

similarity being realized by a diagonal matrix of signs as in, say, the first line of (4.3).

So, up to similarity, the relevant block is now











1 2(1 − α) 2(1 − α)

2(1 − α) 1 2(1 − α) · · ·
2(1 − α) 2(1 − α) 1

...
. . .











= 2(1 − α) Jn−r+1 + (2α − 1)In−r+1

∼ 2(1 − α) diag(n − r + 1, 0, . . . , 0) + (2α − 1)In−r+1

= diag(2(1 − α)(n − r) + 1, 2α − 1, . . . , 2α − 1).

This has norm

max{|2(1 − α)(n − r) + 1|, |2α − 1|} = 2(1 − α)(n − r) + 1,

since r ≤ n and α ∈ [0, 1].
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5 Norm of the Matrix

The outcome of the previous section was to quantify the norm of the part of A related

to r-sets as

(5.1) max{2αr + 1, 2(1 − α)(n − r) + 1},

where the choice of α ∈ [0, 1] is still to be made. The quantity in (5.1) will be

minimized by requiring the two expressions to be equal. This yields α = 1 − r/n,

which lies in the admissible range. With this choice of α, the restricted norm on

r-sets is equal to

(5.2)
2r(n − r)

n
+ 1.

Via (2.2), this gives the first estimate in Theorem 1.1.

The norm of the full matrix A is found by taking the maximum of the block norms

(5.2). The maximum of the expression is obviously attained at r = n/2. If n is even,

this means that the blocks of highest norm are those related to n/2-sets, whereas for

n odd, the worst bound comes from the (n − 1)/2- and (n + 1)/2-sets. The result is

(n/2 + 1) if n is even, (n/2 + 1 − 1/2n) if n is odd,

which gives the second estimate in Theorem 1.1 via (2.2).

6 Asymptotics

Let the unit-sphere S
N−1 be equipped with its normalized rotation-invariant mea-

sure, which is denoted by dσ. For an arbitrary measure space Ω, p ∈ [1,∞], and

g ∈ Lp(Ω; R
N ), there holds

(6.1) ‖σ1‖Lp(SN−1)‖g‖Lp(Ω;RN ) ≤ sup
σ∈SN−1

‖σ · g‖Lp(Ω),

which is an N-dimensional analogue of Dragičević and Volbergs’s [6, Lemma 4.1].

Indeed, by the rotation invariance,

(LHS)p
=

∫

Ω

∫

SN−1

|σ1|p dσ‖g(x)‖p

RN dx =

∫

Ω

∫

SN−1

|σ · g(x)|p dx

=

∫

SN−1

∫

Ω

|σ · g(x)|p dx dσ ≤ ( RHS )p.

The most important thing about the factor ‖σ1‖Lp(SN−1) is the limiting behavior

‖σ1‖Lp(SN−1) → ‖σ1‖L∞(SN−1) = 1 as p → ∞.
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Thus (6.1) shows that the Lp norm of an R
N -valued function is almost achieved by its

pointwise projections to one-dimensional subspaces when p is large. This provides a

tool for estimating the asymptotics of the Beurling–Ahlfors operator, indeed

‖σ1‖Lp(SΛ)‖S‖L (Lp(Rn;Λ)) ≤ sup
σ∈SΛ

‖σ · S‖L (Lp(Rn;Λ),Lp(Rn)),

where SΛ h S
2n−1 is the unit-sphere of the exterior algebra Λ.

A matrix representation for σ · S is obtained from that of S; in fact, the (partial)

inner product σ · A ∈ L (R
2nn, R

n) will do, given a matrix A representing S. Here

it seems to be most convenient to use the symmetric version with all α =
1
2
. Using

(4.1), there follows

(σ · A)i, J j =
∑

I

σIAIi, J j = σ Jδi j(−1)[i /∈ J] + [i ∈ J, j /∈ J]σ J\i∪ j(−1)# J(i, j)

+ [i /∈ J, j ∈ J]σ J\ j∪i(−1)# J(i, j).

An upper bound for the norm of such a matrix is given by the ℓ2 norm of the

sequence of norms of the n×n-matrices (σ ·A)i, J j for a fixed J. Each of these subma-

trices has the form (after permutation of the indices so that all the ones in J precede

those in Jc)

(σ · A) J :=

(

σ JIr Σ J

Σ
T
J −σ JIn−r

)

,

where r = | J| and Σ J is an r × (n − r)-matrix with entries σ J\i∪ j(−1)# J(i, j).

Then

‖(σ · A) J‖2
L (Rn) = ‖(σ · A)T

J (σ · A) J‖L (Rn)

=

∥

∥

∥

(

σ2
J Ir + Σ JΣ

T
J 0

0 σ2
J In−r + Σ

T
J Σ J

)

∥

∥

∥

L (Rn)

= max{σ2
J + ‖Σ JΣ

T
J ‖L (Rr), σ

2
J + ‖ΣT

J Σ J‖L (Rn−r)}

= σ2
J + ‖Σ J‖2

L (Rn−r ,Rr) ≤ σ2
J +

∑

i∈ J
j /∈ J

σ2
J\i∪ j ,

and finally

‖σ · A‖2
L (Rn2n ,Rn) ≤

∑

J

‖(σ · A) J‖2
L (Rn) ≤

∑

J

σ2
J +

∑

J

∑

i∈ J
j /∈ J

σ2
J\i∪ j

=
∑

I

σ2
I

(

1 +
∑

i /∈I
j∈I

1
)

=
∑

I

σ2
I (1 + #I · #Ic).

The product #I · #Ic is at most (n/2)2 if n is even and (n − 1)/2 · (n + 1)/2 =

(n/2)2 − 1/4 if n is odd. This proves a norm bound for the matrices σ · A that, in

combination with (2.2), yields Proposition 1.2.
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7 On the Spectral Multipliers of the Laplacian

It is well known that many other operators besides the Beurling–Ahlfors transform

admit the representation (2.1) and may then be estimated with the help of (2.2).

The reader should have a look at the recent paper of Geiss, Montgomery-Smith, and

Saksman [8], where quite general, even homogeneous, Fourier multipliers (of which

the Beurling–Ahlfors operator is a special case) are considered, and the results include

upper as well as lower bounds for the related norms.

Here I comment briefly on the case of (2.1) when A = A(t) is a scalar-valued

function (times the identity matrix, if the reader so wishes), depending only on the

vertical variable. It is more natural in this context to work with complex scalars,

and it is worth pointing out in any case that (2.2) remains true in this setting, with

the same proof. Then, using the Fourier transform (with the normalization f̂ (ξ) =
∫

f (x)e−i2πξ·x dx),

∫ ∞

0

∫

Rn

〈A(t)∇u(x, t),∇v(x, t)〉 dx dt

=

∫ ∞

0

A(t)

∫

Rn

〈i2πξe−2π2|ξ|2t f̂ (ξ), i2πξe−2π2|ξ|2t ĝ(ξ)〉 dξ dt

=

∫

Rn

∫ ∞

0

4π2|ξ|2e−4π2|ξ|2t A(t) dt〈 f̂ (ξ), ĝ(ξ)〉 dξ

=

∫

Rn

〈a(4π2|ξ|2) f̂ (ξ), ĝ(ξ)〉 dξ =

∫

Rn

〈a(−△) f (x), g(x)〉 dx,

where

(7.1) a(λ) :=

∫ ∞

0

λA(t)e−λt dt.

Thus the operators T corresponding to such A are spectral multipliers of the

Laplacian or, equivalently, radial Fourier multipliers of the Laplace transform type,

which have been studied extensively in the literature. The estimate (2.2) gives in this

case the norm bound

(7.2) ‖a(−△)‖L (Lp(Rn;CN )) ≤ (p∗ − 1) sup
t∈(0,∞)

|A(t)|

when a and A are related by (7.1).

An interesting particular case consists of the imaginary powers (−△)is that arise

from A(t) = Γ(1 − is)−1t−is, as one readily checks from the integral representation

of Euler’s Γ function. Hence

(7.3) ‖(−△)is‖L (Lp(Rn;CN )) ≤
(p∗ − 1)

|Γ(1 − is)| .

An interesting version of the (p∗ − 1)-principle appears in the limit as s → 0:

(7.4) lim
s→0

‖(−△)is‖L (Lp(Rn;CN )) = p∗ − 1,
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where the existence of the limit is part of the statement. Indeed, the upper bound

p∗ − 1 for the corresponding lim sup is immediate from (7.3). That the lim inf has

the same lower bound is implicitly contained in the paper of Guerre-Delabrière [9],

as pointed out in [10]. In the last-mentioned paper, the upper bound 2(p∗ − 1) for

the lim sup was obtained by using the harmonic extension method.

I conclude by mentioning that all the results (7.2), (7.3), and (7.4) of this section

extend to the generality where C
N is replaced by any Banach space X with the uncon-

ditionality property of martingale differences (UMD), and p∗−1 by the complex UMD

constant βC

p,X of the space X. The number βC

p,X is defined as the smallest admissible

constant in the estimate

∥

∥

∥

N
∑

k=1

ζkdk

∥

∥

∥

Lp(Ω;X)
≤ βC

p,X

∥

∥

∥

N
∑

k=1

dk

∥

∥

∥

Lp(Ω;X)
,

which is to hold for all martingale difference sequences (dk)N
k=1 in Lp(Ω; X) (the prob-

ability space Ω and the length N also being arbitrary), and for all complex numbers

ζk on the unit circle. So in particular there holds

lim
s→0

‖(−△)is‖L (Lp(Rn;X)) = βC

p,X.

The reason for the validity of this extension is quite simply the fact that the under-

lying martingale estimates are precisely the defining property of UMD spaces. I will

not elaborate on this here, since the situation is sufficiently similar to the case of the

harmonic extension considered in [10], and the interested reader should consult that

paper for further information.
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