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Let f(t) = feitxdfx(x) be the Fourier transform of a Borel measure of finite 
total variation. The formula 

f'(t) = feitxixdp(x) 

can be justified if the integral on the right converges absolutely. For 

where 

\eizh - l l I 2 . xh\ 
= — sin < 1. 

ixh I \xh 2 

Now let h —•> 0 in both sides of this equation and use the Lebesgue dominated 
convergence theorem. 

The formula suggests a concept of "derivative" for such absolutely con
vergent Fourier transforms. Notationally it is easier to drop a factor of i. 
Define an operator H to act on f(t) by 

H-f(t) = jeitxxdfx(x) 

whenever 

J\x dfx(x)\ < «J. 

The operator H corresponds to — i times differentiation and we have the 
formula 

whenever f(t) is in the domain of H. In (2), this formula was shown to have 
interesting consequences from the point of view of the operational calculus. 

Let K(x) be a complex valued, Borel measurable function of real x. Define 
a corresponding operator K(H) on Fourier transforms 

/(*) =JV^/x(x) 

of Borel measures of finite total variation by 

K(H)-f(t) = JetttK(x)d^x) 

whenever J\K(x)dfji(x) \ < œ. 
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584 LOUIS DE BRANGES 

For example, if K{H) = H\ 

H2-f(t) =feitxx2dvL(x) 
= Jeitxx(x dii(x)) 
= H-Hf(t) 

and H2 is the double iteration of H. Similarly, if K{H) is any polynomial 
in H, the operator K(H) may be thought of as a finite linear combination 
of iterations of H. The functional notation K(H) which is so appropriate 
in these simple cases is also to be used when K(x) is only restricted to be 
Borel measurable. 

Let a > 0. The operator K(H) is said to be a-local if whenever/(/) in the 
domain of K(H) vanishes in [—a, a], 

K(H)-f(p)=0. 

The problem is to find conditions on the defining function K(x) that the 
associated operator K(H) be a-local. 

The problem here is related to the problem in (2) of finding local operators 
on Fourier transforms, and was proposed by Pollard at the same time as the 
other problem. We continue with the ideas and notation of the previous 
paper, except that Fourier transforms of not absolutely continuous measures 
are admitted in the domain of the operator. The defining function K(x) is 
assumed to have a finite value for each real x, and there are no a.e. identifi
cations. 

Recall the lemma of (2) which is the basis of our approach. 

LEMMA 1. If K{z) is an entire function of exponential type such that 

(1) ïïnTr-'loglXCr^)! < a|sin0|, 
T 

and 

(2) e~aWK(iy) {z = x + iy) 

is bounded, and if 

f(t) = fetudv(x) 

is an absolutely convergent Fourier transform in the domain of K(H) which 
vanishes in [— a, a], then for all complex z 

J t — Z 

Theorems I and II are the appropriate restatements of Theorem I of (2). 

THEOREM I. If K(z) is an entire function of exponential type satisfying (1) 
and (2), then the operator K(H) is a-local. 

THEOREM 11. If K(H) is an a-local operator on Fourier transforms and if 
K{H) has in its domain a function which vanishes in [— a, a] and does not 
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vanish identically, then K(x) is the restriction to the real axis of an entire function 
of exponential type satisfying (1) and 

riog+rai 
J \ + e (3) rrfTdt<--

The gap between Theorem I and Theorem II arising from (2) has caused 
difficulty. The hypothesis (2) cannot be entirely removed from Theorem I. 
In fact, the function K(z) = zs'maz does not define an a-local operator on 
Fourier transforms. This follows from the following uniqueness theorem. 

THEOREM III . If K(H) is a-local and if 

£ (l+nY'lKinir/a)] < « , 
—oo 

then K(x) is the restriction to the real axis of an entire function K(z) of exponential 
type satisfying (1) and 

(4) e~a^K(iy) = o(y) 
as \y\ —» » . 

Although Theorem III shows that the hypothesis (2) cannot be entirely 
removed from Theorem I, we conjecture that it can be removed if some 
hypothesis is made which keeps the modulus of K(z) from being too bumpy. 
We have been able to obtain the conclusion of Lemma 1 from a hypothesis 
of this nature. 

LEMMA 2. If K{z) is an entire function of exponential type satisfying (1) and 
(3) and 

(5) Aif ^\m\ 
dy 7T J (t — x) + y 

is bounded above in the upper half plane y > 0, and if 

f(t) =feitxdn(x) 

in the domain of K(H) vanishes in [— a,a], then for all complex z 
?K(t) - K(z) r- -^(0 = 0. 

t — z 
We have not been able to show that under the hypotheses of Lemma 2, 

the operator K{H) is a-local. The trouble lies in the following property of 
a-local operators which we have been unable to relate to any explicit descrip
tion of K(z). 

THEOREM IV. If K(z) is an entire function of exponential type such that 

(6) Hmr_1logZ(re<a) = a|sin0|, 
T 

and if the operator K(H) is a-local, and if p is a Borel measure on the real line, 
of finite total variation, such that 
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f\K(tW{t)\ < » 

and for all complex z 

J M Û * W _ o, 
then 

JK(t)dn(t) = 0. 

It is interesting to compare the hypotheses of Lemma 2 with the following 
alternative hypotheses for Levinson's theorem (Theorem II of (2)). 

THEOREM V. IfK{x) > lis a continuous function of real x such that log K(x) 
is uniformly continuous and 

m fog K (*) 
(7) J T+7~ 

dx = co. 

then there is no non-zero Borel measure JJ, such that 

J\K(x)dfi(x)\ < oo, and Jeitxdfji(x) 

vanishes in an interval. 

Proof of Theorem I. Let f(t) = Jeitxdfi(x) be in the domain of K(H) and 
vanish in [— a, a]. By Lemma 1, 

jK(t)M^jtK{t\z:mMt) 

= $tm\Zf{z) Mt) 

= $m) ~ fl^z)e~iat Mt). 
Since 

0 = JVta,dM(0 = Jte~^ZZe~ia,Mt), 

JK(tW(t) = j g <"™ Z fK{z) te-tatd»{t). 

Let z = iy where y —» + °°. By the Lebesgue dominated convergence theorem, 

$(t - z)-1 eiatK{t)te-iatdyL{.t)-^Q 

j(t -z)-He-ia'dix{t)-*0 

and since by (2) eiazK{£) remains bounded in the limit, 

K(H)-f(0) = $K(t)dv(t) = 0. q.e.d. 

Proof of Theorem II. By hypothesis there is a function 
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in the domain of K(H) which vanishes in [— a, a] and does not vanish 
identically. Write 

/i(/) = JV t t5i(*)d/i(*) 

where M is a non-negative Borel measure and Bi(x) is a Borel measurable 
function of absolute value 1. The hypothesis tha t / i ( / ) vanishes in [— a, a] 
implies that the closed span in L1^) of the functions eitx, — a < t < a, is 
not all of L1^). Since f\(t) is in the domain of K(H), K(x) is in Ll(n). The 
hypothesis that K(H) is a-local implies that for every Borel measurable 
function B{x) which is essentially bounded with respect to /x, such that 
JeitxB(x)dfx(x) = 0 for - a < t < a, we have JK(x)B(x)dfx(x) = 0. Since 
every continuous linear functional on Ll(ix) is defined by a Borel measurable 
function which is essentially bounded with respect to /*, it follows by the 
Hahn-Banach theorem that K(x) lies in the closed span in Ll(ix) of the 
functions eitx, — a < / < a. Let 

M(z) = sup|Z,(s)| 

where L(z) ranges in the finite linear combinations of the functions eitz where 
— a < t < a. Since L{z) = (Jd/j,)*1 appears in the supremum, M(z) > (Jdju)"1. 
Since the closed span of the functions eitx, — a < t < a, is not all of Ll(ix), 
it follows as in the proof of necessity of Theorem I of (2) that 

0» P^f'x* 
and 

(9) log M{x + iy)< a\y\ + * J ^ ^ y> dt (y * 0) 

and that K(x) is equal a.e. with respect to /x to the restriction to the real 
axis of a unique entire function F(z) such that for all complex z 

(10) F(z) < M(z)!\K(t)\dn(t). 

Let /x; be any non-negative Borel measure of finite total variation such 
that M < \x and f\K(t)\dn'(t) < » , and let M'{z) be the corresponding 
majorant for AI'. Since for any Borel function L(t), 

f\L(t)\dn(t)<f\L(t)W(t), 

we have for all complex z, 

M'(z) < M(z). 

Therefore, the closed span in Ll(ixr) of the functions, eitx — a < t < a, is 
not all of Ll(ix') and K(x) is equal a.e. with respect to \i' to the restriction 
to the real axis of the entire function F(z), and for all complex z 

F(z) < M'{z)S\K{t)W{t). 
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By the arbitrariness in the choice of // , K(x) = F(x) for all real x. (1) and 
(3) now follow from (8), (9), and (10), q.e.d. 

Proof of Theorem III. Let x\ and x2 be any two distinct real numbers, 
neither of which is an integral multiple of ir/a. Let JJL be the measure which 
has mass (sin ax2)~

l at x2f mass — (sin axi)~l at Xi, and for integral n has 
mass 

( — l)n (ax2 — axi) 
(ax2 — mr)(axi — nit) 

at TIT/a. It is easy to verify that J[djii(x)| < oo and feitxdfx(x) = 0 for 
— a < t < a. (Use the Fourier series for eitx in — a < t < a: 

eitx ~ S ( - l)n(ax - mr)-1 sin ax e^f/a.) 

Let i£(x) satisfy the hypotheses of the theorem. They imply that J\K(t)d/jL(t)\ 
< oo. Since the operator K(H) is a-local, JK(x)dn(x) = 0. Equivalently, 

K(x2) __ K(xi) _ Y* ( —l)w (axi — ax2) K(nir/a) 
sin ax2 sin axi ^ (ax2 — nir)(axi — rnr) 

Define K(z) for complex z in the unique way such that the same formula 
holds with xi and x2 replaced by complex variables z\ and z2. Obvious estimates 
from this formula show that K(z) is an entire function of exponential type 
satisfying (1) and (4). (A similar formula is discussed in (1, pp. 220-1.) 

Proof of Lemma 2. Let/(£) satisfy the hypotheses of the lemma and let 

ai) m - J^r^MD. 
As in the proof in (2) of Lemma 1, L{z) is an entire function of minimal 
exponential type. Define 

logS(x) = log+ |#(*) | 

KSO + W - ^ J V ^ P * <y"» 
The convergence follows from (3) and by (5) 

(12) S(x + iy) < ecWS{x). 

Let the real number t be held fixed and consider 

K(t) - K{z) 
t - z 

as a function of complex z. Then 

Kit) ~K{z) 
t - z 

<\y\-1(\K{t)\ + \K{z)\) 

where by Boas (1, p. 93), 

\K(z)\ < 5(«)««"i. 
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Since S(t), S(z) > 1, we have 

K(t) - K(z) 
t - z 

<2\y\-1S(t)S(z)é a\v\ 

Since 

K(t) - K(z) 
t - z 

has the same growth properties as K(z), the same reference to Boas shows that 

K(t) - K(x) 
t — x 

< 4e(c + a)S(t)S(x) 

\L(x)\ <4«(c + o)S(«)US/ill 

<2\y\-1 S(t)S(x + 2iy)eiaM 

<2\y\-1e2ic+a)MS(t)S(x) 

by (12). Choosing y = (2c + 2a) - 1 , we have 

(13) \K(t)-K(xh 

and hence by (11) 
(14) 

where 

HSMII = JS(0|<fc(0| < »• 

We claim that for n = 1, 2, 3, . . . 

(15) |L(*)|» < [4e(c + a)\\SMfS(x) 

and hence (by the Boas reference) 

(16) |£(*) |»<[4 e (c + a)||5/.||]"5(«). 

We prove the inequality (15) by induction on n, starting with (14) when 
n = 1. Suppose that for some n, (15) holds, and we will prove the corre
sponding inequality with n replaced by n + 1. Since Liz) has minimal ex
ponential type, so has Ln(z), and by (15), J\Ln(t)dn(t)\ < oo. By Lemma 1, 

for all complex z. Therefore, 

Zn+i (2 ) = CL\z)K{t)-K{z)Ln{z) 

S 
t - z 

Ln(z)K(t) -K(z)Ln(t) 
t - z 

dixit) 

dn(t). 

By (16), 

\L"+i(z)\ < \y\->[\L»(z)\j\KWn{t)\ + \K(z)\f\L*{t)d»(t)\] 

< 2\y\~l[±e(c + a)\\Sn\\r S(z)e^\\S^\\. 
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The conclusion 

Ln+1(x) < [4e(c + a)||5M!|]n+15(x) 

now follows in the same way we established (13). This completes the inductive 
step. 

Since in (16), n is arbitrary, for all complex z, 

\L{z)\ < 4 e ( c + a)||S/i||. 

By Liouville's theorem, L(z) = L is a constant. 
Consider various cases depending on the number and location of the zeros 

of K(z). Discard the case that K(z) has only a finite number of zeros, for it 
follows by Lemma 1. In this case, K(z) = P(z)eihz for some polynomial 
P(z) and — a < h < a. If \h\ < a, Lemma 1 can be used directly. For the 
limiting cases, let h —* a or — a and use dominated convergence. 

If K(z) admits an infinite sequence of zeros zn = xn + iyn such that 
\zn\ —> oo and yn is bounded away from 0, then 

J t — zn 
L = lim 

by dominated convergence. 
We are left with the case that K(z) admits an infinite set of zeros, but all 

so close to the real axis that the last argument does not apply. Let h > 0. 
By (12), K(t + ih) is dominated on the real axis by S(t) and the above 
argument with K{z) replaced by K{z -\- ih) shows that 

lK(t + ih) -K(z + ih) 

s-- -dM(0 
t — z 

is a constant, independent of z. Since K(z + ih) has an infinite set of zeros 
at a positive distance from the real axis, the constant is 0. On letting h —» 0 
and using (12), we have by the Lebesgue dominated convergence theorem, 

'K(t)-K(z) 

s- t — Z 

Proof of Theorem IV. Let K and \x be as in the hypotheses of the theorem, 
and let 0 < h < a be held fixed. As in the proof of Lemma 1, 

T L{z) = J~—r-<//*(*) 

is an entire function of exponential type. By the hypotheses on K(z), 

K(z)L(z) = J -j—^ dn(t) 

'K(z)eiht - eih!K(t) 

-s t — z 

and hence 

\K(z)L(z)\ < \y\-l(\K(z)\ + ^ ) I | M I 
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where \\fx\\ = f\dfx\ < <». The hypothesis (6) now implies that 

\îmr-l\og\K{re6)L{rei(J)\ < a|sinfl|. 
T 

By applying the theorem (1, p. 116) on the effective asymptotic behaviour 
of these functions and using (6), we see that L(z) has minimal exponential 
type. The theorem is applicable since L{z) is bounded on a line 

\L(z)\ < 2 I 3 / | - 1 I | M | | 

and K{z) is the ratio of two functions bounded and analytic in a half plane. 
By (1, p. 83), the entire function L(z), being of minimal exponential type 
and bounded on a line, is a constant. By dominated convergence 

J
iht — hy 

—< ?—dn(t) = 0. 
t - iy 

Again by dominated convergence, 

f e " % ( 0 = Mm -iy (-^—r-d»(t) 
J î/^+œ J t — iy 

J -hy 
— d\x (t) 

. - ,_ t-iy v*+œ J i - iy 

= 0. 

A similar argument shows that 

f(h) = fe^'d^t) 

vanishes when — a < h < 0. By the continuity of the Fourier transforms, 
this function vanishes in — a < h < a. Since the operator K(H) is a-local, 

jK(t)dfx(t) =K(H).f(0) = 0 . 

Proof of Theorem V. Let a > 0 and let T(x) = Ta(x) = sup \L(x)\ where 
L(z) ranges in the entire functions of exponential type, satisfying (1) and 
(2), and such that for all real x, \L(x)\ < K{x). By the proof of Theorem II 
of (2), the conclusion of the theorem follows if we can show that 

(17) jf^*--
(for every a > 0). By the uniform continuity of logK(x), there is some 
€ > 0 such that 

|logi£(xi) -logK(x2)\ < e 

whenever I X2 &i I < IT/2a. Let the real number x0 be held fixed. For every 
positive integer n, 

logK(x) > logi£(x0) — ne 

whenever \x — x0\ < mr/2a, and we will use this estimate with n so chosen 
that 
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n(log7r/2+ e) <logK(x0) 

(if such an n exists). For then the function 

_ 7rn . a(x — xp) L(x) = 7T1 ^sin 
L2a(x — xo) n 

is an entire function of exponential type, satisfying (1) and (2), and when 
\x — Xo\ < nir/2a, 

log \L(x)\ <n log TT/2 < log X(a) 

and when \x — XQ\ > nr/2a, 

log\L(x)\ < 0 < logK(x). 

So L(x) is one of the test functions in the definition of T(x). Since 

logL(xo) = n log 7r/2, 

we have 

log T(x0) > n log 7r/2 

whenever 

n(log7r/2 + e) <\ogK(x0). 

So, for all real x, 

log T(x) > i 0 g ° ^ / 2 / + e
1 ° g J i : W " lQg ^ / 2 -

The hypothesis (7) now implies (17). 
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