
PRODUCTS OF ZERO-ONE MATRICES 

JOHN B. KELLY 

1. Introduction. Let P be a finite set with p objects oh j = 1, 2, . . . , p, 
and let {S*}, i = 1, 2, . . . , n, be a family of w subsets of P. The incidence 
matrix A = (a^) for the family {5^ is defined by the rules: atj = 1 if o,, 6 S* 
and an = 0 if Oj $ St. Then, if AAT = B = (btj) (where AT denotes the 
transpose of -4), it is easy to see that btj = \Si P\ Sj\, i = 1, . . . , w, j = 1, 
. . . , n, so that the elements of B are integers with bit > btj > 0. 

Conversely, if an n X w symmetric matrix B with non-negative integral 
elements is given, one may ask whether there exists a zero-one matrix, A, 
such that B = AAT. In combinatorial terms, this is tantamount to asking 
whether the intersection pattern presented by B is realizable for some family 
of subsets of a suitable finite set. Let us say that B is realizable if this is so. 
Evidently, a necessary condition for realizability is that bu >̂ bij > 0 for 
i = 1, . . . , fi, j = 1, . . . , n, but, as we shall show, this condition is not 
sufficient if n > 2. 

If B is realizable, one may seek to determine the smallest value of p for 
which there exists an n X p zero-one matrix A with A AT = B. (Clearly, if 
q > p, there exists an n X q matrix À with ÂÂT = B\ Â may be obtained 
by adjoining q — p columns of zeros to ^4.) We call this minimum value of 
p the content of B and represent it by C(B). Combinatorially, the content 
of B is simply the number of objects in the smallest possible set that contains 
a family of subsets with the intersection pattern presented by B. 

The principal aims of this paper are the determination of necessary and 
sufficient conditions for realizability of a given matrix and the acquisition 
of formulas for the content of a given realizable matrix. These problems are 
completely solved for n < 4, the case n = 4 presenting by far the greatest 
difficulty. We also obtain partial results for (k, X) matrices, i.e. matrices of 
the form (k — \)In + \Jn> where k and X are non-negative integers with 
k > X, In is the n X n identity matrix and Jn is the n X n matrix all of 
whose elements are 1. As an application, we prove anew Qvist's theorem (8) 
stating that a finite projective plane of odd order N cannot contain an 
(N + 2)-arc, i.e. a set of N + 2 points no three of which are collinear. 

Section 2 contains some elementary remarks about realizability and con
tent. In § 3 we transform the realizability problem into a problem in linear 
diophantine analysis. An independent set of necessary conditions is obtained. 
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In § 4, the core of the paper, the problem of the calculation of the content of 
a matrix is transformed into a problem in integral linear programming. Con
sideration of the dual problem leads one immediately to an examination of 
the n X n matrices all of whose principal submatrices have element sums 
< 1 . These matrices form a convex subset of the ^2-dimensional vector space 
over the reals; the extreme points, or vertices, of this set are then a natural 
object of study. Their determination for n < 4 opens the way for the solution 
of the realizability and content problems for n < 4 in § 5. The length of this 
section is due to the fact that we are dealing with an integral, rather than real, 
linear programming problem. In § 6, we find extreme matrices for n > 4 with 
the same type of symmetry as the (k, X) matrices. The content of some (k, X) 
matrices is computed and the afore-mentioned application is made. In § 7 a 
connection is made with the Hasse-Minkowski theory of congruence of 
matrices (or quadratic forms), while in § 8 analogues of the concepts of realiz
ability and content are discussed for non-symmetric matrices. In particular, 
it is shown that every non-negative integral matrix is the product of two 
zero-one matrices. 

In (6), Hall discusses intersection patterns. He assumes that one knows 
only whether the sets St C\ Sj are empty or non-empty so that the available 
information can be conveyed by a zero-one matrix. He treats problems of 
content for this situation. Goodman (5) assumes that the actual objects in 
Si P\ Sj are given for i 9e j and answers the realizability and content questions 
that arise. In a sense, then, the problems treated in the present paper are 
intermediate between those discussed by Hall and by Goodman. Long ago 
Boole (1) was concerned with intersection patterns and related combinatorial 
problems. The concepts of realizability and content are implicit in his work. 
However, he made no use of matrices. He was aware of the importance of 
the quantities xT (cf. § 3) which play an essential role in the present investi
gation. 

2. Elementary properties. 

THEOREM 2.1. If B\ and B2 are realizable matrices of order n, then B\ + B2 

is realizable and C(Bi + B2) < C(Bi) + C(B2). 

Proof. Let B\ = A\A\T and B2 = A2A2
T

1 where A\ has n rows and pi 
columns and A2 has n rows and p2 columns. Let A be the matrix with n rows 
and pi + p2 columns obtained by placing A2 to the right of A\, Then 
Bi + B2 = AAT so that Bi + B2 is realizable. Moreover, if Ai and A2 are 
chosen so that pi — C(Bi) and p2 = C(B2), our construction implies that 
C(Bi + B2) < C(Bi) + C{B2). 

COROLLARY 2.1. If B is realizable and m is a non-negative integer, then mB 
is realizable and C(mB) < mC(B). 
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2 1 1 1 1 
1 2 1 1 1 
1 1 2 1 1 
1 1 1 2 0 
1 1 1 0 2 

The converse of the first part of Corollary (2.1) is false. The matrix 

B0 = 

is not realizable. This may be seen by a straightforward combinatorial argu
ment in which one considers the various (and not very numerous) possibilities 
for the sets Sj, j = 1, 2, 3, 4, 5. On the other hand, 2B0 is realizable, as one 
sees by taking Si = {oh o2, oz, 04}, S2 = {01, o2, 05, 06}, S3 = {03, 04, 05, 0e}, 
S4 = {01, 03, 05, 07}, S5 = {02, 04, 06, 0s}. Each of these sets has four objects 
and any two have two objects in common except for S4 and S5 which are 
disjoint. 

I t will follow from Theorems 5.1-5.4 that the realizability of mB implies 
that of B when n < 4. In § 7, we give an example of a matrix B for which 
C(2B) < C(B). 

Evidently In = In In
T is realizable. Moreover C(In) = n, since in this case 

the sets Sj, j = 1, 2, . . . , n, must each have one object and no two have any 
object in common. Jn is realizable since Jn = Jn\ Jn\

T where Jn\ is an n X 1 
matrix consisting entirely of ones. This representation shows that C{Jn) = 1. 
Theorem 2.1 now implies 

COROLLARY 2.2. If B is an n X n (k,\) matrix, B is realizable and 

C(B) < nk - (n - 1)A. 

It is obvious that rows and columns of zeros may be removed from a matrix 
without altering its realizability or content. Also, if two rows (and hence 
two columns), are identical, one of the rows may be removed without altering 
either realizability or content. If B is a principal submatrix of the realizable 
matrix B, then clearly B is realizable and C(B) < C(B). Every proper prin
cipal submatrix of B0 is realizable even though BQ is not. 

From the equation B = AAT we deduce that C(B) > rank B and that if 
C(B) = n, then deti3 is an integral square. Another obvious lower bound 
for C(B) is fj>(B), where n(B) denotes the largest element of B. Furthermore, 
if B has d distinct rows, then, since the set P has 2P distinct subsets, we have 
2P > d so that C(B) > log2d. 

An upper bound for C(B) is given by 

trJ5 =YJbii 
i=i 

For the set St has bu elements; hence P need not have more than X)l = i ^a 
elements. Clearly C(B) = tr B if and only if B is diagonal. 
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3. Necessary conditions for realizability. Let us suppose that B, and 
hence the intersection pattern presented by B, is realizable, so that 

bij = \Si C\ Sj\, i,j = 1, 2, . . . , », 

for some family {Si} of subsets of a finite set P . Let œn — {1, 2, 3, . . . , n] 
and let r C ww. Let xT denote the number of elements of P belonging to pre
cisely those sets St for which i 6 r. Thus 

xT = \r\tsTSir\ n^rS^i 
where >Sy is the complement of 5 ; in P . I t is easy to see that 

(3.1) H{iJ}ÇrXT = btj, t,j = 1, 2, . . . , «. 

Since 5 is symmetric, the system (3.1) consists of ( J independent 

equations in 2n — 1 unknowns (we can assume r non-empty). I t is immediate 
that B is realizable only if the system has a solution in non-negative integers. 
Moreover, if non-negative integers xT are given satisfying (3.1), sets Si with 
|5* P\ S^| = bi:i may readily be constructed from the definitions of xT. Hence 
the solvability of (3.1) in non-negative integers is also a sufficient condition 
for the realizability of B. 

Suppose that a and p are a pair of subsets of œn. Define the function fap(B) 
by 

(3.2) f.,(B) = E *«+ I bu ~ Z &«• 
i < j i<j i£<r 

{i,j}<=-<r {i,j}CP j£p 

We prove: 
THEOREM 3.1. If B is realizable, then f<rP(B) > 0 for all pairs (a, p) of sub

sets Of 0)n. 

Proof. The theorem will be established if we show that when equations 
(3.1) are inserted into (3.2) the coefficient of xT will be non-negative, for all 
subsets, r, of œn. Let aT(T be equal to the number of unordered pairs of (possibly 
equal) elements in both r and a. Let /3Tp be the number of unordered pairs of 
unequal elements in both r and p. Let yT<Tp be the number of ordered pairs of 
elements (i, j) where i is in r and a and j is in r and p. Then it follows from 
(3.1) and (3.2) that the coefficient of xT, when (3.1) is substituted in (3.2), 
will be aT<T + @Tp — yT<rp. 

Let \r H a\ = u, \T P\ p\ = v. Then a7a = %(u2 + u), /3Tp = \(v2 — v), 
7T*P = uv so that 

CLTV + $rP — y rep = h[(u — v + l){u — v)]. 

The quadratic function z(z + 1) is non-negative for integral z. Hence, setting 
z = u — v, we find that ara + fiTp — yT<rP > 0. 

We shall see in § 5 that the converse of Theorem 3.1 is true if n < 4. How
ever, if n > 4, the converse is false. The 5X5 matrix BQ mentioned in § 2 
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is not realizable but must satisfy all inequalities of the form fffp(B0) > 0 
since these are linear homogeneous inequalities satisfied by the elements of 
the realizable matrix 250 . We conjecture that if fffp(B) > 0 for all pairs of 
subsets (aj p) of con, then the system (3.1) has a non-negative (but not neces
sarily integral) solution, but we have been unable to prove this. 

For further reference we list some of the inequalities fap{B) > 0 for 
2 < n < 4: 

(3.3) a = 0, p = {1, 2}, fap(B) = b12 > 0; 

(3.4) a = {1}, p = {2}, / „ ( B ) = on - b12 > 0; 

(3.5) a = {1}, p = {2, 3}, fffp(B) = 6n + è23 - 612 - 6i, > 0; 

(3.6) <r = {1}, p = {2,3,4}, 

jkpCB) = bu + 623 + 624 + 634 - &12 - 613 - 614 > 0; 

(3.7) (7= {1,2}, P = {3,4}, 

fap{B) = &il + 612 + &22 + 634 — 6l3 — &14 — 623 — &24 > 0 . 

11 is easy to show that if a P\ p = v and o-' = a — v, p' = p — v, then 
faP(B) = fe>p>(B) so that we can assume that a H p ^ 0, In this case the 
general form of fffp(B) is determined by |cr| and |p|. Let us say that the in
equalities faP(B) > 0 and f<T*p*{B) > 0 are of the same type if <r C\ p = 0, 
c* Pi p* = 0, IcrI = |(T*|, and \p\ = |p*|. Then if n = 4, there are 6 inequalities 
of type (3.3), 12 of type (3.4), 12 of type (3.5), 4 of type (3.6), and 6 of 
type (3.7), 40 in all. 

4. Extreme matrices. In the notation of § 3, we have 

(4.1) \P\ >ZrÇ*„XT. 

The reason we do not have equality is that some objects in P may not belong 
to any of the sets St. (Equality could be restored if we were to allow r to be 
empty.) If \P\ = C(B), then clearly equality holds in (4.1). Hence the problem 
of determining the content of the realizable matrix B may be regarded as a 
problem in integral linear programming; that is, we are to find integers xT 

such that 

(4.2) xT > 0, 

(4.3) J^{i,j}SrXT = bijt i = 1, 2, . . . , » , ,/ = l , 2 , . . . , » f 

(4.4) SrÇwn xT is a minimum. 

The minimum of J^T xT, referred^to as the value of the programming problem, 
is in this case equal to C(B). 
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We shall make some general remarks about real linear programming. The 
canonical linear programming problem may be put in the following form. 

We are to find a (real) column vector x such that 

(4.5) x > 0, 

(4.6) Dx = b, 

(4.7) ex is a minimum. 

Here x and b are column vectors, c is a row vector and D a matrix, the dimen
sions of x, b, c, and D being compatible for multiplication. (According to the 
usual convention, z > w means that each component of z exceeds the corre
sponding component of w.) The problem dual to (4.5)-(4.7) is that of finding 
a row vector y (not necessarily non-negative) such that 

(4.8) yD < c, 

(4.9) yb is a maximum. 

If x is any vector satisfying (4.5) and (4.6) and y is any vector satisfying 
(4.8), then 

(4.10) yb = y(Dx) = (yD)x < ex. 

Thus the maximum of yb does not exceed the minimum of ex. According to 
the fundamental theorem of linear programming, if both (4.5)-(4.6) and 
(4.8) have solutions (are "feasible"), the problem (4.5)-(4.7) and its dual 
(4.8)-(4.9) have solutions and max yb = min ex; that is, the two program
ming problems have the same value. 

In order to formulate the problem dual to (4.2)-(4.4) we first order the set 
of non-empty subsets of con in an arbitrary manner. The column vector x 
with 2n — 1 elements will have xT lying above xa if r precedes a in this order
ing. In the same way, we order the n2 pairs (i,j), i = 1, 2, . . . , ntj = 1, . . . , n, 
arbitrarily and construct the column vector b from the matrix B. The matrix 
D will have n2 rows and 2n — 1 columns. Let the columns of D be indexed 
by the subsets of ww, ordered as above, and let the rows of D be indexed 
by the pairs (i, j) ordered as above. Then the element dT>ij of D is 1 if 
{h j) ^ T and is zero otherwise. (In this case, because of the symmetry of 
B, the system (4.6) of n2 equations in 2n — 1 unknowns contains only 
(n _i_ A 
( J independent equations.) We introduce a row vector y with n2 

elements ytj indexed by the pairs (i,j) ordered as above and associate with 
y an n X n symmetric matrix Y = (y^). In terms of the matrix Y it is 
now easy to describe the constraint (4.8) of the dual problem. 

The row vector c consists of 2n — 1 ones. Inequality (4.8) is £ T dT,ijyij < 1, 
which, because of the definition of dT)ijJ is 

(4.11) 12a,j}<=ryij < 1, for all r Ç o)n. 
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Let YT be the principal submatrix of Y consisting of those elements ytj 

such that {i,j} C T. Then (4.11) says that the sum of the elements in YT 

does not exceed 1. We shall call a symmetric matrix Y all of whose principal 
submatrices have this property admissible. Let Y-B = yb. Y-B may be re
garded as the ' 'scalar product" of the matrices Y and B. Then the problem 
dual to (4.2)-(4.4) is that of maximizing Y-B as Y runs over the set g)w 

of admissible matrices of order n. I t is clear from (4.10) that if Y is admissible 
and B is realizable 

(4.12) C(B) > Y-B, 

The inequalities (4.2)-(4.3) have solutions if B is realizable. Since admissible 
matrices obviously exist, the dual problem is also feasible. Hence, by the 
fundamental theorem, the minimum value of Y1TXT subject to (4.2) and 
(4.3) (where we do not demand that the numbers xT be integral) is equal 
to the maximum value of Y-B for Y £ tyn. 

tyn is a convex subset of the ( J-dimensional vector space of real 

symmetric n X n matrices. The maximum value of Y-B will be attained at 
one of the vertices or extreme points of §)n. At these extreme points, which 

* n + 
2 

of ( ;t •) of the inequalities (4.11) 

' ) 

we call extreme matrices, some set 
become independent equalities. 

Let (&n be the set of extreme points of §)w. Then the value of the real linear 
programming problem (4.2)-(4.4) is the maximum of E-B for E Ç (£n. The 
value of the integral linear programming problem (4.2)-(4.4) may, of course, 
exceed the value of the real linear programming problem so that C(B) > 
max E-B. , 

Extreme matrices may be found by considering all possible sets of ( 

equalities in (4.10) and solving the resulting systems of linear equations. 
Naturally, this process does not always produce an admissible matrix. By 
taking advantage of the symmetry of the problem, one may reduce the num
ber of systems to be solved. We say that two extreme matrices are of the 
same class if each may be obtained from the other by permuting rows and 
columns. We list below representatives of each class for n < 4. With each 
matrix of a given class we have indicated the number of matrices in the 
class. We order the classes in <gw arbitrarily and denote by &nm the rath class 
in @„: 

(4.13) 

(4.14) 

1 g n : [ l ] , l 

2 <g -: [-1 
(4.15) n = 3 <gM: 

1 
2 

T-H
 

1_ 

1 
2 

1 
2 

1 1 
2 

1 
2 1_ 

i - i - I 1 , i @3 
" 2 

0 

\ o 
1 0 
0 0 

,3 
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(4.16) n = 4 

<g«: 1 1 
2 

1 1 
2 2 

1 
2 1 1 1 

2 2 
1 
2 

1 
2 i - i 

1 
2 

1 
2 - 4 i 

@ 4 3 : 1 1 
2 0 0" , 6 

i 
2 1 0 0 
0 0 0 0 
0 0 0 0_ 

®46: 
2 
3 

1 
6 

1 1 
6 6 

1 
6 

2 
3 

1 1 
6 6 

1 
6 

1 
6 

2 1 
3 6 

1 
6 

1 
6 

1 
6 

2 
3 

, 1 (§4 

1 -

0 0 

\ o 
\ o 
1 0 
0 0 

,4 

1 -
1 -

- 2 

,4 

, 1 

Note that there is 1 extreme matrix of order 1, 1 of order 2, and that there 
are 4 of order 3 and 16 of order 4. Further calculation will doubtless yield 
more insight into the structure of (§B when n > 4. An obvious conjecture is 
that |<g„| = 4"-2 if n > 1. 

I t is easy to see that the n X n matrix with ones on the principal diagonal 
and —§ elsewhere is admissible and, in fact, extreme. Application of (4.12) 
gives, for arbitrary realizable matrices B, 

(4.17) C(B)>Y,bu-T,btj. 
i=l i<j 

THEOREM 4.1. If B is an integral symmetric matrix with non-negative elements 
btj such that 

bu > X) btj, for i = 1, 2, . . . , n, 
39e i 

then B is realizable and 

c(B) = jr bti - £ biS. 
i=l i<j 

Proof. An integral solution of the system (3.1) is 

%{i} = bu ~~ 2-jj9*ibij> i — 1> 2, . . . , n, 
x{itj) = bij} 1 < i < j < n. 

xT = 0, otherwise. 

The hypothesis implies that this is a non-negative solution, so that B is 
realizable. Moreover, 

so that 

S XT = 2 bu — 2]T bij + X) btj = ̂ 2bu — S btj 
T i=l i<j i<j i=l i<j 

C(B)<E*«-E»«-
1=1 i<j 
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But (4.17) implies that 

C(B) = £ btt - E *«. 
2=1 i<j 

COROLLARY 4.1. If btj, 1 < i <j < n, are given non-negative integers, the 
intersection pattern btj = \St H Sj\ is realizable. 

Proof. We may choose integers bti such that 6** > l^j^i^ij 
for i = 1. 

2, . . . , n. The corollary follows immediately from Theorem 4.1. 

5. Realizability and content for n < 4. 

THEOREM 5.1. Let B = [on]. Then B is realizable if and only if bu is a non-
negative integer. C(B) = bn. 

Proof. The necessity of the realizability condition is obvious. The remainder 
of the theorem follows from Theorem 4.1. 

THEOREM 5.2. Let B be an integral symmetric matrix of order 2. Then B is 
realizable if and only if the three inequalities of types (3.3) and (3.4) are satis
fied. If B is realizable, C{B) = bn + b22 — bu. 

Proof. Necessity follows from Theorem 3.1. The remainder of the theorem 
follows from Theorem 4.1. 

Now let B be a matrix of order 3. Let M(B) = maxE-B for E G ©3, so 
that M(B) is the largest of four numbers. We have 

THEOREM 5.3. Let B be an integral symmetric matrix of order 3. Then B is 
realizable if and only if the 12 inequalities of types (3.3), (3.4), and (3.5) are 
satisfied. If B is realizable, C(B) = M(B). 

Proof. The necessity of the realizability conditions follows from Theorem 
3.1. We shall establish their sufficiency and show that C{B) = M(B) simul
taneously. 

Suppose first that M(B) = E-B where E Ç (g3i. Then the condition that 
E>B > E'-B where E' Ç g32 gives 

frll > ^12 + 6l3, 
(5.1) b22 > b12 + 623, 

&33 !> &13 + &23« 

It follows from Theorem 4.1 that B is realizable and that 

C(B) = bu + b22 + &33 - bi2 - blz - b2* = M(B). 

Now let M(B) = E-B, where E Ç S32. Because of the symmetry in the 
hypotheses and conclusions of Theorem (5.3) we may assume that 

(5.2) E = 
1 - \ 0" 
1 
2 1 0 
0 0 0 
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Then the condition E-B > Ef -B where E' £ @3i gives 

(5.3) bu + &23 > bzz 

while the condition that E-B > E"-B where E" G 632, E " ^ £ , gives 

(5.4) bu + &23 > b12 + &33, 
^22 + bu > &12 + &33-

The system (3.1) consists, when n = 3, of three equations similar to 

#1 + #12 + #13 + #123 = 6ll 

and of three equations similar to 

#12 + #123 = ^ 1 2 . 

These six equations in seven unknowns have the particular integral solution 

#1 = bn + 623 — bu — Ô33, 

#2 = 622 + bu — bu — 63 3 , 

#3 = 0, 

(5 .5) #12 = 6l2 + &33 — 6l3 — ^23, 

#13 = &33 — &23> 

#23 = ^33 — biz> 

#123 = &13 + &23 — &33-

Now #1 > 0 and #2 > 0 because of (5.4), # i2 > 0 because of (3.5) (after a 
permutation of subscripts), xu > 0 and #23 > 0 because of (3.4) (after a 
permutation of subscripts), and #123 > 0 because of (5.3). (Henceforth, when 
referring to inequalities of types (3.3)-(3.7) we shall omit the remark "after 
a permutation of subscripts" in cases where it clearly applies.) I t follows 
that B is realizable. Moreover, we have, from (5.5), that 

E r ^ r = bn + &22 — 612 = E-B. 

Hence C(B) < E-B. But C(B) > E-B from (4.12). Hence C(B) = E-B = 
M(B) when E G @32. Thus Theorem (5.3) is proved. 

We introduce the symbol (s) to denote the smallest integer greater than or 
equal to the real number s. Suppose now that B is an integral matrix of 
order 4. Let M{B) = max (E-B), for E 6 g4, so that M(B) is the largest 
of 16 numbers. (Evidently the symbol ( ) is required only when E Ç (S45.) 

THEOREM 5.4. Let B be an integral symmetric matrix of order 4. Then B is 
realizable if and only if the 40 inequalities of types (3.3), (3.4), (3.5), (3.6), 
and (3.7) are satisfied. If B is realizable, C(B) = M(B) unless B = J4 + J±-
In this case M(h + J*) = 4 but C(74 + J A) = 5. 
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Proof. The method of proof is essentially that of Theorem 5.3. However, 
the details are more cumbersome and a somewhat different type of argument 
is required to handle matters when E (j @45. 

As before, the necessity of the readability conditions follows from Theorem 
3.1. Also, if B is realizable, then C(B) > M{B) by (4.12). Hence we need 
only establish the sufficiency of the realizability conditions and the inequality 
C{B) < MÇB) for B ^ h + J,. 

When n — 4 the system of equations (3.1) consists of four equations of 
the form 

(5 .6) #1 + #12 + #13 + XU + #123 + #124 + #134 + #1234 = &11 

and of six equations of the form 

(5 .7) #12 + #123 + #124 + #1234 = &12-

We shall refer to the entire system of 10 equations in 15 unknowns as system 
A. Our task will be to show that if the inequalities (3.3)-(3.7) are satisfied, 
system A has a non-negative integral solution with YlrXT = M(B). 

If M(B) = E-B where E Ç @4i, the argument is the same as for the corre
sponding case when n = 3. 

To treat the case M(B) = E-B where E G (§42 we need the following 
lemmas: 

LEMMA 5.1. The system of m inequalities and one equation 

cti < Zi < pu i = 1, 2, . . . , m, 
m 

E *i = 7, 
t=i 

where aif fiu
 and 7 ar^ integers, has an integral solution if and only if 

di < Pi, i = 1, 2, . . . , m, 
and 

m m 

E ai < y < ] T pim 
i=l t = l 

Proof. The necessity is obvious. We establish the sufficiency by induction. 
The lemma is clear for m = 1. There is no loss in generality in assuming that 
Pm ~ am is minimal. We assert, that there exists a number 0 in [am, pm] such 
that 7 — 6 is in 

t m— 1 m— 1 "| 

E «„ E Ai • 
Î = I Î = I j 

For otherwise, for all £ in [am, /3m] either 
m— 1 

7 — ? < E «i 
i= l 

or 
m—1 

7 - ? > E ft-
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In particular, we must have 
m— 1 

7 — am > 23 0,, 
since 

m—1 

7 — am < 23 <** 
implies 

m 

7 < 22 «i> 
z = l 

contradicting the hypothesis. Similarly 
m— 1 

T - A» < 23 «i. 
Thus 

whence 

so that 

i = i 

m—1 m—1 

7 > a» + ]E 0* a n d 7 < 0m + 22 ai 
i=l i = l 

W—1 TO—1 

oim + 23 0* < 0™ + 22 «i 

TO—1 

23 (0* ~ ««) < 0m — a», 

contradicting the minimality of 0W — am. Set zm = [0], Then, since am, 0W, 7, 
2) «u and S 0* are integers, we have am < zm < 0W and 

m—1 TO—1 

23 «i < 7 — zm < 22 0*. 
The system 

«< < zt < 0*, i = 1, 2, . . . , m — 1, 
m—l 

23 z« = 7 — zm 
i=l 

has, by the inductive hypothesis, an integral solution and this solution leads 
immediately to an integral solution of the original system. 

LEMMA 5.2. The system 

ati<zu i = 1, . . . , w, j = 1, . . . , rit 

Zt < 0**, i = 1, . . . , w, k = 1, . . . , si9 

22 ** = 7 
w/ftere a^, 0^, and 7 are integers has an integral solution if and only if 

<*ij < Put, i = It • • • > w, j = 1, . . . , ru k = 1, . . . , si9 

and 
23 otij. < 7, 22 0*,*; > 7 
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for all choices of the integers ji,j2, . . . ,jn, ki, k2, . . . , km such that 1 < j t < ri} 

1 < ki < s^ 

Proof. Setting at = max;- afj1 0* = min^ 0^, we see that Lemma 5.2 follows 
immediately from Lemma 5.1. 

Now suppose that M(B) = E-B, where E G (g42. With no loss in generality, 
we may assume that 

E = 

1 
i 

' 2 
1 

' 2 

0 

1 
" 2 

1 
1 
2 

6 so that 

(5.8) E-B = # l l + #22 + &33 " 

We seek solutions of system A with x4 

is equivalent to the system 

bn — bu — b2s. 
: #123 = #1234 = 0. Then system A 

(5.9) 

# i = &n — b12 

x2 — b22 — b2z 
#3 = bU — &13 

#12 = ^44 + 612 

x u = 644 + 613 

#23 = &44 + &23 

#124 = 6 l4 + #24 

#134 = #14 + 634 

#234 = #24 + #34 

— 613 — #14, 

— 612 — #24, 

— #23 — #34, 

— bu — &24 — #34, 

— bu — #34 — #24, 

— #24 — #34 — Xu, 

— bu + #34, 

— #44 -f- X24y 

— bu + #14, 

#14 + #24 + #34 = 2bu — bU — #24 — #34-

In order to apply Lemma 5.2, we put 

an = 0, 
«12 = #44 — #24 — #34, 

«21 = 0, 

«22 = #44 — bu — #34, 

«31 = 0, 

«32 = #44 — bu — # 24, 

P l l 

012 
021 

022 

031 

#34, 

#34, 

#24, 

= bn — bu — bn, 
= #44 + #23 — #24 

= b22 — &12 — #23, 

= bu + bu — bu 
#33 — #13 — #23, 

= bu + #12 — bu 

7 = 2 # 4 4 — bu — #24 — #34. 

If we put z\ = #14, %i = #24, z% = #34, we see that the system (5.9) has a 
solution in non-negative integers if the system 

atj < zu i = 1, 2, 3,7 = 1, 2, 
zt < 0,„ i = 1, 2, 3, k = 1, 2, 

21 + z2 + zz = y 

has a solution in integers. According to Lemma 5.2, this will be the case if 

(a) aa < 0 n , i = 1, 2, 3, or 
( a ' ) #11 > #12 + #23, #22 > 6 l2 + 023, #33 > 6 l3 + #23 Î 

(b) a n < 0,2, i = 1, 2, 3, or 
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(b') bu + &23 > &24 + ^34, &44 + &13 > &14 + &34, &44 + &12 ^ &14 + &24Î 
(c) ai2 < jSii, i = 1, 2, 3, or 

(C') Oil + &24 + &34 > &44 + 6l2 + 6l3, 

&22 + 6l4 + 634 > &44 + 6l2 + ^23, 

&33 + &14 + £>24 > &44 + bis + b23\ 

(d) a i 2 < 0*2, * = 1, 2, 3, or 
(d') 523 > 0, 618 > 0, 632 > 0; 
(e) a n + «21 + «si < 7, or 
(e ' ) 2^44 > 614 + &24 + 634; 

(f) «11 + «21 + «32 < 7 , «11 + «22 + «3i < 7 , «12 + «21 + «31 < 7> o r 

(F ) &44> ^34? #44 > &24> 644 > &14Î 

(g) « I l + «22 + «32 < 7 , «12 + «21 + «32 < 7» «12 + «22 + «31 < 7» Or 

(g') &i4 > 0, b24 > 0, 634 > 0; 
( h ) «12 + «22 + «32 < 7 , o r 

( h ' ) bU + b2i + &34 > &44Î 

(i) 0 n + foi + 03i > 7, or 
(Î') 6ll + &22 + 633 + &14 + 624 + £>34 > 2(^44 + 612 + 6l3 + &23) Î 
(j) 011 + 021 + 032 > 7, 011 + 022 + 031 > 7, 012 + 021 + 031 > 7, Or 
GO i l l + b22 + &34 > 644 + 6l2 + bU + &23, 

bll + Z>33 + &24 > &44 + 6l2 + 6l3 + 623, 
&22 + &33 + &14 > &44+ &12 + &13 + &23J 

(k) 0 n + 022 + 032 > 7, 012 + 021 + 032 > 7, 012 + 022 + 031 > 7, Or 
( k ' ) e n > &14, 622 > 624, &33 > &34Î 

and finally 

(1) 012 + 022 + 032 > 7, Or 
(1') 644 + 612 + 613 + 623 > 614 + £24 + 634. 

Now inequalities (r/)> (d')> (f')> (g')> (k')> and (1') follow from the r e a d 
abili ty conditions (3.3)-(3.7) . T h e remaining inequalities may be deduced 
from the fact t h a t M(B) = E-B where E is given by (5.8). T h u s the con
dition E-B > E' -B, where E' G ®42, E' 9^ £ , gives the inequalities (c ' ) . 
Similarly, the condition E-B > Ef -B, where E' Ç ©4i, gives (h r ) ; the con
dition E-B^E'-B, where E' G (§43, gives (a') and ( ; ' ) ; the condition 
E-B > £ ' • £ , where £ ' 6 g44 , gives (e') ; and the condition E-B > E ' - B , 
where £ ' G (§45, gives (i ') . Thus , if M(B) = £ - 5 , system 4̂ has a solution 
in non-negative integers with x4 = X123 = #1234 = 0. Thus B is realizable and 
it follows from (5.8) and (5.9) t h a t Y,rxT = E-B = M(B). 

T o t rea t the case in which M(B) = E-B, where E G (S43, we require some 
addit ional lemmas. 

LEMMA 5.3. The inequalities 

en < zt < 0j , i = 1, 2, . . . , m, 

? < z2 zt < jit 
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where au fiu v, \x are integers have an integral solution if and only if 

oii < fit, i = 1, 2, . . . , w, 

v < At, 

*> < 2 2 0*> 22<** < M-
Proof. The necessity is obvious. The hypotheses imply the existence of an 

integer y such that £ a* < 7 < ]£ 0* and p < 7 < At. The lemma follows 
from Lemma 5.1. 

LEMMA 5.4. The inequalities 

atJ < zt < ptj, i = 1, . . . , m> j = 1, . . . , r, 

vie K^Zu k = 1, 2, . . . , p, 

22 z* < /* 1, Z = 1, 2, . . . , g, 

w/zere ctij, pijy vk, HI are integers, have an integral solution if and only if 

oiij < Pue, i = 1,... ,tn, j,k = 1,. . . ,r, 
vk < HI, k = 1, . . . ,p, I = 1, . . . , g, 
2 2 ««.*(<) < /*i> *>* < 2 2 ^<.i«)t & = 1, . . . , £ , Z = 1, . . . , g, 

ï^ere /&e integers j(i) are chosen arbitrarily between 1 and r. 

Proof. Lemma 5.4 follows from Lemma 5.3 in the same way that Lemma 
5.2 follows from Lemma 5.1. 

Now suppose that M(B) = E -B where E £ ©43. There is no loss in generality 
in assuming that 

E = 

so that 

(5.10) M(B) = bn + b22 - 612. 

We seek solutions of system A for which #3 = #4 = #34 = 0. Then system 
A reduces to 

#12 = &11 + &22 — Ô33 — &44 — b12 + bu — (#1 + #2) , 

#13 = 6l l — bu — &44 + ^24 — #1, 

#14 = bn — bn — b3z + b2Z — #1, 
#23 = &22 — bu — 644 + ^14 — #2, 

(5 .11) #24 = b22 — b12 - &33 + 6l3 - #2, 

#123 = &33 + 2Ô44 — 6l l — &22 + 26i2 — 614 — &24 — &34 + (#1 + #2) , 

X124 = 2^33 + ^44 — ^11 — &22 + 2b 12 — bu ~ b2A ~ ^34 + (#1 + #2) , 

#134 = &33 + &44 — &11 + &12 — &23 — ^24 + #1 

#234 = 633 + Ô44 "" ^22 + &12 — 6l3 — bu + #2, 

#1234 = bn + &22 — 2633 — 2644 — 26i2 + 613 + bu + b23 + &24 
+ &34 — (#1 + #2) . 

1 1 
2 0 01 

1 
2 1 0 0 
0 0 0 0 
0 0 0 oj 
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In order to apply Lemma 5.3, we put 

«11 = &11 + ^23 + &24 — &33 — &44 ~ &12, «12 = 0 , 

«2i = 622 + bu + bu — bn — bu — bu, «22 = 0, 

011 = 6 l l — 6l2 — £>44 + 624, ^12 = 6l l — 6l2 — Ô33 + &23, 

021 = &22 — bi2 — &44 + &14, 022 = &22 ~ &12 — ^33 + &13, 

Ml = &11 + b22 — &33 — &44 — bu + &34, 

M2 = 6l l + &22 — 2^33 — 26 4 4 — 2bu + &13 + &14 + &23 + b2i + &34, 

Vl = Oil + &22 + &14 + b2i + 634 - &33 - 2Ô44 — 2&12, 

v2 = 611 + b22 + bu + b2z + &34 — 2Ô33 — bu — 2&12. 

If we put z\ = Xi, z2 — x2, we see that the system (5.11) has a solution 
in non-negative integers if the system 

atJ < Zi, zt < 0^, i,j, k = 1, 2, 
^ < *i + s2 < M*, J» & = 1, 2, 

has an integral solution. According to Lemma 5.4, this will be the case if 

(a) an < 0ii, « H < 0i2 or 
( a ' ) &33 > &23, ^44 > &24Î 

(b ) «2i < 021, «2i < 022 o r 

( V ) bZZ > &13, &44 > &14Î 

(c) «12 < 011, «12 < 012, «22 < 021, «22 < 022 Or 

(C') 6 n + Z>24 > &44 + 6l2, &11 + £>23 > ^33 + &12, 

622 + &14 > £>44 + &12, ^22 + &13 > ^33 + &12 Î 

(d ) vi < jui, v2 < MI o r 

( d ' ) bu + bu > bU + &24, &33 + &12 > &13 + &23Î 

(e) vi < M2, v2 < M2 o r 

(e0 613 + 623 > 633, &14 + ^24 > &44Î 

(f) V! < 011 + 021, V2 < 012 + 022 Or 

( f ) Z?44 > &34, ^33 > ^34i 

(g) Vl < 011 + 022, V2 < 012 + 021 Or 

(g ' ) 644 + &13 > &14 + &84, ^33 + &14 > &13 + ^34 Î 

( h ) vi < 0i2 + 022, v2 < 0 i i + 02i o r 

( h ' ) 2^44 + &18 + &23 > £>33 + &14 + ^23 + &34, 

2&33 + &14 + £>24 > £>44 + &13 + &23 + &34Î 

(i) vi < 0i2 + 02i, V2 < 0 i i + 022 o r 

( i 0 bu + b2Z > &24 + 634, &33 + &24 > &23 + &34Î 

(j) «11 + «21 < Mi o r 

(JO &33 + ^34 + &44 + &21 > bU + bu + &23 + &24Î 

(k ) « n + «22 < Mi, «21 + «12 < Mi o r 

(k r ) 622 + ^34 > 623 + 624, bu + bu > bn + bu\ 

(1) «12 + «22 < Mi o r 

(10 bu + b22 + 634 > 633 + ^44 + 612; 
(m) an + «21 < M2 or 
(m0&84>0; 
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( n ) a n + «22 < M2, «i2 + «21 < M2 o r 

( n ' ) 622 + &13 + bU + &34 > 633 + &44 + 6l2, 

bn + 623 + &24 + &34 > 633 + bu + 612; 

(o) «12 + «22 < M2 Or 

(<>') &11 + &22 + bU + b14i + b2Z + &24 + &34 > 2 (633 + &44 + &I2). 

Now a', b ' , d', f, g', i', j ' , k', and m' are consequences of (3.3)-(3.7) while 
the remaining conditions follow from the fact that 

M(B) = E-B = bn + b22 + b12. 

Thus the condition that E-B > E' -B, where Ef G @42, gives (e') and (n') ; 
the condition that E-B > £ ' • £ , where E' G ®43, £ ' J* Ey gives (c') and (1') ; 
the condition that E-B > E'-B, where JE' G Ê44, gives (h') ; and the con
dition that E-B > E'-i?, where E ' G 645, gives (o')« Thus system A has a 
non-negative integral solution with #3 — #4 — #34 = 0 and B is realizable. 
I t follows from (5.10) and (5.11) that E T x T = M(B). 

Suppose next that M(B) = E-B where E G (§44. There is no loss in general
ity in assuming that 

f 1 

so that 

(5.12) M(B) = bn + &22 + 633 - 2&44 - 612 - bu - b2Z + bu + b2, + 634. 

We seek an integral solution of system A for which #4 = #14 = #24 = #34 = #123 = 0. 
This solution is readily found to be 

xl = bu — bu — bu + 614 + b24: + bu — 2è44, 
#2 = è22 — 612 — 623 + bu + ^24 + &34 — 2644, 
#3 = bZZ — bU — &23 + bU + &24 + &34 — 2644, 

(5.13) #i2 = bi2 + bu — bu — b2A, 
#13 = 6l3 + &44 — bu — £>34, 

#23 = b2Z + 644 — &24 — &34, 

#124 = &44 — &34, #134 = &44 — &24, #234 = &44 — &14> 

#1234 = bu + &24 + &34 - 2fr44. 

Here # i2 > 0, #13 > 0, #23 > 0 by (3.5) and #124 > 0, #134 > 0, and 
#234 > 0 by (3.4). The condition that E-B > E'-B, where E' G @42, gives 
#1234 > 0 and the condition that E-B > E'-B, where Ef G (S43, gives #1 > 0, 
#2 > 0, #3 > 0. Hence system A has a non-negative integral solution so that 
B is realizable. From (5.12) and (5.13) we calculate that ]C T #T = M(B). 

2 2 2 

1 _ 1 1 
1 2 2 

__i 1 1 
2 L 2 
i 1 —9 
2 2 ^ 
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Finally, let us suppose that M(B) = (E-B), where E Ç @45, so that 

2 
3 

1 
6 

1 
6 

1 
6 

1 
6 

2 
3 

1 
~~ 6 

1 
"~ 6 

1 
6 

1 
6 

2 
3 

1 
~~" 6 

1 
6 

1 
6 6 

2 
3 

and 

(5.14) 

E = 

M(B) = (N(B)) = (E-B) = (Uhi + b22 + 633 + bu) 

— i(bi2 + bn + b2z + bu + b2± + frsO). 

Since this is the last case to be considered, we may assume that M(B)>Ef -B, 
i.e. strict inequality holds, where E' is any extreme matrix not in ©45. There 
are three possibilities: 

(i) M(B) = N(B), 
(ii) M(B) = N(B) + h 

(iii) M(B) = N(B) + f. 
In case (i) we seek a solution of system A with #1 = #2 = #3 = #4 = #1234 = 0. 

Such a solution, which for future reference we label #12*, #13*, etc., is 

#12 = #12* = # ( B ) 
#13 = #13* = W ) 
#14 = #14* = N(B) 

&33 ~ &44 + 634, 

^22 — £>44 + &24, 

#22 ~~ &33 "f" &23, 

(5.15) 
#23 = #23* = N(B) - bu — &44 + blh 

#24 = #24* = N(B) — &ll ~ 633 + 6l3. 
#34 = #34* = N(B) — 611 ~ 622 + 6l2, 

#123 = #123* = N(B) — bn — b22 — &33 + &12 + &13 + ^23, 
#124 = #124* = N(B) — bu - b22 - bu + b12 + bu + b2h 

#134 = #134* = N{B) - bn — bu - bu + bu + 614 + &34, 
#234 = #234* = N(B) — b22 — bZZ — bu + &23 + ^24 + &34, 

This solution is integral since N(B) is integral in case (i). Moreover, #123, 
#124, #134, #234 are > 0 since N(B) > E' -B, where E' £ (S42, and #12, #13, #14, 
#23, #24, and #34 are > 0 since N(B) > E' -B, where E' Ç (£43. Hence B is 
realizable, and from (5.14) and (5.15) one calculates that 

£ T # T = N(B) = M(B). 

Suppose next that (ii) holds, so that N(B) + ^ is an integer. There is no 
loss in generality in assuming that bu > 1. We seek a solution of system A 
with #i = l, #2 = #3 = #4 = #1234 = 0. System A now has the integral 
solution 

(5.16) 
# 1 2 = # 1 2 * — f, # 1 3 = # 1 3 — 3J 

# 2 3 = # 2 3 + "3, # 2 4 = # 2 4 "1 "3» 

# 1 2 3 = # 1 2 3 + "3, # 1 2 4 = # 1 2 4 * + | , 

# 2 3 4 = # 2 3 4 ~~ "3. 

#14 = #14 
2. 
3» 

#34 = #34* + Î , 

#134 = #134 + l , 
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I t follows as before t h a t #23, #24, #123, #124, and #i3 4 are non-negative. If 
E' € g42 , then Af(J3) = iV(5) + i>E'-B so t h a t # ( B ) + | > E-B + 1 
or iV(J3) > £ ' -JB + f from which it follows easily t h a t #234 > 0. In a similar 
way, we may show t h a t %u > 0, #i3 > 0, and Xu > 0. T h u s B is realizable 
and from (5.14), (5.15), and (5.16) (remembering t h a t Xi = 1) we calculate 
t h a t ZrXT = M(B). 

If (iii) holds, then N(B) + § is an integer. W e shall investigate solutions 
of system A of the types 

(a) Xi = 1, x2 = 1, #3 = x4 = X1234 = 0, 
(b) #i = 1, x2 = #3 = £4 = 0, X1234 = 1. 

A solution of type (a) will have two of the xt equal to 1, the other two zero, 
and X1234 = 0 while a solution of type (b) will have one of the xt equal to 1, 
the others 0, and #i234 = 1. 

An integral solution of type (a) with Xi = 1 and x2 = 1 is 

#12 = #12* - Î, #34 = #34* + f, 

,_ .|,_N #13 — #13 "3) #14 = #14 "3") #23 = #23 "3> #24 = = #24 "3> 

#123 = #123 + "3» #124 = #124 + 31 

#134 = #134 — "3, #234 = #234 — "3. 

Arguing as before, we see that (5.17) gives a non-negative integral solution 
of system A with X]TxT = M(B) unless Xi2* = -|. There will be a non-nega
tive integral solution of type (a) to system A unless simultaneously we have 

(5 .18) X12* = #13* = #14* = #23* = #24* = #34* = 

A solution of type (b) with Xi = 1 and #m4 = 1 is 

#12 — #12 3> #13 = #13 "«$> # 1 4 

#23 = #23* + f, #24 = = #24 "T" 3̂ ) # 3 4 

^123 = #123 — "3, #124 = #124 — "3, #134 

1 
3> 

(5.19) x23 = x23* + f, x2à = X24* + f, #34 = #34* + f, 
_ ^ * 1 

— #134 — -3, 

#234 — #234 — -3. 

Then, as before, (5.19) will yield a non-negative integral solution of system 
A unless #234* = h There will be a solution of type (b) to system A unless 
we have simultaneously 

(5 .20) Xi23* = #124* = #134* = #234* = h 

Theorem 5.4 is proved except for the case in which (5.18) and (5.20) both 
hold. If (5.18) and (5.20) are inserted in (5.15), we have a system of linear 
equat ions in the elements of B. This system has the unique solution bu = 2, 
bij = 1, i 9^ j , so t h a t b = I A + J A, the exceptional case of the theorem. 

I A + J A is realizable by Corollary 2.2 and M(IA + J A) = 4. B u t C ( / 4 + J A) 
cannot be < 4 because the de te rminan t of 74 + J A is 5, which is not a square. 
T h u s C(J 4 + / 4 ) > 5. But , by Corollary 2.2, C ( / 4 + J*) < 5; hence 
C(IA + J A) = 5. This completes the proof of Theorem 5.4. 
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One may inquire whether a proper subset of the 40 realizability conditions 
(3.3)-(3.7) would be sufficient. We show that this is not the case by exhibiting 
symmetric integral matrices Bap satisfying fap (Bvp) < 0 but fff'P'(Bffp) > 0 if 
either a ^ af or p ^ p'. Here (<r, p), (o7, p) are taken from the 40 pairs of 
subsets of 6)4 used in (3.3)-(3.7). Clearly it is enough to produce one matrix 
for each of the five types of inequality: 

= 0, p = {1,2}, Bap = 

= {1}, p = {2}, Bap = 

a= {1}, p = {2,3}, Bap = 

*= {1}, p = {2,3,4}, Bffp = 

a= {1,2}, p = {3,4}, B,p = 

Similarly one may show that the realizability conditions in Theorems 5.2 
and 5.3 are independent. Also, matrices B with M(B) = E-B, where E is 
any given extreme matrix of order not exceeding 4, may be exhibited. Hence 
the portions of Theorems 5.2, 5.3, and 5.4 referring to C(B) cannot be 
simplified. 

6. (fe, X) Matrices. 

THEOREM 6.1. If n > 3, the extreme matrices in $)n of the form 

aln + (0 — a)Jv 

are the matrices 

(6.1) EntT = {(2r - l)In - Jn}/r(r - 1) 

1 - 1 0 0" 
1 1 0 0 
0 0 1 0 
0 0 0 1 

0 1 0 0 
1 2 1 1 
0 1 2 1 
0 1 1 2 

1 1 1 1 
1 1 0 1 
1 0 2 1 
1 1 1 2 

2 1 1 1 
1 1 0 0 
1 0 1 0 
1 0 0 1 

3 0 2 2 
0 3 2 2 
2 2 4 1 
2 2 1 4 

where r is an integer and 2 < r < n —. 1. 

https://doi.org/10.4153/CJM-1968-029-7 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1968-029-7


318 JOHN B. KELLY 

Proof, Let F = F (a, 0, n) = aln + (fi — a)Jn. If g(t) is the sum of the 
elements in a principal submatrix of F of order /, then 

(6.2) g(t) = ( | 8 - a)/2 + at. 

Suppose that F is admissible and that there exists an integer r such that 
2 < r < w — 1, g(r — 1) < 1, g(r) = 1, g(r + 1) < 1. We can represent F 
in the form aEn>r + bEn,r+i since the determination of a and ô requires the 
solution of a consistent system of two linear equations in two unknowns. A 
straightforward calculation shows that g(r — 1) < 1 implies that b > 0, 
g(r) = 1 implies that a + b = 1, and g(r + 1) < 1 implies that a > 0. 
Consequently, T7 is not extreme. If g(l) = 1, g(2) < 1, then £ = 1, a < 3/2, 
and, for * > 2, g(0 < t2 + 3/2 (̂  - /2) < 1. Thus .F has only n principal 
submatrices for which the element sum is 1 so that F is not extreme. Simi
larly, g(n) = 1, g(n — 1) < 1 is impossible if F is extreme. I t follows that 
F is extreme only if there exists an integer r with 2 < r < n such that 
g(r) = g(r — 1) = 1. This implies, by a simple computation, that F — En$r. 
However, En,n has only r + 1 principal submatrices with element sum 1 and 
so is not extreme if n > 3, since then 

(nv) > n + 1. 

I t is easy to see that En , r is admissible. The element sum of a principal 
submatrix of En>r of order / is given by 

h(t) = { ( 2 r - \)t-P)/r(r - 1), 

a quadratic function of / having its maximum at / = r — \. Thus the value 
of h(t) cannot exceed its values at r and r — 1, which are both 1. (Note that 
it is essential that r be an integer for EntT to be admissible.) 

To prove that EUtT is extreme, we must show that the condition that all 
principal submatrices of orders r — 1 and r have element sum 1 determines 
En>r uniquely. Let Y = (y î ;) be a symmetric matrix of order n > r satisfying 

this condition. Then the elements of Y satisfy f __ -, ) equations of the type 

(6.3) £ y i t + 2 £ ytj=l 
t=l K K j < r - l 0 and ( ) equations of the type 

(6.4) iyu + 2 £ ytJ = 1. 
z=l l<i<j<r 

Subtracting (6.3) from (6.4) we have 

r - l 
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By symmetry, the sum of any set of r — 1 off-diagonal elements in the rth 
column of Y is — \yTr. This implies that all these off-diagonal elements are 
equal, so that we have, for i ^ r, 

yitT= -yr,r/{2(r-l)}. 

The same argument may be carried through for any column so that 

J a = -yjj/{2(r - !)}> for i j6 j . 

But since Y is symmetric we may proceed in the same way with the rows 
of Y and deduce that 

y a = —yu/{2(r - 1)} for i ^ j . 

Hence yti = y^ = y and yi3- = —y/{2(r — 1)} if i ^ j . Insertion in (6.3) 
gives 7 = 2/r so that yit = 2/r, ytj = — l/{r(r — 1)} for i ^ j , and Y=En>r. 

Let 5 be a (&, X) matrix, i3 = X/n + (k — \)Jn. If k > X, then 5 is non-
singular, since, as is well-known, 

(6.5) detB = (* - ^-'(k + {n - 1)X). 

Let C(-B) = C(n, k,\). An upper bound for C(n, &, X) is given by Corol
lary 2.2. We now establish a theorem giving a lower bound for C(n, k, X). 

Let dij be the Kronecker symbol. Consider the real linear programming 
problem: 

xT > 0, 

(6.6) HH,J)<=TXT = X + (k - X)di„ 1 < i < j < n, 

]CrçWn xT = minimum. 

Let us call the value of the program C*(n, k, X). Clearly 

(6.7) C(n,k,\) >(C*(n,k,\)) 

since C(n, k, X) is the value of the integral program (6.6). 

THEOREM 6.2. 

where 

(6.8) 5 = [^^+l]. 
Proof. Since k > X, 1 < 5 < n. Now, 

C*(«, *, X) > £BlS+1. B = j-J-j (2* - (n ~ 1 )X) . 
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On the other hand, a solution of (6.6) is 

XT = 0 , \T\ T* Sy S + 1, 

(6 9) xT = u= (ks - X(* - 1)) / (^ __ J t M = 5, 

*T = z; = ( x ^ - D - ^ ^ - l ) ) / ^ 1 ) , \T\=S+ 1. 

For, from (6.8), we have immediately that xT > 0, for all r C con. Now, if 

* ^ 7, 

5ĉ = t-'r + t-?)^" 
and 

so that (6.9) yields a solution of (6.6). Moreover, one can also deduce from 
(6.9) that 

Hence 

Theorem (6.2) follows. 

Note that the solution (6.9) is integral if 5 = 1 or if s = n — 1. Now 
s = 1 implies that k > (n — 1)X and s = ?z — 1 implies that 

In these cases, C{n, k, X) = C*(n, k, X). 
From Theorem (6.2) we obtain 

COROLLARY 6.1. If k > (n — 1)X, 

C(w, &, X) = nk — ( 9 ) X, 

and if 

k < i X, C(», £, X) = 2fe - X. 

The first portion of Corollary 6.1 could also have been deduced from 
Theorem 4.1. 

In many combinatorial problems, k is a divisor of (n — 1)X. In particular, 
this occurs with the configuration known as a symmetric block design. A 
symmetric block design with parameters n > k > X is an incidence system 
consisting of n objects, n sets of these objects (called blocks) such that any 
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block has k objects, any object belongs to k blocks, any two blocks have X 
objects in common, and any two objects belong to X blocks in common. 
(These properties are not independent.) A finite projective plane of order N 
is a symmetric block design with parameters N2 + N + 1, N + 1, and 1. 

COROLLARY 6.2. If k divides (n — 1)X, then 

nk2 

Proof. In this case 

k 
The corollary follows at once. 

I t is interesting to compare the lower bound C*(n, k, X) for C(n, k, X) with 
the lower bound n (the rank of a (k, X) matrix of order n if k > X). From 
Corollary 6.2 we see at once that when k divides (n — 1)X, C*(ft, k, X) | ft 
according as k2 — k | (n — 1)X. Notice that in the case of equality, 
k2 — k = (?z — 1)X. This is always true for symmetric block designs. 

THEOREM 6.3. A symmetric block design with parameters n > k > X exists 
if and only if C(n, k, X) = n. 

Proof. If a design exists, there is a 0-1 matrix A of order n such that 
AAT = (k — X)/w + XJ .̂ Hence C(n, k, X) < n. But C(n, k, X) > ft since a 
(&, X) matrix with & > X is non-singular. Thus C(n, k, X) = ft. 

On the other hand, if C(n, k, X) = ft, there is a 0-1 matrix 4̂ of order n 
such that AAT = (k — \)In + XJn. Each row of A contains exactly k ones. 
Hence AJn = kJn. I t follows from a theorem of Ryser (9) that Jn A = kJn 

and ^4r^4 = (k — \)In + X/w. These imply that a design exists with para
meters ft, k, X. 

COROLLARY 6.3. If k2 — k 7e in — l)\ or if n is odd and k — X is not a 

square, then C(n, k, X) > ft. 

The corollary follows from Theorem 6.3 and the remarks preceding it and 
from equation (6.5). 

COROLLARY 6.4. A projective plane of order N exists if and only if 

C(N2 + N + 1, N + 1, 1) = N2 + N + 1. 

If a plane of order N does not exist, then 

C(N2 + N + 1, N + 1, 1) > N2 + N + 1. 

When ft is large in comparison with k and X, C*(ft, k, X) can give a very 
poor estimate of C(n, k, X). In fact, the crude upper bound of Corollary 2.2 
actually gives C(ft, k, X) in this situation. More precisely, we have 
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THEOREM 6.4. If 

(6.10) n> ( * j ( j f e _ x ) + l ( X > 0 ) , 

then C(n, k} X) = nk — (n — 1)X. 

Proof. Let the matrix (k — X)In + \Jn be the intersection matrix for a 
certain family of subsets {S*}, i = 1, 2, . . . , n, of a set, P . Let Si contain 
objects 0i, 02, . . . , 0*. Some set of X of these objects, say {01, 02, . . . , 0\} = L, 
must be contained in at least 

- < « • - » / ( ! ) > 

of the remaining sets. Let these sets be 52, S3, • • • , S*+i. Consider now any 
of the sets Sff where g > / + 1. Suppose that Sg contains at most a proper 
(possibly empty) subset M of L. Let |ikf| = /*, where 0 < n < X. Then Sff 

must contain A — ju objects from each of the sets Si — L, S2 — L, . . . , St+i—L 
and these objects are distinct, since Si C\ Sj = L for 1 < i < j < / + 1. Thus 
S? contains at least /x + (j + 1)(X — ju) objects. I t follows from (6.10) and 
the definition of t that 

( * + l ) > * - X + l = max f-^ 
O<M<X-IX — M 

so that /x + (̂  + 1)(X — /*) > ^, contradicting |Sff| = k. 
It follows that all sets Siy i = 1, . . . , n, contain L and have, therefore, no 

further objects in common. Thus 

\P\> \j S A = X + n(k - X) = nk - in - 1)X. 
1 i=i J 

Hence C(n, k, X) > nk — (n — 1)X. The theorem now follows from Corollary 
2.2. 

Note that when k = JV + 1 and X = 1, 

* ) ( j f e -X) + l =iV2 + i V + l , 
X 

indicating that finite projective planes play a critical role in the theory of 
content. We can see from Theorems 6.3 and 6.4 that C(n, k, X) may behave 
quite irregularly (though of course monotonically) as a function of n. Thus, 
since a plane of order 11 exists, C(133, 12, 1) = 133 but, according to Theorem 
6.4, C(134, 12, 1) = 1475. It would be of considerable interest to know 
C(Ar2 + i V + l , i V + l , l ) when a plane of order N fails to exist. 

We can now give an example of matrix B for which C(2B) < C(B). Let 
B = h + 77. I t follows from Theorem 6.4 that C(B) = 8. On the other hand 
C(2B) = 7. To see this, observe that here k = 4, X = 2, n = 7. Consider a 
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plane II of order 2 with seven points and seven lines Lu i = 1, 2, . . . , 7. Let 
St = n - Lt. Then \St\ = 7 - 3 = 4 and \St C\ S,\ = 2 if i ^ j . Thus 
C(25) < 7. But since the rank of 2B is 7 we have C(2B) = 7. 

We turn to the case in which n is "small" in comparison with k and X. 
First we have, as an immediate consequence of Theorems 5.1-5.4, 

THEOREM 6.5. C(l, &, A) = *, C(2, jfe, X) = 2k - X. / / k > 2X, C(3, ife, X) 

= 3fe - 3X;#2X > fc > X, C(3, ft, X) = 2fe - X.I/ft > 3X, C(4, ft, X) =4^ —6X; 
# 3X > ft > 3X/2 and (ft, X) ^ (2, 1), C(4, ft, X) = 8/3ft - 2X while C(4, 2, 1) 
= 5; if 3X/2 > ft > X, *Ae» C(4, ft, X) = 2ft - X. 

An alternative formulation is 

COROLLARY 6.5. If n < 3, C(n, ft, X) = C*(w, ft, X). 1/ n = 4, C(», ft, X) 

= C*(w, ft, X) saz/£ wim ft = 2, X = 1. 

Much of Theorem 6.5 can be deduced from Corollary 6.1. 

Corollary 6.5 suggests 

THEOREM 6.6. For each n there exists a positive integer D(n) such that 
0 < CO, ft, X) - C*(n, ft, X) < D(n). 

Proof. We seek solutions of the constraints in (6.6) with 

XT = /, \T\ = 1, 

xT = #, \T\ = s, where 5 is given by (6.8), 

(6.11) xT = v, \T\ = s + 1, 
XT = W, T = <an, 

xT = 0, otherwise. 

The equations in (6.6) become 

t + \ s - 1 l ) U + \ s 1 ) V W = k' 
(6.12) 

W 2)* + t - l ) '+ W " X" 
Solving (6.8) for ^ and v in terms of / and w, we have 

u= ((k-w-t)s- (X-w)(n-l))/(^21J, 
(6.13) 

p = ((X - w)(n - 1) - (* - w - t)(s - 1 ) ) / (W ) . 

Let m = s( J. If t and w are chosen so that 

(6.14) t = k — X (mod m), w = X (mod m), 
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then u and v will be integers. We now show that we can determine t and w 
so that u and v will also be non-negative. 

If we set ks — \(n — 1) = a, then 1 < a < k by (6.8). The conditions 
u > 0, v > 0 may be written 

. w(w - 1 - s) - ts + a > 0, 
KK,ml0) t(s - 1) - w(n - s) + & - a > 0. 

I t is evident that the estimate in Theorem 6.6 need be established only for 
sufficiently large values of k. For since X < k, only a finite number of matrices 
are excluded if we assume k > K{n). Therefore we can assume that at least 
one of the numbers a/s, (k — a)/in — s) exceeds m. For otherwise we should 
have an upper bound for k. 

Suppose a/s > m and (k — a)/(n — s) > m. Let Q\ be the square of side 
m in the (t,w) plane with vertices (0,0), (0, w), (m, 0),and (m,rn). If we 
notice that m and 5 are bounded when n is fixed, we see that if k > K(n), 
then (6.15) is satisfied at the vertices of Qi and hence throughout Qi since 
the solution set of (6.15) is convex. Thus we can find a point (to, w0) in Qi 
with integral coordinates at which the values of u and v given by (6.13) will 
be non-negative integers. Note that |J0| < w, |ze>o| < w. 

Now suppose that a/s < m and (& — a)/in — s) > w. In the U, w) plane 
let Qi be the square of side m with vertices 

/ ms — a \ [„ ms — a \ („ m(n — 1) — a\ ( m(n — 1) — a\ 
\m>»-l-s) * V ° ' » - l - J ' \°' n - l - s ) ' \m' n - l - s h 

Then Q2 is in the first quadrant. One can see, as before, with somewhat more 
computation, that at the vertices of Q2 the inequalities (6.15) are satisfied. 
Hence they are satisfied throughout Q2 and we can find a point (i0, w0) in Q2 

with integral coordinates at which the values of u and v given by (6.13) will 
be non-negative integers and for which |/0| < m, \WQ\ < \m(n — 1)|. 

Finally, suppose a/s > m but (k — a)/(n — s) < m. We argue as above 
with the square Q3 with vertices 

(m{n — s) — (k — a) ^ \ (m(n — s) — (k — a) \ 

V J M
 , 0 / ' V 7=H - m j -

fw(» — 1) — (k — a) ^ \ / w ( » — 1) — (k — a) \ 

V 731 .o;. v 731 - 'w;-
and obtain a point (£0, w0) giving non-negative integral values for u and v 
from (6.13). In this case \t0\ < min — l)/(s — 1), \w0\ < w. 

Thus equations (6.12) have a non-negative integral solution (/0, u0, Vo, w0) 
with ÈQ and w0 bounded if n is fixed. I t follows from (6.11) that 

X) %T = »*o + ( ^ )«o + ( ?_ jJVo + Wo. 
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Eliminating u0 and vQ by (6.13), we have 

E s — 1 , . (n(n — 1 — 2s . A . ^ , _ NN x' = w 7+"l /o + \ \ ( 5 + x) + V^o + C fa *> X)« 
Since C(n, k, \) < J] #T, the theorem follows. 

A set of m points in a projective plane II of order N is an m-arc if no three 
of its points are collinear. Clearly m < N + 2. For, suppose m > iV + 3 and 
consider any point p on the arc. Then the m — 1 lines through £ and the 
m — 1 other points of the arc are distinct. Since m — 1 > iV + 2, we have a 
contradiction since there are only N + 1 lines through each point of II. Qvist 
(8) has shown that if N is odd, m < N + 1. To complement this result, 
Bose (2) has shown that there are (N + 2)-arcs in desarguesian planes of 
even order. 

We show how our theory of content provides an alternative proof of Qvist's 
theorem. 

Let 2 be an (N + 2)-arc in a plane II of odd order N. If p is any point 
of 2Î, the lines joining p to the remaining N + 1 points of 2 are all distinct. 

These are all the lines through p. There are ( 1 lines joining points 

of 2. If we remove from II the points of 2 and the lines joining them, we 
have a configuration Y consisting of N2 — 1 points and J(iV2 — N) lines, 
with two lines of V intersecting in exactly one point. Hence C(\(N2 — N), 
N + 1, 1) < TV2 - 1. 

Let us calculate C*( | (^ 2 - N),N + 1, 1) for odd N. By (6.8), we have 
s = [±N] = 1 ( ^ - 1 ) , since N is odd. Theorem 6.2 then gives C*(K^2 ~ N), 
N + 1, 1) = N2. Since C(i(N2 - N), N + 1, 1) > C*(i(N2 - N), N+l, 1), 
we have a contradiction. 

Observe that we do not obtain a contradiction when n is even. For in this 
case, 5 = %N and C* = N2 — 1. (It is perhaps of some significance that our 
method, essentially based upon counting, is nevertheless able to exploit an 
arithmetical distinction.) 

7. Representation of quadratic forms. If D = (dtj) and B = (btj) are 
symmetric matrices over a field K of orders p and n respectively, where p > n, 
we say that D represents B over K if there exists an n X p matrix A over K 
such that ADAT = B. Equivalently, one may say that the quadratic form 
YllL dijXiXj represents the form E E ^ u 3 ; i 3 ' j over K. If B is a realizable 
matrix of order n and C(B) = p > w, then there is an n X p zero-one matrix 
A such that AAT = yl/p^l71 = B, so that /p represents B over the rational 
field. Hasse (7), basing himself upon earlier work of Minkowski, developed a 
theory of representation of quadratic forms over the rational field, and it was 
this theory that Bruck and Ryser (3) employed in their celebrated paper on 
the non-existence of finite projective planes of certain orders. 
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If q is prime, there is determined a certain invariant cq(B), called the 
Hasse symbol, which has values + 1 or — 1 . The Hasse-Minkowski theory 
implies that Iv represents B over the rationals if and only if the following 
conditions hold: 
(7.1) p > n, 

(7.2) B is positive semi-definite; 

(7.3) If p = n, cq(B) = 1 if q is odd; c2(B) = - 1 . 

(7.4) If p = n + 1, cq(B) = 1 if q is odd; c2(B) = - 1 . 

(7.5) If p = n + 2, cq(B) = 1 if q is odd and —det5 is a g-adic square; 
C2(5) = —1 if —detB is a 2-adic square. 

(7.2) is a necessary condition for realizability, but clearly not sufficient. 
Counterexample: 

*-[i :]• 
It would be interesting to have a direct proof of the fact that the realizability 
conditions of Theorems 5.3 and 5.4 imply that B is positive semi-definite. 

Conditions (7.3), (7.4), and (7.5) are useful when one suspects that 
C(B) = n, n + 1, or n + 2. Note that (7.3) and (7.4) are identical. In case 
detB is an integral square, (7.5) may be replaced by 

(7.50 H P = n + 2, cg(B) = 1 if q = 1 (mod 4). 

If n is odd and if there exists a symmetric block design with parameters 
n, k, A, it was demonstrated by Chowla and Ryser (4), without using the 
Hasse-Minkowski theory, that the equation 

(7.6) z2 = (k - l)x2 + ( - l ) ^ - 1 ^ 2 

has an integral solution with x ^ 0. 
If (7.6) fails to have a solution, then there exists a prime q with 

ca((k - A)/r + \Jn) 5* cq(In). 

Hence, not only will we have C(n, k, X) > n + 1, as is implied by Theorem 
6.3, but also, from (7.4), C(n, k, A) > n + 2. Thus we have 

THEOREM 7.1. If (7.6) fails to have a solution with x ^ O , then 

C(n, k, A) > n + 2. 

A slight strengthening of the Bruck-Ryser theorem is given by 

COROLLARY 7.1. If N = 1 or 2 mod 4 and if N is not a sum of two squares, 
then C(N2 + N + 1, N + 1, 1) > N2 + N + 3. 

In this case we cannot use (7.5') even though det i? is a square, because 
the prime q for which cq(B) = — 1 satisfies q = 3 (mod 4). 
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8. A non-symmetric analogue. Let {S*}, i = 1, 2 , . . . , n, and {J1,}, 
j = 1, . . . , m, be two families of subsets of the finite set P with p elements. 
Suppose that Ai is the incidence matrix for the family {St} and that ^2 ^ 
the transpose of the incidence matrix for the family {Tj}. Then A± is an n X p 
matrix and A2 is a p X m matrix. If B = (btj) = AiA2, then B is an n X w 
matrix and 6 -̂ = |5* P\ 7^|. 

Suppose, conversely, that B is a given matrix with non-negative integral 
elements. We may ask whether there exists zero-one matrices A\ and A2 

such that B — A\A2. In contrast with the symmetric problem we have been 
discussing, the answer is always affirmative ; hence no question of realizability 
arises. 

THEOREM 8.1. Let B be a matrix with non-negative integral elements. Then 
there exist zero-one matrices A\ and A2 such that B = A\A2. 

Proof. We construct families {Si} and {Tj} of subsets of a sufficiently large 
finite set P such that |S* P\ T3\ = bij} i = 1, . . . , n, j = 1, . . . , m. 

Let {Rij} be a family of mutually disjoint subsets of P such that \Rij\ =btj. 
Let 

m n 

Si = U Rij and Tj = U RtJ. 
j=l z = l 

Then 5< H Ty = J?^ so that \St P\ T ; | = btj. 
As before, we may ask for the smallest value of p for which B = A\A2 where 
A\ is an n X £ zero-one matrix and 4̂2 is a £ X w zero-one matrix. In com
binatorial terms, we ask for the smallest set P with two families of subsets 
{Si} and {Tj} having the intersection patterns presented by B. We call this 
minimum value of p the non-symmetric content of B and denote it by C(B). 
We conclude with some observations about C(B) which parallel the remarks 
and theorems in §§ 2, 3, and 4. 

The analogue of Theorem 2.1 holds and is proved in the same way; that 
is, C(B1 + B2) < C(50 + C(B2). Again, it is obvious that C(B) > rank B 
and that C(B) > /*(J3). 

From our proof of Theorem 8.1 we can immediately deduce that 

c(B) <Z2>o, 
A better upper bound is given by 

THEOREM 8.2. Let ju;- be the largest element in the jth column of B. Then 
m 

C(B)<Z»AB)-

Proof. From a set P with 

P = Ê M*CB) 
3=1 

objects, we may select a family of mutually disjoint subsets Tj, j = 1, 2, . . . , m, 
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with \TÔ\ = v>j(B). Let Rtj be any subset of Tj with btj objects. Since 
bij < nj = \Tj\, it is always possible to find such a subset. Let 

m 

Si = U Rij. 

Then clearly St r\ Tj = Rtj so that |S* C\ Tj\ = btj. 

COROLLARY 8.1. Let vi(B) be the largest element in the ith row of B. Then 

C(B)<itVi(B). 

It is evident that the upper bound given by Theorem 8.2 is attained for 
diagonal matrices. As in the symmetric case, it is immediate that a row (or 
column) of zeros or one of two identical rows (or columns) may be removed 
from B without altering C(B). Also, if B is a submatrix of 5 , then 

C(B) < C(B). 

The problem of determining C(B) may be formulated as a problem in 
integral linear programming. Let r be an arbitrary non-empty subset of œn 

and let a be an arbitrary non-empty subset of œm. Denote by xTa the number 
of elements of P belonging to precisely those sets St for which i G r and 
precisely those sets Tj for which j Ç a. Then we have 

(8.1) btJ= IStHTjl = £ xTff, 

the summation being over all pairs of subsets of wn and œm satisfying the 
stated conditions. C(B) is the minimum value of X T̂,<rXT(r subject to the 
constraint (8.1) and the additional constraint xT<T > 0, where, of course, we 
require that xT(T be integral. 

Exactly as in the symmetric case we may formulate a dual problem. We 
are led to study admissible matrices, Z, which are now defined as matrices 
with n rows and m columns with the property that all submatrices have 
element-sum < 1 . The inequality 

(8.2) C(B) > Z-B (Z admissible) 

is established by the same argument as before. Extreme matrices for the 
present problem are admissible matrices for which there is a set of mn inde
pendent equations stating that a certain set of mn submatrices have element 
sum 1. 

For example, when n = 2 and m = 2, the extreme matrices are of the 
types 

p on 
l_o oj 

ri - i l . 
lo il 
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It follows easily that when n = 2 and m = 2, 

C(B) = max(6n, &i2, ft2i, 622, bn + b22 — 012, bn + b22 ~ b2h 

bu + b2i — on, 612 + 621 — £22) 

so that C(B) is the largest of eight integers. 
We may anticipate here that the sets of extreme matrices will have a 

more complicated structure than in the symmetric case, since we no longer 
restrict our attention to principal submatrices. 

If B is symmetric and realizable, then clearly C(B) < C(B). Strict in
equality may occur. Let 

"4 2 2 2" 
2 4 2 2 
2 2 4 2 
2 2 2 2 

Bt = 

I t follows from Theorem 5.4 that Bi is realizable and C(Bi) = 8. On the 
other hand, the intersection pattern is presented by B is obtained for the sets 

Si = {01, 02, 03, 04}, S2 = {01, 02, 05, 0e}, 

SZ = {03, 04, 05, 06Î, S^ = {03, 05, 07}, 

Ti = {01, 02, 03, 04, 07}, T2 = {01, 02, 05, 06, 07Î, 

^3 = {03, 04, 05, 0e}, TA = {01, 03, 06, 07}, 

so that C(B)i < 7. 
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