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Nilpotent-independent sets and estimation in matrix algebras
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ABSTRACT

Efficient methods for computing with matrices over finite fields often involve randomised
algorithms, where matrices with a certain property are sought via repeated random selection.
Complexity analyses for such algorithms require knowledge of the proportion of relevant matrices
in the ambient group or algebra. We introduce a method for estimating proportions of families
N of elements in the algebra of all d x d matrices over a field of order g, where membership
of a matrix in N depends only on its ‘invertible part’. The method is based on the availability
of estimates for proportions of certain non-singular matrices depending on N, so that existing
estimation techniques for non-singular matrices can be used to deal with families containing
singular matrices. As an application, we investigate primary cyclic matrices, which are used in
the Holt-Rees MEATAXE algorithm for testing irreducibility of matrix algebras.

1. Introduction

Randomised algorithms for groups and algebras of matrices typically rely on a randomised
search for certain ‘desirable’ matrices: the correctness of the algorithm is justified by a
theoretical result which says that if a certain kind of matrix can be found, then the question
being considered can be resolved. Complexity analyses of such algorithms therefore depend on
estimating the number of desirable elements in the given group or algebra.

The ‘quokka theory’ of Niemeyer and Praeger [23] is a method for estimating the cardinality
of subsets @ of finite simple groups of Lie type such that ) is a union of conjugacy classes
and membership of @ depends only on the semisimple part of the Jordan decomposition of
an element. This technique was first used by Lehrer [12, 13] to study representations of finite
Lie-type groups and has recently proven useful for several estimation problems [14, 20, 21].
In this paper, we extend the quokka theory in a certain sense to the full matrix algebra
M = M(d, q). By analogy, we deal with subsets N of M for which inclusion depends only on
the invertible part of the matrix, and not on the nilpotent part, as defined in § 1.1. We call such
sets nilpotent-independent. The technique itself involves estimating the cardinality of certain
subsets N; of GL(7,q), 1 < ¢ < d, related to N, and therefore allows one to utilise existing
methods (such as quokka theory) that apply only to non-singular matrices in order to treat
families containing singular matrices. This research forms part of the first author’s PhD thesis
[2, Chapter 6].

Our formula for estimating the size of a nilpotent-independent set is given in §1.1
(Theorem 1.3). We also give an application to primary cyclic matrices (Theorem 1.4), the
significance of which is discussed in § 1.2. Further examples of nilpotent-independent sets are
discussed in §1.3. The proofs of Theorems 1.3 and 1.4 are given in §§ 2 and 3, respectively.
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1.1. Definitions and main results

Let V = IFZ be the d-dimensional space of row vectors over the field F,, and let M(V') = M(d, q)
be the algebra of linear transformations of V. Our main theorem relates the size of a subset IV
of M(V) satisfying certain properties to the sizes of certain subsets N; of GL(7,q), 1 <14 < d,
that are determined by N together with a fixed maximal flag of V' (see Definition 1.2). Each
X € M(V) determines a unique decomposition

V= ‘/mv(X) SV Vnil(X)
such that Xi,, = Xy, (x) is invertible and Xy := Xy, (x) is nilpotent. We call X,
the invertible part and X,; the nilpotent part of X and, by abuse of notation, we write
X = Xiny ® Xpnu. In the language of primary decompositions [9], Vyi(X) is precisely the
t-primary component of V' and Vi, (X) is the direct sum of all the other primary components;
that 1[5,] Vinw (X) = @D perrn(q), p¢ V7 (X), where Irr(g) is the set of monic irreducible polynomials
in Fg[t].

DEFINITION 1.1. A subset N of M(V) is called a nilpotent-independent (NI) subset if the
following conditions hold:
(i) N is closed under conjugation by elements of GL(V'); and
(ii) for X € M(V), we have X € N if and only if Xj,, @ Oy, (x) € N, where Oy, (x) is the
zero transformation on Vi (X).

Thus, membership of an NI subset depends only on the invertible part of X € M(V) and is
independent of the nilpotent part. In particular, unions of conjugacy classes of GL(V') are NI
subsets: for a non-singular matrix X, X,;; = 0 and hence condition (ii) above holds vacuously
for all families of non-singular matrices. Hence, in particular, all quokka subsets of GL(V') are
NI subsets (see §3.2).

DEFINITION 1.2. A maximal flag of V is a family of subspaces Vi, ..., Vy such that {0} =
VoC Vi C...CVyg=V.Note that dimV; =i for 0 < i < d. Given a maximal flag {V;} and
an NI subset IV, we write, for each i,

N(i) = {X € N | dim (Vi (X)) = i},
; = {Y € GL(V;) | Y = Xipy for some X € N such that Vi, (X) = V;}.
The set {N | 0 < i < d} is called the invertible family corresponding to N and {V;}.

Note that, since N is closed under conjugation, the N (i) do not depend on the maximal flag
{Vi} (but the N; do depend on {V;}).

We are interested in NI subsets that contain non-invertible elements. Each such set
determines (up to conjugacy in GL(V')) a collection of sets of invertible elements in smaller
dimensions, namely the N; above. In § 1.1, we derive the following precise relationship between
the size of N and the sizes of the N;, thus reducing the enumeration problem in M(d, q) to a
set of enumeration problems in GL(3, q) for 0 < i < d.

THEOREM 1.3. Let {V; | 0 < ¢ < d} be a maximal flag of V = IFd and let N be an NI
subset of M(V'). Then each N; as in Deﬁmtwn 1.2 is a union of conJugacy classes of GL(V}),
the family {N; | 0 < i < d} is unique and

\N| z )Ny
vy~ @9 de—zq JIGLOA)| M

1=

where w(0,q) =1 and w(j,q) = Hi=1(1 —q %) =|GL(j,q)|l/IM(j,q)], 1 > 1
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The following formula is equivalent to (1):

d - g(d=i)
|G|LN | =25 (d— 0 ®
2 o(d=7q) [GLOVI

A matrix in M(d, q) is primary cyclic if there exists a monic irreducible polynomial f € F,[t]
such that the multiplicities of f in the characteristic and minimal polynomials of X are equal
(and at least 1). In §3, we apply Theorem 1.3 to obtain a lower bound on the proportion of
matrices in M(V) = M(e, ") that are primary cyclic when viewed as elements of a larger,
ambient matrix algebra M(bc, ¢) which contains M(c, ¢%) as an irreducible (but not absolutely

irreducible) subalgebra. Specifically, we prove the following result.

THEOREM 1.4. Let b,c > 2 be integers and let N = N(c,q,b) be the set of matrices X
in M(e, ¢°) € M(bc, q) that are primary cyclic with respect to some irreducible polynomial
f(t) #t of degree greater than dim(Vi,y(X))/2. Then

|N| log2+3 2(1—-1/c¢)
— > log2— - .
M(c, ) ~ %8 ¢ e

REMARK 1.5. The set N in Theorem 1.4 contains the set P of so-called primitive prime
divisor elements of GL(c, ¢*), namely non-singular matrices X with order divisible by a prime
that divides ¢** — 1 for some i > ¢/2 but does not divide ¢/ — 1 for any j < bi. The
proportion |P|/|GL(c,¢%)| is approximately log2 [22, Theorem 6.1], and it seems reasonable
that |N|/|M(c, ¢%)| should also be roughly log2. Theorem 1.4 shows that this is the case for
even modest values of b, g.

1.2. Irreducibility testing and the MEATAXE

Primary cyclic matrices are used in the Holt-Rees MEATAXE algorithm [10] for testing
irreducibility of matrix algebras. The original ideas behind this test are due to Simon Norton,
and the basic Norton irreducibility test was first presented in Richard Parker’s paper [25]
without an analysis of its complexity or effectiveness. This version of the algorithm seeks by
random selection from an algebra M a special type of primary cyclic matrix, namely one
whose characteristic polynomial has a multiplicity-1 linear factor. If such a matrix is found,
then the algorithm is guaranteed either to determine that M is irreducible or to return a
proper non-trivial invariant subspace in the natural or dual module for M.

Holt and Rees [10] generalised this algorithm, and gave an analysis of the MEATAXE. For the
Holt—Rees MEATAXE, arbitrary primary cyclic matrices are used for the Norton irreducibility
test. However, in their analysis in [10, p. 7], Holt and Rees used only a constant lower bound
for the density of a certain subfamily of primary cyclic matrices in a full matrix algebra, namely
the subfamily used by Parker [25]. Ivanyos and Lux [11, Lemma 2.2] extended the analysis of
Holt and Rees to obtain the same result for all irreducible matrix algebras and showed that,
for a reducible matrix algebra M, again a constant fraction of the elements can be used to
prove that M is reducible.

For the case where M is a full matrix algebra M(V'), the constant lower bound given by Holt
and Rees [10] was improved upon by Glasby and Praeger [8]. For the case where M is a proper
irreducible subalgebra of M(V'), namely the case considered in this paper, Theorem 1.4 gives
an explicit lower bound for the proportion of matrices that are primary cyclic with respect
to a polynomial of ‘large’ degree. By contrast, the first and third authors [3] have previously
determined a lower bound on the proportion of matrices that are primary cyclic with respect
to an irreducible polynomial of smallest possible degree.
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Neumann and Praeger [16, §5] proposed a modification of the Norton irreducibility test,
called the cyclic irreducibility test, in which the elements sought by random selection are
cyclic matrices. The proportion of cyclic matrices in M(d, q) is at least 1 — 1/((¢*> — 1)(qg — 1))
[15, Theorem 4.1] (see also [26]), and their proportion in a proper irreducible matrix algebra
M(c, ¢°) (where d = be, b > 1) is at least 1 — ¢~ if b > 3, and at least 1 — ¢! —2¢=2 if b =2
[15, Theorem 5.5]. These lower bounds are, in particular, lower bounds for the proportion of
primary cyclic matrices in such algebras, since cyclic matrices are primary cyclic relative to
any of their primary components. Glasby and Praeger [8, Theorem 1] proved that there is
a constant a such that the proportion of primary cyclic matrices in M(d, ¢) is greater than
1 —a~?. That is to say, the proportion approaches 1 exponentially quickly as d — oo. Thus,
there are considerably more primary cyclic matrices than cyclic matrices in M(d, ¢). However,
it is not known whether the same is true in a proper irreducible subalgebra M(c, ¢°).

In §2, we use our theory of NI sets to obtain an estimate for the proportion of a certain
subfamily of primary cyclic matrices in M(c,q%) (and, as mentioned above, in [11] and [3]
bounds are obtained for different subfamilies of such matrices). It would be interesting to
know, for example, whether the proportion of primary cyclic matrices in M(c, ¢%) is indeed
asymptotically larger than the bounds obtained by Neumann and Praeger. In particular, does
the proportion of primary cyclic matrices approach 1 as ¢ — co?

For further discussion of primary cyclic matrices and their significance to the Holt—Rees
MEATAXE algorithm, we refer the reader to Glasby [7] and Corr and Praeger [3].

1.3. Further examples of NI sets

Here we briefly discuss some other examples of useful and interesting sets of matrices that
are nilpotent-independent. We describe three broad classes, and give examples that are well
studied and practically useful.

The first class consists of subsets of matrices in M(d, ¢) determined by properties of their
characteristic polynomials. There are well-known examples, such as unipotent matrices (that
is, matrices with characteristic polynomial c(t) = (t — 1)¢, see [5]) or separable matrices
(c(t) multiplicity free). There are also less well-known examples. Niemeyer et al. [19] studied
matrices that induce an irreducible action on a subspace of dimension greater than d/2, while
Niemeyer and the third author [24, §3] introduced the family where ¢(¢) has an irreducible
degree-k factor and no other factor of ¢(t) has degree divisible by k. Matrices in the latter
family play a role in new recognition algorithms for classical groups in arbitrary characteristic,
since they power up to matrices acting irreducibly on a k-space and fixing a complementary
(d — k)-space pointwise (see [4, 17, 18]). The family of matrices considered in Theorem 1.4
generalises that studied in [19]. Note that the dimension of our Vi;(X) is the multiplicity
of t dividing cx(t). We study the family of matrices X in a proper irreducible subalgebra
M(c, ¢%) of M(d, q) for which some irreducible factor f of cx(t) (over F,) has degree greater
than (d — dim V,(X))/2.

A second class of NI sets are subsets of matrices in M(d, q) determined by properties of
their actions on the space V(d, q). Often this is described by some property of the minimal
polynomial, or combined properties of the characteristic and minimal polynomials. Examples
include cyclic matrices, regular matrices and semisimple matrices (estimates for which are
found for classical groups in [5, 15, 26]), primary cyclic matrices, nilpotent matrices and
p-abundant matrices in classical groups [21]. Note that some of these example classes are
contained in GL(d, q).

A third class of NI sets are those determined by the order of the invertible part Xj,, of their
members. Examples include primitive prime divisor elements (see Remark 1.5) and Singer
cycles, involutions or sets which induce such elements on V;,,. This class also contains the set
of matrices for which Vj,, is the identity (that is, for which all vectors in v are either fixed or
‘eventually killed’ by X).
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2. Nilpotent-independent subsets

In this section, we prove Theorem 1.3 and deduce some corollaries that give bounds on the
cardinality of N under certain generic assumptions.

2.1. Proof of Theorem 1.3

We begin with a lemma about the structural relationship between the sets N (i) and N; in
Definition 1.2. As before, let V = Fg.

LEMMA 2.1. Let N be an NI subset of M(V), let {V; | 0 < i < d} be a maximal flag of V
and, for 0 < i < d, define N;, N (i) as in Definition 1.2. Then the following hold.
(i) For each i, N; is closed under GL(V;)-conjugacy.
(ii) The set Ng C GL(Vp) is empty if N contains no nilpotent elements, and has size 1
otherwise.
(iii) For a maximal flag {V/ | 0 < i < d} with corresponding invertible family {N} | 0 < i
< d}, there exists g € GL(V) such that, for each i, V? = V] and N} = N/.

(iv) For each i, [N(i)| = [d] ¢@=D@=D| N, |, where
q

[d} _ |GL(d, )| qfi(dfi)
il, |GL(i,q)||GL(d —1,q)|

is the g-binomial coefficient, namely the number of i-dimensional subspaces of V.

Proof. (i) If N; is empty, then there is nothing to prove, so suppose that N; is non-empty
and let X; € N;. Then there exists X € N with Vi, (X) = V;, Xiny = X; and Xuy = Oy, (x)-
Now let x € GL(V;). Then 2’ = x @ Iy, (x) € GL(V), where Iy, (x) is the identity map on
Vail(X). Since N is closed under conjugacy, X = X7 @® 0y, (x) € N. Hence, (X’/)mV = X7
is the invertible part of the element X« of N and it lies in GL(V;), so X¥ € N;. Thus, N; is
closed under conjugacy.

(ii) If N contains no nilpotent elements, then there is no X € N with dim Vi, (X) = 0 and
hence Ny is empty. If N contains a nilpotent element X, then Vi, (X) = {0} = V5 and Xy,
the identity map on Vj, lies in Ng.

(iii) Let {v; | 1 < ¢ < d}, {v] |1 < i< d} be bases for V such that, for 1 < ¢ < d, the sets
{vj | 1<j <}, {v) | 1 <j<i}are bases for Vi, V/, respectively. Then the transformation
g € GL(V) defined by v{ = v}, 1 < i < d, and extended by linearity to V has the desired
properties.

(iv) Write N(V;) = {X € N | Vine(X) = V;}. Let X; € N;. Then, for every complement U of
Vi in V, and for every nilpotent n € M(U), we have X; @ n € N(V;). Moreover, each different
choice of U, n yields a different element of N(V;), and all of N(V;) arises in this way. Thus, the
size of N(V;) is precisely |N;| times the number ¢*(?~%) of complements U, times the number
q(=D(@=i=1) of nilpotent elements in M(U) [6]. The set N (i) is the disjoint union of N(V/)
over all i-dimensional subspaces V;/ of V. By (ii) and (iii), all of the N(V;) have the same size
|IN(V;)| and so |N(4)| is equal to |N(V;)| times the number of i-dimensional subspaces of V.
The result follows. O

Let us now prove Theorem 1.3. Recall that we want to show that (1) holds, namely that

[NV g N
=w(d,q) ) 5

d
IM(V)] 2 w(d—1i,q) [GL(V;)|

i=
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Proof of Theorem 1.3. The first assertions of the_gheorem are proved in Lemma 2.1. It
remains to prove (1). Note that |GL(d — i, ¢)| = ¢'%~9 w(d — i, ¢q) for all 7. Lemma 2.1 gives

IN@I 1 d (d=i)d-1)|
)| g z‘

IM(d,q)] — |M(d,q
GL d7 —i(d—1t —i)(d—
|GL(d, q)| d )>q(d Jd=D)| |
—14,q)]

1
~ M(d, q)] <|GL(Z' q)||GL(d
_ |GL(d, g)| ¢ P |G|
IM(d, q)| "|GL(d —i,q)| |GL(%, q)
~(d—1) ,
q ‘Nz|
=w(d,q). —. - .
(@9 @ 50) [OLG, )

Since the N (i) partition N, [N| =3, ;[N (i)| and the result follows. O

It is unusual when enumerating sets in GL(V') to consider 0-dimensional cases, but the Oth
term of the sum in (1) is well behaved, as follows.

REMARK 2.2. By definition, an NI subset N of M(V) must contain either all nilpotent
elements of M(V), or none. In the former case, the Oth term of the sum in (1) is

M)
o T AL

In the latter case, the Oth term is 0.

2.2. Some generic lower bounds for |N |

If we can estimate each proportion |N;|/|GL(i,q)| in terms of ¢ and ¢, then we can use (1)
to estimate the proportion |N|/|M(d, q)|. In this way, estimation techniques that are normally
effective only in GL(d, q) (for example, quokka theory) can be used to deal with subsets of
M(d, q). If we can find bounds on the |N;|/|GL(i, q)| that behave ‘uniformly’ in some sense,
for example as in Proposition 2.4 or Proposition 2.6, then (1) can be applied without much
additional effort. We first prove a useful formula by considering the case N = M(d, q).

COROLLARY 2.3. For any prime power q and any positive integer d,

d q—(d—l) d q—’L 1
> =2 = (3)
i=0 (.d(d— qu) i=0 w(va) W(d, Q)
Equivalently,
—(d—1) d —(d—1) —d 1—g-d
S ey 4 (4)
—wd—iq ‘Zwld-iq) wldq w(dq)

Proof. The first equality in (3) is just a change of variable. Now consider N = M(d, ¢). Then
N is an NI subset and, for every i, N; = GL(i,q). By (2),

IN| zd: ~(d—i)
|GL(d, q)| wdfzq

=0

and so the left-hand side of (3) is equal to [M(d, ¢)|/|GL(d, ¢)|, which is 1/w(d, q). O
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PROPOSITION 2.4. Let d be a positive integer, N an NI subset of M(V) and {N;} a
corresponding invertible family. Suppose that there exist constants a,k > 0 such that
|N:|/|GL(i,q)| = a — kg for 1 <i < d. Then

_ AN a—(a —d s 2\ ~*
Mid, g = @ (@t Rda (“‘C)(g) -

Proof. Applying (2) and (4),

N g N S N
Mg~ eLE ) (d’q)(z w(d—i,q>'|GL<v;->>

=0
d qf(dfz)
> wld,) (043 S da ke
i=1 ’
—(d—1) d 1
_ q —d
9 i=1 9

and, using (4), this is equal to a(l — q_d) — kw(d, q)q _dz 1 1/w(d — i,q). Noting that

w(d — 1, q) > w(d—1,9) = w(d,q)/(1 —q~ %) for 1 < i < d, thlb is at least a(l — ¢~%) —
k(1—-q4dg % >a— (k+a)dg?. Since d < (3/2)¢ for all integer values of d,
d —d
3 2
(a+k)dg @ < (a+k) (2> 4= (a+k) (;) ,
and the second asserted inequality follows. a

A similar result holds when we have slower convergence to the limiting proportion. We need
the following lemma, which is easily verified.

LEMMA 2.5. For alld > 1 and q > 2,
d i
qu
— i

PROPOSITION 2.6. Let d be a positive integer, N an NI subset of M(V) and {N;} a
corresponding invertible family. Suppose that |N;|/|GL(i,q)| > a — k/i for 1 < i < d for

some a, k > 0. Then
|N| ( Sk) —d a+ 3k
——— 2 a—— (1 —¢q >a— .
M@ ) )t z

Proof. Applying (2) and using the assumed bounds and the fact that |Ng| > 0,

d .
|N| g9 k
N7 1 N1 > d7 N -
M@ a >0 @ g \*
d —(d—1) (d—3)
_ q _ q
d i
—all—a) — —d q
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where we use (4) for the last equality. As w(d —4,q) > w(d — 1, q) for every ¢ considered,

d .
7|N‘ >a(l—q %) —k(1—q g Zq—
IM(d, q)| ~ il

which, by Lemma 2.5, is greater than a(1—q¢~%) —k(1—q %)q=¢-3¢%/d = (a—3k/d)(1—q~?).
The result follows, since d < ¢? for all d > 1, giving

a—g—k(l— _d)>a—%—g>a—%—g O
d q d g d_d

3. An application to primary cyclic matrices

Recall again that a matrix X € M(n,q) is said to be primary cyclic if there exists a
monic irreducible polynomial f € Fy[t] such that the multiplicities of f in the characteristic
polynomial cx v (n,q)(t) and the minimal polynomial mx v (,,4) (t) are equal and at least 1.
Here we use the notation cx v (n,q)(t), Mx v (n,q)(t) to denote the characteristic and minimal
polynomials of X in its action on V(n,q): this is necessitated by our consideration of actions
over different fields. This is equivalent to the requirement that the action of X on its f-primary
component is cyclic.

In this section, we use quokka theory to determine lower bounds on the proportion of primary
cyclic matrices in a subgroup GL(c,q") of GL(bc, q), and apply our theory of NI subsets to
obtain a lower bound on the proportion of primary cyclic matrices in an irreducible subalgebra
M(e, g°) of M(be, q).

3.1. Primary cyclic matrices in M(c, ¢°)

Note that F,» has the structure of an F-vector space V (b, q) with basis {A\; = 1,..., A}, say.
If {v1,..., v} is a basis for the Fs-vector space V(c,¢%), then {\jv; |[i=1,...,b,j=1,...,¢c}
is a basis for V regarded as an F,-vector space. In this way, M(c,¢") € M(bc, q), and each
X € M(c, ¢") can be regarded both as a matrix over K = F,, and as a matrix over F = F,.

A key result is Proposition 3.1, proved in [3], which gives necessary and sufficient conditions
for a matrix X € M(c,¢%) to be primary cyclic when viewed as an element of the larger
algebra M(bc, ¢) (that is, for Xp. 4 to be primary cyclic). This characterisation involves the
Galois group Gal(K/F) of automorphisms of K fixing F' pointwise. As before, Irr(g) denotes
the set of monic irreducible polynomials in F[t], and Irr,,(q) denotes the subset of degree-m
polynomials in Irr(g).

PROPOSITION 3.1. Let f € Irr(q) and X € M(c,q®) be such that f divides CX,V (beyq) (1)
Then Xy q is f-primary cyclic if and only if b divides deg(f) and the following hold for some
divisor g € K|t] of f of degree deg(f)/b:

(1) X, g is g-primary cyclic; and

(2) for every non-trivial T € Gal(K/F), the image g™ # g and g7 does not divide cx v (¢,q)(t)-

The following lemma gives a relationship between elements of Irry,.(¢) and Irr,.(¢%).
LEMMA 3.2. Let r > 1. Then each f € Irry.(¢) is a product HTGG&I(K/F) g", where

g € Irr,.(q%) is such that g7 # g for all non-trivial T € Gal(K/F). In particular, the number of
g € Irr,.(¢%) with this property is 7|Irry, (q)|.
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Proof. Write L = I u». Then each f € Irry,(q) is of the form

br—1
fy=JJt=A") for some X € L.

i=0
For each j € {1,...,b}, define

r

g;(t) = JJ(t =\

=0

(i=1)btj

).

Denote by o the automorphism of L that raises elements to their gth power. Then, for 1 <
J < b—1, we have g7 = g;4+1 and gy = g1. It follows that, for each j, g}-’b = g; and hence
g; € K[t]. Moreover, for f to be irreducible we require both that the g; should be irreducible
and that they should be pairwise distinct. Note that Gal(K/F) consists of the restrictions
otk for 0 < i < b (since 6°|x = 1). Thus, each f € Irry,.(q) gives rise to exactly b monic
irreducible divisors g € K|t] satisfying the condition that g™ # g for 1 # 7 € Gal(K/F).
Moreover, for any g satisfying this condition, we have HTeGal( k9 € Trry,-(q) and so there
is a bijection between Gal(K/F)-orbits of length b of irreducible polynomials of degree r over
K and irreducible polynomials f of degree br over F. a

The following sets will be useful in our application of the theory of NI sets to f-primary
cyclic matrices.

DEFINITION 3.3. For r,b,c € ZT, q a prime power and f € Irr(q), define
N(c,q,b; f) := {X € GL(c, ¢") | Xpe,q is f-primary cyclic},
N(e,q,b,r) = | Nle.q,b /),

felry-(q)
N :=N(c,q,b) = U N(c,q,b,7).
r>c/2

Note that if b =1, then N(c,q,1; f) is the set of f-primary cyclic matrices in M(c, q).

Suppose that f € Trry,.(q) with 7 > ¢/2, and that f divides cx v (pc,q)(t). Since r > ¢/2,
[ is the only degree-br divisor of cx v (se,q)(t). Suppose also that g € Irr,.(¢%) divides f and
X,V (c,qv)(t)- Then, again since 7 > ¢/2, no g™ # g (for 7 € Gal(K/F)) can divide cx, v (c,qg)()-
Thus:

(a) X, g is g-primary cyclic if and only if Xp. 4 is f-primary cyclic; and

(b) the sets N(c,q,b; f) are pairwise disjoint for f € {J, /o It (q).
In particular, N(c,q,b) is a subset of the set of primary cyclic matrices in M(bc, ¢) lying in
M(e, ¢*), and so a lower bound for |N| gives a lower bound for the number of primary cyclic
matrices X 4 in M(c, ¢°).

Our goal is to determine the size of N(c,q,b,r) for fixed r > ¢/2, by first enumerating
N(c,q,b; f) for a fixed f satisfying certain conditions. We use the approach described in § 3.2
to estimate the cardinality of these sets.

3.2. Quokka theory

In order to derive upper and lower bounds for the size of N(c,q,b;f) C GL(c,¢%) as in
Definition 3.3, we apply the theory of quokka sets of G = GL(n,q) [14, 23] (the theory
can be applied to all finite groups of Lie type, but here we need only the linear case). These
are subsets whose proportion in G can be determined by considering certain proportions in

https://doi.org/10.1112/5146115701500008X Published online by Cambridge University Press


https://doi.org/10.1112/S146115701500008X

NILPOTENT-INDEPENDENT SETS 413

maximal tori in G and certain proportions in the corresponding Weyl group. Recall that each
element g € G has a unique Jordan decomposition g = su, where s € G is semisimple, u € G
is unipotent and su = us (with s called the semisimple part of g and u the unipotent part)
[1, p. 11]. Note that the order o(s) of s is coprime to the characteristic of G, and that o(u) is
a power of the characteristic.

As per [23, Definition 1.1], a non-empty subset @ of G is called a quokka set if the following
two conditions hold.

(i) If g € G has Jordan decomposition g = su with semisimple part s and unipotent part w,

then g € @ if and only if s € Q.
(ii) @ is a union of G-conjugacy classes.

We note again the analogy with the definition of an NI subset of M(n, ¢). Indeed, the latter
was formulated as a way to extend quokka theory to M(n,q).

Let Fq denote the algebraic closure of Fy, with ¢ the Frobenius morphism (so that the fixed
points of ¢ in F, are precisely the elements of F,). As outlined in [14, § 3], choose a maximal
torus Ty of GL(n,F,) so that W = Ne(To)/To is the corresponding Weyl group, and note that
for the linear case W is isomorphic to S,,. We summarise the results about quokka subsets
of G that are used in the proof of Proposition 3.9. A subgroup H of the connected reductive
algebraic group GL(n,F,) is said to be ¢-stable if ¢(H) = H and, for each such subgroup
H, we write H?® = H N GL(n,F,). Define an equivalence relation on W as follows: elements
w,w’ € W are ¢-conjugate if there exists € W such that v’ = x~lwa?. The equivalence
classes of this relation on W are called ¢-conjugacy classes [1, p. 84]. The GL(n, Fy)-conjugacy
classes of ¢-stable maximal tori are in one-to-one correspondence with the ¢-conjugacy classes
of the Weyl group W 2 S,,. The explicit correspondence is given in [1, Proposition 3.3.3].

Let C be the set of ¢-conjugacy classes in W and, for each C' € C, let T be a representative
element of the family of ¢-stable maximal tori corresponding to C'. The following theorem is
a direct consequence of [23, Theorem 1.3].

THEOREM 3.4. Suppose that Q@ C G = GL(n,q) is a quokka set. Then, with the above
notation,
@:ZQ\T}?Q@ (5)
G| Wl T8
In order to apply Theorem 3.4, we check that the sets N(c, ¢’ 1; f) in Definition 3.3 are
quokka sets. To do this, we prove a more general statement about sets defined by properties
of the characteristic polynomial.

LEMMA 3.5. Let g € GL(V) and suppose that g has multiplicative Jordan decomposition
g = su = us, where u is unipotent and s is semisimple. Then c4(t) = c;(t).

Proof. Let f € Irr(q) divide cg4(t) with multiplicity m, and let V; = ker(f™(g)) be the
f-primary component of g. Then both u and s fix V} setwise, since they commute. Since
uly, € GL(Vy) is unipotent, its fixed-point space U = Fixuly, is non-trivial. Now, for any
v € U, we have (v*)* = v = v*® and so s fixes U setwise. It follows that g fixes U setwise, and
indeed gl = u|us|y = su, that is, s and ¢ agree on U. Hence, f™ divides the characteristic
polynomial of s. Since this holds for all f, it follows that ¢,(t) divides ¢,(t) and, since these
are both monic polynomials of the same degree, equality holds. O

REMARK 3.6. A consequence of Lemma 3.5 is that any subset of GL(V') defined by properties

of its members’ characteristic polynomials is a quokka set. Indeed, if membership of a subset
depends only on the characteristic polynomial of X € GL(V'), then membership depends only
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on a property of the semisimple part of X. Since the characteristic polynomial is invariant
under GL(V)-conjugacy, it follows that sets defined in this way are quokka sets.

LEMMA 3.7. Let c,b € ZT, let ¢ be a prime power and write K = Fp, ' =T, as before.
Let r > ¢/2 and let g € Irr.(q) satisfy g7 # g for all non-trivial 7 € Gal(K/F). Then, for
f= HTeGal(K/F) g7, we have f € Trry-(q), and N(c,q,b; f) is a quokka set. In particular,
X € N(c,q,b; f) if and only if g™ divides cx v (c,q)(t) for exactly one T € Gal(K/F').

Proof. By hypothesis, all the g7, 7 € Gal(K/F), are distinct and hence f € Irr(q) with
deg(f) = br. Suppose that X € M(c, ¢*) is such that some g divides X,V (e,qv) (t)- Then, since
r > ¢/2, it is not possible for g" to divide CX v (c,q)(t) for any 7/ # 7, and also (g7)? cannot
divide cx v (c,qv)(t). Hence, X, v (t) is g"-primary cyclic, and it follows from Proposition 3.1
that Xy, 4 is f-primary cyclic. So, X € N(c,q,b; f). Conversely, if X € N(c,q,b; f), then, by
Proposition 3.1, X, is g"-primary cyclic and hence g7 divides cx v (¢ qv)(t) for exactly one
7€ Gal(K/F).

Since conjugate matrices have the same characteristic polynomial, condition (ii) for a quokka
set holds. Condition (i) also holds. Indeed, suppose that X € N(c,q,b; f) with Jordan
decomposition X = US = SU. We have just proved that g7 divides cx (¢4 (t) for exactly one
7 € Gal(K/F). Let W be its g"-primary component in V (¢, ¢*). Then X |y is irreducible and,
as U, S centralise X, they both leave W invariant and both Ul , S|w centralise X |y . Since
Ulw is unipotent, it follows that U|y = 1 and hence X |y = S|w, which implies that ¢” divides
€3,V (c,qv)(t). Thus, arguing as above, 7 is unique with this property and S € N(c,q,b; f). So
N(c,q,b; f) is a quokka set. a

COROLLARY 3.8. With notation as in Lemma 3.7,

IN(e, g, b5 /)] _ b
|GL(c,¢®)] ¢ -1

Proof. Since @ := N(c,q,b; f) is a quokka set, the required proportion is given by (5).
Now, Tc N @ is non-empty if and only if T¢ contains an element X € @ or, equivalently, by
Lemma 3.7, g7 divides cx v (c,qv)(t). This implies that all permutations in C' C W = S, contain
an r-cycle and, conversely, for all such C, Tc N @ is non-empty. Each such torus T has the
form

qur_l X S,

where S corresponds to parts outside the r-cycle. That is, one of the components of the torus
T is the multiplicative group of a field extension Fg.: precisely r elements of this field are roots
of g™ and so precisely 7 elements of the corresponding torus factor Zg-_; have characteristic
polynomial g™ on the subspace K. This is true for each 7 € Gal(K/F). Thus,

IN(c,q,b; f)NTe|  br
Tc| ¢r -1

Hence, if C’ denotes the set of classes of S, containing an r-cycle, then

[N (c,q, b; f Z | b (Z C|> br 1 br
br _ 1 - br _ 1 . qbr _ 1°
|GL c q cec’ |S |q cec’ ‘SC‘ q 1 rq 1

since the proportion of permutations containing an r-cycle is 1/7. a
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PROPOSITION 3.9. For ¢,b,r € ZT with r > ¢/2, and q a prime power,

|N(CaQ7b7 T)| o bllrrb7‘(q)|

[GL(c,¢")] o' —1
In particular,
1 _ IN(c,q,b,7)] 1
S(1—2q7t?) < T 2
PR S Tane ) S

Proof. Since r > ¢/2, N(c, q,b,r) is the disjoint union of the sets N(c, g, b; f) for f € Irry,.(q).
Thus, by Corollary 3.8, the first assertion holds. For the bounds, note that

qbr_l

1
E(qbr —2¢"/2) < |Irrpe(q)] < e (6)

for, in the proof of Lemma 3.2, each f € Irry,(g) is a product Hbr Y- )\qi) for some \ € Fgor

lying in no proper subfield containing F' and, by [21, Lemma 4.2], there are at least ¢®" —2q¢/2
such elements A.
The first inequality in (6) gives

b|Irrb7'(Q)| > b 7(
g —1 g —1br
B qbr(l _ 2q—br/2) 1— 2q—br/2

r(g’r —1) ro

br 2qbr/2)

since 1 — 2¢=%"/2 > 0. O

As Proposition 3.9 demonstrates, the proportion |N(c,q,b,7)|/|GL(c, ¢%)| is approximately
1/r. We use this to derive estimates for |J N(c,q,b,r)|. The following lemma is easily

r>c/2
verified and we omit the proof for brevity.

LEMMA 3.10. Let ¢ > 2. Then

C

1 1 1

log2 — —— < - <log2+ —.

8 c+1 Z r ogat c
r=|c/2+1]

PROPOSITION 3.11. For N(c,q,b) as in Definition 3.3,

_ 2 _IN(ea,b)
ct+1 g/t " |GL(c, ")

1
log2 — <log2+ —.
c
Proof. By definition, N(c,q,b) = UT>C/2 N(c,q,b,r), and the N(c,q,b,r) are pairwise
disjoint, because no two polynomials of degree greater than ¢/2 can divide the characteristic
polynomial of any one matrix. Thus,

IN(e,q,0)| Z|Ncq,b7“|
|Gch ool |GL(c, ¢°)]

and so, by Proposition 3.9,

c

1 b IN(c,q,b)] ~ 1
> —(1=207") < S >oo-

L(c, ¢’ r
r=|c/2]+1 |G (C’q )| r=|c/2]+1 "
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The asserted upper bound for |N(c,q,b)|/|GL(c, ¢°)| now follows from Lemma 3.10. For the
lower bound, first apply Lemma 3.10 to get

[N (c,q,0)| 1 - 2

> log2 — o Z rqbr/2

b
|GL(e, ¢°)| c+1 o741

To bound the remaining sum, observe that there are [¢/2] summands with

2 S 2
—brj2 = Toq—bro/Q ’

- where 1 := [¢/2] + 1.
rq
For ¢ even, this yields

(&

- —br/2 T be/4 T be/4
(TR T (¢/2+1)q q
and, for ¢ odd,
XC: 2 _2(ctD)/2 2

= — = — . O
T.q—br/Q (C + 1)/2 . qbc/4 qbc/4

r=|c/2]+1

REMARK 3.12. The bounds in Proposition 3.11 are similar to the bounds obtained by
Niemeyer and Praeger [22, Theorem 6.1] on the proportion P of elements g € GL(c, q), ¢ > 3,
such that g is a so-called ppd(c, ¢; r)-element for some r > ¢/2. This means that the order of
g is divisible by a primitive prime divisor (ppd) of ¢" — 1, namely a prime that divides ¢" — 1
but does not divide ¢/ — 1 for any j < r (as per Remark 1.5). The proportion P satisfies

1 1

log 2 P < P<log2+ 1
This kind of result, with linear convergence to the limit, seems to be the best that can be
obtained by considering polynomials of large degree. We note that the set N(c,q,b) is both
more and less restrictive than the set of ppd elements. On the one hand, some matrices in
N(e,q,b) may have order not divisible by a ppd of ¢" — 1; on the other hand, some ppd
elements correspond to irreducible polynomials g € K[t] that do not have the property g™ # g
for non-trivial 7 € Gal(K/F'). Thus, the two sets are very similar but neither is contained in
the other.

In order to apply Theorem 1.3 to prove Theorem 1.4, we first note that Lemmas 2.4 and 2.6
rely on knowledge of the proportion |N;|/|GL(i, q)| for all values of i. In defining the NI set
that we wish to investigate, we must take care when considering matrices X € M(d, ¢) with
dim (Viny (X)) < 2.

Proof of Theorem 1.4. Let N C M(c,¢") be as in Theorem 1.4. Choose a maximal flag
{0} =Vo c Vi C...C V.= V(cq") with dimV; = i as an F-space, and define N(i) and
N; as in Definition 1.2, where we interpret Vi, (X) as an Fi-space for X € N. Then, by
Theorem 1.3 applied to N as a subset of M(c, ¢°),

N e gy
M) =Y L e oL ™

=0
Note that Ny is the empty set and that Ny = GL(V}). For ¢ > 2, N; is the subset N (i, ¢, b) of
Definition 3.3 (with the parameter ¢ there replaced by ¢) and so, by Proposition 3.11,

L g L2, L2
|GL(i,¢%)] = i+1  ghi/t T i+1 gb/?
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This inequality also holds for i = 1 because |N1|/|GL(1,4")| = 1. Thus, by Proposition 2.6
with a = log2 — 2/¢*/? and k =1,

N b 2 log2 — 2¢~ /2
|N(c,q,b)| > log2 — _log2—2¢7"%+3
IM(c, ¢b)] q*? c
log 2 201 -1
~log2_ 8 +3 2 : /c) -
c qb/?
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