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ABSTRACT. Observations of slab-avalanche releases in alpine terrain have led to the
hypothesis that rocky outcrops can influence the spatial distributions of temperature and
heat flow in dry alpine snow covers and thus control the local distribution of depth hoar.
We investigate the eflects of terrain on crystal growth by using a two-dimensional finite-
clement model of heat flow coupled with a model of crystal growth from vapor. We used
the model to examine the influence of snow properties, terrain geometry and snow depth
on this phenomenon. The effect is stronger in the early winter than in the late winter,
because the rock has then had time to cool. In all cases, we found that depth-hoar growth
occurs preferentially over the rock. This suggests that snow-pit investigations made over
soil can be misleading if rocky outerops are present.

INTRODUCTION

Adry-snow cover that is subjected to high temperatures and
strong temperature gradients is often observed to develop
crystals that are weakly bonded. These large, faceted crys-
tals are commonly known as depth hoar. The weak bonding
may give rise to mechanical failure and thus an avalanche, it
the snow cover is on a sufficiently steep slope. In general,
however, there is a complex and poorly understood relation-
ship between the occurrence of depth hoar and the occur-
(1974)
reported that depth hoar can either decrease or increase

rence of an avalanche. For example, Akitaya

the mechanical integrity of snow, and Arons (in press) has
discussed the importance of gradients in snow strength for
mechanical failure, Nonetheless, Jamieson and Johnston
(1994), who analyzed the characteristics of snow covers asso-
ciated with fatal avalanches in Canada during the period
1972-01, showed that nearly half of the fatal avalanches in
that study are associated with snow composed of depth hoar
in various stages of development.

Recently, we observed an avalanche fracture line that
appeared to coincide with the emergence of a rocky outerop
from beneath a layer of soil. This observation motivated us
to investigate the extent to which spatially varying, sub-
snow heat flow can control snow metamorphism. The im-
portance of terrain features on slope stability has been re-
cognized for a long time, although our understanding of
the relationship is only beginning to evolve.

Our observation is consistent with other observations
and measurements that imply that mechanical anchors in-
troduce thermal perturbations that can change the mechan-
ical properties of a layer of snow through metamorphism
and make it more susceptible to failure. Logan (1993)
analyzed eight avalanche accidents in Colorado during the
period 1982-91 and found that spatial variation in snow
thickness around rocks and vegetation may cause “tender
spots” that are more vulnerable to failure than the remain-
der of the snow cover. He also made measurements of temp-
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erature and grain-size in the snow surrounding rocks and
found that both are enhanced in those regions.

A full analysis of the distribution of the growth rates of
depth hoar in a snow cover would require a detailed model
that includes the effects of solar radiation, snow deposition,
melting and the many non-linear features that arise from
thermal properties that vary with temperature and meta-
morphic state (Jordan, 1991: Brun and others, 1992). How-
cver, a simple first-order analysis of the effects of heat-flow
channeling by a rocky outcrop and the distribution of the
growth rates of depth hoar requires only a microscopic
g. Colbeck, 1983) and knowledge
of the temperature distribution from the solution of an

model of crystal growth (¢

energy-balance equation.

Typically, snow is modeled as a one-dimensional layered
medium. In those cases, the snow cover has a slab-like geo-
metry with parallel top and bottom surfaces and a uniform
depth. With spatially uniform boundary conditions, this
geometry would give rise to one-dimensional heat flow. In
many cases, the top surface is flat enough to warrant model-
ing as a plane. However, the geometry of the bottom
surface, the snow—ground interface, may be irregular or
undulating and thus give rise to two-dimensional heat flow
as Logan’s (1993) data suggest.

We simulated the effect of a non-uniform snow ground
interface on depth-hoar growth in the snow cover using
PDE2D  (vers, 52) partial differential equation solver
(Sewell, 1993). Our calculations show that such an interface
may cause channeling of heat through the more thermally
conductive rock. If insulating soil is present between rock
outcrops, the channeling is intensified. Thus, heat flow in
and near a real outcrop is normally at least two-dimen-
sional and spatially non-uniform. In local regions of higher
heat flow and higher temperatures, more rapid snow meta-
morphism should be expected. We use the term terrain-
enhanced growth (TEG) to describe the effect of a simple
rocky outcrop on the spatial distribution of rate of depth-
hoar growth in the snow cover, Under a uniform stress field,
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these microstructural changes would be expected to have a
strong influence on the mechanical hehavior of the snow
cover but the quantitative effects on mechanical behavior
are bevond the scope of this study.

METHODS

A two-dimensional model was constructed to investigate the
effects of rock outcrops on crystal growth in dry-snow covers
(Fig. 1) The model consists of three regions: the snow cover,
the underlying bedrock and a thin layer of soil or organic
material that separates the other two materials everywhere
but at the outcrop. A finite-element method was used to
solve the two-dimensional time-varying heat-flow equation

ﬂ-ﬁ- &T L [,()Cp ar i

0.1.'2 822 - T] o ({)_f' )
in which T is temperature, t is time, pis density, C}, is speci-
fic heat, & is thermal conductivity, o indicates the material

at a point (snow, soil or rock), and z and z are the horizontal
and vertical coordinates, respectively (Fig. 1). The thermal
conductivity of snow was allowed to vary with snow density
but not with temperature. In order to initialize the model so
that the rock and snow had the desired temperature profiles
early in the winter season, the model was run through many
vears to eliminate all transient effects except those due to the
progression of the winter. We were not attempting to
simulate the entire annual cycle, only to achieve the desired
initial conditions for the wintertime simulations. "Thus, we
used a simple approach including a constant snow depth
and density.

Fig. I. The three-region model. “ ®” is the sampling location
where the maximum absolute growth rate was observed (Iem
above the peak of the outerop ). * o™ is the location of the far-
feld growth site.

After solving for T'(x, z. t)) and the temperature gradi-
ent T'(x, z, 1) , where ¢; is the time when we wish to exam-
ine the spatial distribution of growth rates, the radial grain-
growth rate @ was calculated following Colbeck (1983):

: Dy(T)Cgq , ., dp.
e —— — — b ik — 2
afx ) P | T2, 5tp) | T A (2)

in which Dy is the diffusivity of water vapor in air, ¢
accounts for the shape and spacing of grains, g is a measure
of the thermal connectivity between the growing grain and
the ice matrix, p, is the density of water vapor, p; is the den-
sity of ice and a is grain radius. Although it appears that a
depends on a, both €' and g are proportional to a, so the ra-
dial growth rate is independent of grain-size.

The grain-growth rate @, when calculated in this man-
ner, may be thought of as the growth rate of a growing grain.
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Grains that grow under a temperature gradient are known
to grow at the expense of neighboring grains that are neces-
sarily shrinking (e.g. Gubler, 1985). However, the evolution
of distributions of grain-sizes in a dry-snow cover are not
well known, so the role of shrinking grains has been ignored
to allow a qualitative analysis of the effect of terrain on grain
growth in snow.

A steady periodic solution of Equation (1) was obtained
using a sinusoidally varying air temperature above the
upper surface with a period (1) of 1year and zero normal
heat flux at the bottom and side boundaries. The lateral
boundaries were thus considered planes of symmetry and
the lower boundary, at z = =50 m, was well below the skin
depth of the scasonal temperature oscillations at the surface.
Although there is some geothermal heat flux at this depth, it
is very small compared to the seasonal effect near the sur-
tace and does not account for the accelerated grain growth
described here. The accelerated grain growth is due primar-
ily to the heat stored in the ground over the summer, which
is why it is very important to get a realistic temperature
profile at the start of the winter season.

The top boundary condition was based on Newton’s
cooling law (Bird and others, 1960, p.391), which is com-
monly used to model heat flux across the interface between
a solid and an adjacent fluid (i.e. snow cover and the well-
mixed air flowing above it). This approach requires the
vertical heat flux at the surface of the snow to match the heat
flux that would arise from the temperature difference
between the air and the top surface of the snow. The top
boundary condition is thus given by

q: |r5urf = _‘50(Tsnrf - Tan-(t)J (3)

where Ty, is the solution T at z = zgy,f for any z and £. The
heat-transfer coefficient 50 was chosen to cause heat ex-
change with the snow cover as judged by the results of Gray
and others (1995). It gives the desired temperature effect at
the skin depth in the snow-rock system. Subsequent compu-
tations showed that the results are remarkably insensitive to
the value chosen, since increasing the coefficient decreases
the temperature difference and the heat flow is affected very
little.
The air temperature, T,;, is given by

Tair(t) = 22 x cos (? I 'rr) (4)

which gives a minimum daily mean temperature of —22°C.
A diurnal temperature cycle could have been added to the
annual cycle but the frequency of the diurnal signal is so
high that it contributes little to the energy balance on the
time-scale of interest when the rock outcrop is completely
covered by snow (Gray and others, 1995).

The effects of changing the temporal, physical and
spatial parameters in this study are most easily seen by com-
paring model results to an arbitrarily chosen standard. We
chose a moderately dense, well-bonded, mid-winter snow
cover 09m thick. The standard-model ground cover is a
thin, dry, sandy soil that would also correspond to a thin or-
ganic soil overlain by a thin layer of dry grass. The bedrock
is unweathered granite which is continuous with a boulder-
sized outcrop that protrudes through the soil and into the
snow cover. Characteristics of the standard model are
shown inTable 1.1.

The rates of crystal growth are normalized to the
growth rate calculated for a point 2 cm above the soil sur-


https://doi.org/10.3189/S0022143000002008

Arons and others: Depth-hoar growth rates near a rocky outcrap

Table 1. Properties and results of the standard model to increase horizontal temperature gradients and therefore
TEG. Our model does not include the effects of rocks that
emerge from the snow but, since the snow depth is always
least over the rock, it does describe the effect of replacing

L1 Properties

Snow density 300 kgm snow with more conductive rock. Thus, the effect we get is
E‘“_ll[’: lfl]:'“”“ thickness i':“l] 0 due to both the reduced thickness of the snow over the rock
e 187 8 NICKIICSS L1 m W r— .

Siiow Thicssl propssties and the increased conductivity of the rock.

Thermal conductivity 03Wm 'K !
Volumetric specific heat 63x10° Jkg 'K !

Soil thermal properties: RESULTS
Thermal conductivity 02Wm 'K’

r . - ¢ i r—1 . I ~ .
Volumetric specific heat 132x10° J kg 'K The model results predict that TEG occurs under a variety
R_‘;_*}'k l'“"';““l P;"'IJL_‘Y_“(‘S: S of conditions that might be observed in natural alpine snow
wermal conductivity L m . 5 i - ) . " : oo &
Volumetric specific heat 24x10° J ke 'K ! covers. "T'he magnitude of the effect depends on the time of

Outerop height 0.5 m year, the physical properties of the snow, soil and rock, the

Outcrop widih 10m thickness of the snow layer and the dimensions of the rock.

3 e spacing 0. 3 5 7 3, v

?““'“I“IJ cing “”‘\“I_I - Standard output for all models includes two-dimensional

DCASON vid-wianter vy -

Boundary conditions: ficlds of temperature, temperature gradient, crystal-growth
z=1.0m g: = —50(Toer — Tai(£)) rate and NGR. The output from the standard model (Table
z=—00 IT/dz2=10 1.2; Fig. 2) shows the effect of a rock of this geometry on the
2=0.0m arT/ox =0 i
z=50m dT 0 =10

L[ T ] FEEE [ I

1.2, Results 80 |— -20 —

Maximum growth rate 0047 mmd '

Maximum normalized 243

face and 200 cm away from the center of the rock. The 0 L

normalized growth rate (NGR) represents the potential
for crystal growth and is defined as

a(z.2)
a(lx=200cm,z =12 cm)

NGR(z, 2) = (5)

For the standard model, 200 cm is effectively an infinite dis-

tance from the rock outcrop. The NGR was always found to
be greatest just above the peak of the rock and its value at
that location was used to evaluate the importance of the
phenomenon for varying sets of geometric and thermal
parameters. This value is referred to as TEG, the maximum

effect ol terrain enhancement or the maximum value of

NGR, and is defined as

z (cm)

ale =lem g= 5T pm)

TEG =

: (6)
a({r =200 em, z = 12 cm)

It is important to note that this two-dimensional model

is Cartesian and therefore assumed to extend to infinity in

the direction normal to the plane of the solution space. On

the scale of the snow cover, the rock peaks may therefore be
viewed as infinite line sources of heat flux. As such, the
temperature should decay in proportion to 1/r, where r is

the distance from the peak. In Nature, the rocks may behave

more like point sources and therefore give rise to a 1 /72
temperature decay. If this is the case, the rocks in our model
will begin to interact with each other at a greater distance
than hemispherical rocks and thus the temperature ficlds
surrounding more realistic rocks would not interact until

the rocks were closer together. = 10

A useful comparison may be made with the field data of

Logan (1993). It is apparent that strong lateral temperature : - -
gradients arise when the top of a rock is directly exposed to 0 40 80 120 160 200

the atmosphere. The smaller albedo and greater thermal

. x (cm)
skin depth of the rock (Gray and others, 1995) allows diurnal
heating cycles to have a stronger influence on the two-di- Fig. 2. The output from the standard, or mid-winter, model.
mensional snow-temperature distribution in the vicinity of (a) Temperature, (b) temperature gradient, (¢ ) growth rate

the rock. Logan’s data suggest that these effects would tend and (d) NGR.
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heat flow. The cold mid-winter atmosphere is able to draw
more heat from the outcrop than from the surrounding
region, because of the thinning of the snow cover over the
rock and the difference in thermal storage and conductivity
between the rock and the overlying snow. This is indicated
by temperature contours, showing that heat is funneled to-
wards the peak of the rock outcrop. Further evidence of this
effect is the close spacing of the temperature contours above
the rock peak due to the higher temperature gradient at that
point. Finally, the temperatures in the snow overlying the
rock peak are warmer than those at a similar depth far from
the peak. It is the combination of elevated temperature and
temperature gradient that enhances crystal growth on the
granular scale. However, depth hoar will not necessarily
form even with enhanced growth rates. The rule-of-thumb
states that depth hoar forms only at temperature gradients
above 01°Cm ' in low-density snow and at even higher
temperature gradients in snow of higher densitics. It would,
however, form above the rock in all of the examples given
here but not always over the soil. In higher-density snow,
where larger temperature gradients are required, it would
form in fewer of the examples.

The temperature gradients arc highest at the snow-rock
interface at the peak of the outcrop and decay almost
radially away from the peak (Fig. 2b). A minimum in the
snow-temperature gradient is exhibited at the foot of the
outcrop where it begins to slope up from the horizontal bed-
rock underlying the soil. This is due to the influence of the
highly conducting rock that borders that region of snow and
reduces local temperature differences.

Using Equation (2), the calculated crystal-growth rates
(Fig. 2¢) show a maximum immediately above the rock
peak. The calculated maximum absolute growth rate for
the standard model is 0.047 mmd . Starting with a grain
of 0.2 mm diameter, this growth rate would produce a grain
of 1.5 mm diameter after 2 weeks. Given the properties of
the standard model, that is a reasonable estimate and
NGR (Fig. 2d) is highest at the rock peak, as expected. It
reaches more than 24 and decays in the far field to 1 as it
must. A slight dip in the value of the NGR is observed near
the foot of the outcrop due to the diminished temperature
gradients in that region.

SEASONAL EFFECTS

To examine the effects of periodically varying mean air
temperature, we investigated an “early winter” model and a
“late-winter” model (Table 2.1). The former is based on the
temperature profile 60 days before the air temperature
minimum and the latter is based on the profile 60 days after
that minimum. The realism of this simulation is limited by
the fact that we maintain a constant snow depth throughout
the winter. While this has little effect late in the winter, when
the snow depth may well be the same as the mid-winter
depth, it does affect the early winter results, since snow
depth is normally less during that period. The effect of a
thinner snow cover early in the winter would be to allow
more heat loss and more rapid cooling, thus enhancing the
results we show here.

Early in the winter, the rock still retains a substantial
amount of heat from the preceding summer (Fig. 3). This
results in warmer temperatures for the overall snow-soil-
rock system and causes the NGR to be slightly higher (about

https://doi.orgf@ﬁk}l 89/50022143000002008 Published online by Cambridge University Press

Table 2. Dependence of TEG on time of the winter, physical
properties, terrain geomelry and snow depth. TEG is the ratio
of maximum calculated growth vate at the peak of the oulcrop
(“®” in Fig. 1) to the growth rate in the far field (“ 0™ in Fig. 1)

Maximum grawth rate TEG facto
mmd '

2.1 Period during winter
Early 0.045 28
Middle (standard) 0.047 24
Lare 0.019 21
2.2 Soil thermal properties
Same as snow ol standard model 0.047 99
Standard model 0.047 24
Same as rock of standard model 0.047 1.8
2.3, Snote density (kgm )
100 0.096 26
300 (standard) 0.047 24
24, Snorw thermal conductivity (W m K
0.1 0.085 26
0.2 0.060 25
0.3 (standard) 0.047 24
2.3, Outcrop spacing (m)
10.0 (standard) 0.047 24
3.0 0,048 26
1.5 0.046 1.2
26. Qutcrop radius (m)
0.5 (standard) 0.047 24
100 0.065 34
2.7. Snow-cover depth (m)
10 (standard) 0.047 24
075 0.056 27

15%) than during the middle of the winter. The calculated
absolute growth rate for that time period is slightly erro-
neous, because the early winter period that we chose was
early enough that the model predicts that the temperature
at the hottom of the snow cover in an area near the rock is
above 0°C. By moving what we call “early winter” to a
slightly later time, this physically unrealistic result would
not have occurred. However, the distribution of absolute
growth rates would not change significantly, hecause of ofl-
setting changes in temperature and temperature gradient.
The NGRs would be even less sensitive to that correction
hecause, with the decrease of the mean air temperature,
the temperature of the whole snow cover is lowered. Thus,
the effect is “global”, as opposed to a“local” effect seen at just
the rock peak or in the far field.

In the late winter, e.g. late February, for a northern
alpine snow cover (Fig 4), the effects are opposite from those
observed in early winter. Although the air temperature has
begun to warm, the ground has lost much of the heat that
had been stored during the preceding summer, and the
temperatures in the entire system are lower. This lowers the
growth rate everywhere and the growth of depth hoar may
stop due to the effects of increasing snow density, decreasing
temperature and decreasing temperature gradient. The
relative growth rate drops by a disproportionately small
amount relative to mid-winter values (12% in comparison
to 60% for absolute growth rates), because the combined
effects of temperature and temperature gradient are only
slightly more influential near the peak of the rock than in
the far [ield.
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Fig. 3. (a) ‘lemperature, (b) temperature gradient, (c)
growth rate and (d) NGR for a standard snow cover in an
early winter thermal regime. The above-freezing temperatures
at the fool of the outcrop are not physically meaningful, since
the snow would melt and melting is not allowed in the model.
However, the results are affected little by this.

PHYSICAL PROPERTIES
Soil conductivity

The thermal properties of the soil had virtually no effect on
the absolute growth rates near the peak of the rock. How-

ever, they did have an effect on the growth rates in the far

field, particularly near the base of the snow (Table 2.2). The
soil of the standard model, estimated using correlations dis-
cussed by Farouki (1981, p. 105), is slightly less thermally con-
ductive than the snow in that model. This corresponds to a
dry, sandy soil (or, alternatively, a layer of moist organic soil
that is overlain by dormant grass). Therefore, when the soil
is replaced by snow that is identical to that which comprises
the snow cover, the vertical heat flow in the far field is
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Fig. 4. (a) Temperature, (b) temperature gradient, (c)
growth rate and (d) NGR for a standard snow cover in a
late-=winter thermal regime.

increased relative o the standard model and the far-field
crystal growth rate increases slightly.

When the soil of the standard model is assigned the
thermal properties of the rock, the far-field vertical heat
flow increases substantially and reduces TEG by about
25% in comparison with the standard model. The thin layer
of unconsolidated material thus contributes to TEG but the
contribution is small in comparison o the effect of the
terrain geometry.

Snow density

The snow density in the standard model, 300 kg m ”, is typi-
cal of a mature dry maritime snow cover, although mari-
time snow covers typically have melt features in Nature
(Sturm and others, 1995). Snow in high-altitude alpine
regions, in which depth hoar is more likely to arise, usually
has a lower density than the standard model. This is parti-
cularly true for thin snow covers in continental mountain

481


https://doi.org/10.3189/S0022143000002008

Journal of Glactology

ranges, where the density of snow in a mature snow cover
might be expected to be two-thirds of the density of the stan-
dard model.

Since the thermal conductivity of snow decreases with
decreasing density, we compared the standard model to a
model in which the snow density was changed to a very low
value of 100 kgm * and assigned it a thermal conductivity
of 007Wm 'K ' using estimates from published data
(Sturm and Johnson, 1992). The growth rate at the peak of
the rock doubled as a result of reducing the snow density to
this value (Table 2.3). However, TEG increased only 9%
over the standard model. The increase in the insulation of
the snow cover resulted in increases in both the temperature
and temperature gradient at the bottom of the snow (Fig. 5).
This effect occurred both at the rock peak and in the far
ficld. The combination of these two effects was stronger near
the peak but the small increase in TEG with the lower den-

1 )

0 40 80 120 160 200
X (cm)
Fig. 5. (a) Temperature, (b) temperature gradient, (c)

growth rate and (d) NGR for a snow cover of density
100 kgm .
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sity indicates that the far field also responded strongly to the
change. Thus, a greater percentage of the entire snow cover
would metamorphose to depth hoar, because of the higher
growth rates.

Snow conductivity

For snow having a density of 300 kg m ? published values of
thermal conductivity range from 005 to 0.4 W m 'K L We
investigated the effects of different types of snow on TEG by
selecting a range of thermal conductivity that would corres-
pond to a range of microstructural characteristics of the
snow (‘Table 24). The standard snow represents the highest
conductivity in the range that corresponds to its density.
Decreasing the conductivity to the low end of the range
01Wm 'K ") increased the absolute growth rate at the
peak of the rock by 80%, while it increased the relative
orowth rate by only 10%. The temperature distribution and
the growth rates responded in a manner that is similar to the
case of decreasing the snow density, as expected, but this
indicates that microstructural characteristics other than
density can play a strong role in the variation of crystal-
growth rates in a snow cover. For example, as depth hoar
forms, the thermal conductivity of the snow could change
without a measurable change in density.

TERRAIN GEOMETRY
Rock spacing

The lateral boundaries of the solution region have pre-
scribed zero heat flux, since they are planes of symmetry.
In the standard model, the width of the solution space was
5m. This corresponds to a center-to-center rock spacing of
10 m. For the standard model, this distance is sufficient to
prevent the interaction of thermal fields between neighbor-
ing rocks. This is supported by the result that the temper-
ature fields at the mid-point between the rocks do not
begin to respond to changes in the rock distance until the
rock separation is decreased to about 3 m (Table 2.5). Strong
effects are observed when the separation is decreased to
L.5m (Fig. 6), or three rock radii.

Unexpectedly, the absolute growth rates at the rock peak
were largely unaffected by the rock spacing. As the rocks are
moved closer together, the most dramatic response that
occurs is that the growth rate in the far field, now the valley
between the rock peaks, decreases by nearly a factor of 2 in
comparison to the standard, or non-interacting, model. It
appears that the rock outcrops are acting like cooling fins
and heat, that would otherwise flow into the snow at the soil
mid-point, is diverted along the more conductive route
through the outcrop. As the rocks are drawn together, there
is an increasing fraction of the total area that is influenced
by the thin snow layer over the outcrop and the more highly
conductive rock pathway. Thus, while the growth rate
drops, the volume of depth hoar still increases.

Snow depth

When the snow depth is of the same order as the outcrop
height, it affects both the absolute growth rates and NGRs
(Table 27). but the NGRs increased more slowly with
decreasing depths than did the absolute rates. While the far
field was affected by the change in snow depth, the region
near the rock peak was more sensitive to the change. The
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Fig. 6. (a) Temperature, (b) temperature gradient, (c)
growth rate and (d ) NGR_for a center-lo-center rock spacing
of 1.om.

thinner snow cover caused the region around the rock peak
to be slightly cooler than in the standard model but the heat
flux in that region was nearly twice as high. The temper-
ature-gradient effect dominated the slight cooling effect
and boosted the absolute growth rates there (Fig 7). In fact,
given the magnitudes of the calculated temperature gradi-
ents, this is a good example of when we might get rapid
depth-hoar growth over the rock but no depth-hoar growth
away from the rock.

The bulk thermal resistance of the snow cover in that
region was approximately halved by reducing the snow
depth from L0 to 0.75 m, because the snow immediately over
the 0.5 m rock was only 0.5 m deep in the standard model.
For shallow snow covers, then, even considering two-dimen-
sional flow, the heat flux is approximately inversely propor-
tional to the snow depth. While the thinner snow cover also
caused cooling in the far field, the relative growth rate
responded to the thinning of the snow cover, so it is clear
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Fio. 7. (a) Temperature, (h) lemperalure gradient, (c)
growth rate and (d) NGR for a snow cover of 0.75 m depth.

that the terrain influenced the distribution of temperature
and temperature gradients in an uneven manner.

DISCUSSION AND CONCLUSIONS

In Nature, the thermal properties of the snow cover would
change as grains grow and the grain population matures
(Arons, 1994). In this study, such feed-backs have been
ignored in the interest of exploring first-order topographic
effects. However, the growth of depth hoar has been linked
theoretically to a decrease in thermal conductivity by Arons
(1994), and Sturm and Johnson (1992) observed this relation-
ship in the field. The tendency for depth hoar to act as a
greater thermal insulator than the surrounding snow might
have a self-limiting effect onTEG.

This simple model illustrates that variations in season,
SNoOw pl‘upt‘l‘li(‘s, gt‘mlnd-('u\'t‘r [)!‘(]Pt‘l'lil‘.\‘\ outcrop-aspect
ratio, outcrop spacing and snow depth may cause a two- to
four-fold increase in depth-hoar growth rates in comparison
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to rates [ar from rock outerops. Higher estimates of TEG are
associated with an carly-scason thermal regime, the pre-
sence of a layer of insulating soil, low-density snow, close
outcrop spacing, expansive outcrops and thin snow cover.

The greatest value of TEG, 4.2, was observed by decreas-
ing the center-to-center distance of the outcrops to L5 m.
This is accomplished by a decrease in the far-field growth
rates rather than an increase in the growth rates near the
peak of the outcrop, hecause all of the far field is affected
by the rock, i.e. there is no longer a “far field”. Normally,
the thermal conduetivity of the soil tends to regulate the
growth rate in the far field, while the growth rate near the
outcrop is highly influenced by the proximity of the rock.
Therefore, variations in terrain [eatures may contribute to
the spatial heterogeneity of depth hoar by suppressing
growth in the “background”, while leaving it unchanged
over salient features.

The spatial variation in the growth of depth hoar is
shown clearly in Figures 3, 4 and 6, where for a critical
temperature gradient of 0.1°C m % depth hoar would grow
over the rock but not over the soil. This spatial variation in
the growth of depth hoar also occurs in parts of Figures 2, 5
and 7, but to a lesser extent, since there would be some
depth-hoar growth over the soil in these cases. However, in
all of these cases, it is clear that the results obtained [rom a
test pit dug over the soil would certainly be significantly
different from the results obtained from a test pit over the
rock.

Greater changes in the near-rock absolute growth rates
were ohserved to coincide with less extreme TEGs. This
indicates that these changes were associated with more
global perturbations of the standard model. For example,
the late-season snow cover is everywhere colder than in the
standard model, so growth suppression in the far field
nearly kept pace with that near the rock peak. The ellects
of snow density, thermal conductivity and thickness were
also more global, since they all regulate the overall temper-
ature of the snow cover.

The relative importance of spatial variation of snow
depth vs the spatial variation of thermal-conductivity con-
trast hetween rock and snow is still unknown. In particular,
when the horizontal extent of the outcrop was stretched to
100 m, almost all of the TEG can be attributed to increased
growth near the rock peak. It is not clear whether the
diminished snow thickness near the rock peak or the
increased heat channeling through the highly conductive
rock dominates this effect.

Practitioners have recognized the importance of the geo-
metry of the snow—ground interface in the distribution of
depth-hoar growth rates. These results help to explain that
relationship. Additional work needs to be done to further iso-

late the effects of snow depth from TEG and to improve our
ability to describe the snow—ground interface in a manner
that will enable us to apply knowledge of TEG to specific
locations. Eventually, this could improve our ability to assess
avalanche hazards using geomorphologic and climatological
data. Further improvements should include the effects of
time-varying snow density, thermal conductivity, grain-size
distribution and other textural quantities.
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