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Microanalysis using an EDS on an SEM are sometimes asked
whether two samples are of different composition, or if different
regions in the same sample vary in composition, A best educated
guess may be that differences of a few percent can be distinguished
under optimized conditions that include favorable data collection
times and count rates, stable instrument operation, and well pre-
pared samples and standards that remain free of contamination.
Another frequently asked question is whether it is possible to detect
a given amount of a particular element in a sample. The response is
that a concentration greater than a few weight percent can generally
be detected. Under certain circumstances, detection levels of a few
tenths of a weight percent or less are possible. The answer may then
be further qual! ed by mentioning that the situation can be far worse
if there are serious peak overlaps or if the elements of interest are
of very low atomic number or both. Such "ball park" estimates are
usually based on our experience ievel with similar samples or the
experience of others shared in the literature or elsewhere.

The subject of detection limits and precision relating to x-ray
microanalysis have been discussed in the literature for some time
(1-3). Such estimates are generally based on models in which
precision is determined by x-ray counting statistics. X-ray count-
ing statistics refers to the variability of the number of x-ray photons
counted in repeated experiments in which the experimental condi-
tions remain constant. Consider a series of SEM-EDS measure-
ments of a pure copper sample made with a beam energy of 20
keV and a beam current of 1nAfor 10 seconds. The result will be a
distribution of values for different 10 second intervals, even if there
are no changes in the instrument or the sample from one interval to
the next. Why this happens has to do with the inherent variability of
the x-ray generation process itself in a way that is similar to what is
observed for radioactive decay. A plot of the frequency of occurrence
of measured values versus those measured values is described by
a Poisson distribution although, it is often approximated by a bell
shaped or Gaussian curve centered around a mean value of counts
N and with a standard deviation equal to the JV Vi. it is the mean
of this distribution that we need to perform accurate quantitative
analysis upon, even though analyses are often made on the basis
of a single measurement that is just one sample from the distribu-
tion of possible results. The situation is actually more complicated
because, in quantitative analysis, it is the K-ratio that is converted
into composition by ZAF or ( z) methods where:

in Ziebold's classic paper (1) on determining detection limits where
the standard deviation in composition is given by:

NS-NS(B) (1)

Four measurements, each with its own variability are invojyed.
N , the average number of counts measured on the sample, N{B)
the corresponding average background, Ns the number of counts
on the standard and NX{B) the corresponding background on the
standard.

Therefore, the question to ask is what is the precision of a given
K-ratto, rather than an individual measurement, and betteryet, what
is the precision of the value of the composition, C, of a given element
determined with that K-ratio? Although the equation appears to be
rarely used, the answer can be found in an intermediate calculation

• + r=5 ^

where n and n' refer to the number of repeat measurements
on the sample and standard respectively. The parameter "a" refers
to the constant in the Ziebold-Ogilvie (4) equation:

\-K _ l-C
K Q C (3)

It can either be determined from standards, or more practically
by using either ZAF or { z) methods, to calculate K for a given C
and then solving equation (3) for "a". Generally, when an analysis
is done, C is determined for an average measured value of K and
so it is a relatively easy manner to solve for "a" and then determine

cby equation (2). Once t is calculated, con dence intervals can
be stated when presenting data, e.g. C ± 1.96 c de res the 95%
con dence interval. As an example, gure 1a shows portions of the
low energy x-ray spectra of AI33Ga.7As and also for an Al standard
indicating the number of counts required for calculating , . Data of
this type can be obtained from experimental measurements, or in
this case, Monte Carlo calculations using the x-ray spectrum stmula-
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Figure 1a. Monte Carlo Simulation of Spectra for AI3,Ga S7As
Sample and pure Al Standard. Conditions: 5 keV beam energy,
1 nA beam current, 10 repeat measurements, n = n'=10 repeats,
10 second counting intervals

tion program of Gauvin and Lifshin (5). which computes entire x-ray
spectra for any well de ned set of operating conditions and detector
characteristics. Figure 1b shows the quantity 2 JC plotted as a func-
tion of beam energy. The parameter 2 JC is approximately Yi the
95% con dence Interval normalized by the composition. In this case
the concentration of Al was determined to be 15.2 weight percent
with a 95% con dence interval of + 0.025 x 15,2 = + 0.38 weight
percent, when measured under the conditions given at 5 keV. This
value of precision, if obtainable in practice, would be excellent, but is
based solely on counting statistics and does not consider other potential
sources of variability such as sample and standard position reproducibtlity.
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Figure 1b The value of twice the relative standard deviation
ZaJC vs. electron beam energy. The data point circled is the
result obtain with the data shown in figure 1a for ten repeat
measurements on the sample and standard at a beam energy
of5keV.

Furthermore, even if precision is not a factor, sources of systematic error
such as beam drift and contamination could lead to errors far larger than
those associated just with counting statistics. Based on the authors' ex-
perience, under good experimental measurement conditions, doubling the
counting statistics based confidence interval might be a better estimate of
overall variability, although this is admittedly somewhat arbitrary. Thus,
theAl composition would be stated as 15.2 ±0.76 weight percent for 95%
confidence. Therefore, a reading of 17.0 weight percent from another point
might be viewed as different, while one of 15.8 weight percent might be
expected as a sample from the same distribution.

Figure 1b serves to make several points. First, lowering the beam
voltage and keeping other factors constant may be useful to improve
spatial resolution by minimizing the x-ray excitation volume in a sample,
but may cause a dramatic decrease in precision. Note at 2 keV 2cr,/C has
increased to an estimated 0.08. The second point is that the numbers
presented here are for ten repeat measurement at 10 seconds each,
which for the conditions used in this example was adequate time to obtain
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Figure 2a. Monte Carlo simulation of a Cu spectrum containing
9 weight percent Zn and 1.0 weight percent Sn. Conditions: 20
keV beam energy, 1nA beam current, and a 40° takeoff angle.
The detector is a 6 mm Si(Li) placed 4 mm from the sample. Data
collection time is 100 seconds.

10000i

8000-

o

6 0 0 0 ! M . . . . . . . . .

4000-

2000

0

SnLa

••«. Sn lp

• • • . • - " "n» . • • • ' • •

" • • • • • • • . •

100 Seconds
With Counting Statistics

3.0 3.1 3.2 3.3 3.4 3.5 3.6 3.7 3.8 3.9 4.0

Energy (KeV)

Figure 2b. Detail of Figure 2b showing the Sn L peaks.
a large number of counts on both the sample and standard. Since this
may not always be the case, it Is important to use equation (2) for each
measurement made on your particular samples to determine if the value
of 2nc/Cis good enough. X-ray microanalysis is capable of 2% or better
accuracy, but if 2oc/C is much larger than 0.02, poor precision will mask
good accuracy when two measurements are compared. Finally, it is also
important to recognize that although the arsenic and aluminum peaks were
close, there was not a serious overlap problem. Remember equation (2)
requires background intensity data as well as peak intensity data. If the
region of interest selected for a peak includes counts from an overlapping
peak, then that should be included in the background counts in addition to
any estimate of the background due to the x-ray continuum. If the peaks
are very close; the precision may be unacceptable.

The determination of minimum detection limits was also discussed
in detail in Ziebold's 1967 paper already cited (1), He concluded that
the minimum detectability limit is given by:.

CDL>3.29a/(ntP.P/B)m
 ( 4 )

where "a" is the parameter described in equation (3), n is the number of
repeat measurements, t is the counting time. P is the peak intensity on a
pure elemental standard and P/B is the peak to background ratio on that
standard. This model uses a number of approximations that are necessary
if the background on the actual sample is not known. However, a better
estimate can be obtained if a standard with a detectable signal from the
element of interest is available similar to the unknown, and also if the
background on the unknown can be measured or approximated from the
standard. In this case from reference (2):

where N(B) is the average value of the background on the unknown,

Na is the number of counts measured on the standard, and C. is the
concentration of the standard. Since a standard is not always available,
Monte Carlo modeling of the spectrum of the standard can be of great
help. Figure 2a is a calculated spectrum for Cu containing 9 weight per-
cent Zn and 1.0 weight percent Sn. Figure 2b shows an expanded view
of the region around the Sn L peaks. Data from this simulation entered
into equation (5) gave a result of a detection limit for Sn of about 0.0522
weight percent for 100 seconds, 20 keV beam energy, 1 nA beam current,
40° takeoff angle, and a 6mm Si(Li) detector with 129 eV located 4 mm
from the sample. An advantage of the simulation approach is that it not
only gives you a specific value for a detection limit, but it also allows for
the adjustment of the model parameters, Thus different counting times,
beam currents, beam voltages and other variables can be set to help you
optimize the detection limit you need for a given problem.

In summary, it is suggested that concentration data be reported that
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shows not only the value measured, but also the confidence level associ-
ated with that value. While software packages sometimes include limits
of error it is important to determine if they are based on equation (2). If
not, all of the sources of variability based on x-ray counting statistics may
not have been considered. Recognize that modeling techniques such as
Monte Carlo calculation can be a very useful tool in estimating precision
and detection limits even before a sample is ever placed in a microscope.
Finally, also recognize that even so-called standardless analysis prograrns
are based on some standard measurements and therefore, the variability
of those standards should be taken into consideration in determining
confidence limits, •
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