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#### Abstract

DeVore-Gopengauz-type operators have attracted some interest over the recent years. Here we investigate their relationship to shape preservation. We construct certain positive convolution-type operators $H_{n, s, j}$ which leave the cones of $j$-convex functions invariant and give Timan-type inequalities for these. We also consider Boolean sum modifications of the operators $H_{n, 5, j}$, show that they basically have the same shape preservation behavior while interpolating at the endpoints of $[-1,1]$, and also satisfy Telyakovskiì- and DeVore-Gopengauz-type inequalities involving the first and second order moduli of continuity, respectively. Our results thus generalize related results by Lorentz and Zeller, Shvedov, Beatson, DeVore, Yu and Leviatan.


## 1. Introduction

The present note deals with shape preservation by so-called DeVore-Gopengauz-type approximants and thus falls into the general context of approximation with constraints (in connection with pointwise estimates). See, for example, Section 3 of [24] and the excellent survey on the early history of the subject in Section 3.2 of [14] which also contains numerous references.

Certain approximation processes which preserve shape properties of a function, and the parametric curves and surfaces based upon them nowadays are not only widely used in Computer-Aided Design, but also to represent curves, surfaces, and volumes for which the data are not necessarily subject to modification (including physical and physiological data, for example). A well-established tool in these fields is the Bernstein-Bézier technique, which was derived from the classical Bernstein operators. However, the present authors feel that the possibilities provided by approximation

[^0]theory have not yet been fully exploited in the fields mentioned. The present paper aims to bridge the gap between good shape preservation properties and the best possible degree of approximation (not rendered by Bernstein operators). Further details are given below.

To define DeVore-Gopengauz operators we first introduce some notation. Let $\mathbb{N}:=\{1,2, \ldots\}$ be the set of natural numbers, $\mathbb{Z}:=\{0, \pm 1, \pm 2, \ldots\}, C[a, b]$ the real vector space of continuous functions on the closed interval $[a, b]$ and $\Pi_{n}$ be its subspace consisting of all algebraic polynomials of degree $\leq n$. By $\omega_{2}(f, \cdot)$ we denote the second order modulus of smoothness of $f \in C[a, b]$, given for $0 \leq \delta \leq(b-a) / 2$ by

$$
\omega_{2}(f, \delta):=\sup \{|f(x-h)-2 f(x)+f(x+h)|: x, x \pm h \in[a, b], 0 \leq h \leq \delta\} .
$$

Definition 1.1. A sequence of linear operators $L_{n}: C[-1,1] \rightarrow \Pi_{r n+s}, r \in \mathbb{N}$, $s \in \mathbb{Z}$ fixed, is said to be of DeVore-Gopengauz-type, if for all $f \in C[-1,1]$ and all $x \in[-1,1]$ one has

$$
\left|f(x)-L_{n}(f, x)\right| \leq c \cdot \omega_{2}\left(f, \frac{\sqrt{1-x^{2}}}{n}\right)
$$

with a constant $c$ independent of $n, f$ and $x$.
Two remarkable features of DeVore-Gopengauz-type operators are the facts that they reproduce linear function, that is, $L_{n}(f, \cdot)=f$ for all $f \in \Pi_{1}$, and that they interpolate the approximated function of the endpoints of its interval of definition. Both properties are shared by the classical Bernstein operators which have other remarkable features, too.

In order to further motivate our research below we recall the following facts. It is well known that the Bernstein operators $B_{n}$ mapping $C[0,1]$ into $\Pi_{n}$ preserve convexity of all orders, that is, $f^{(j)} \geq 0$ on $[0,1]$ implies $\left[B_{n}(f)\right]^{(j)} \geq 0$ on $[0,1]$ for $j=0,1, \ldots$. It is for this reason (among others) that they have received considerable interest in Approximation Theory and, more recently, also in ComputerAided Geometric Design (see [17] and [20]). However, their rate of approximation is poor in comparison to that of DeVore-Gopengauz-type operators. A result dating from 1964 ([4]) states that

$$
\left|B_{n}(f, x)-f(x)\right| \leq c \omega_{2}(f ; \sqrt{x(1-x) / n}) \text { for all } f \in C[0,1], \text { all } x \in[0,1]
$$

Only recently inequalities of this type have again attracted some interest (see, for example, [27] and the references cited there). The saturation theorem by Lorentz [23] and the inverse theorems of Berens and Lorentz [3] show that this is, in a certain
sense, indeed best possible for Bernstein operators. The following result by Berens and DeVore [2] demonstrates that this slow degree of approximation is a consequence of their convexity, and that they have the best rate of approximation among all operators with the same shape preserving properties.

THEOREM A. Let $\mathbf{L}_{n}$ denote the class of all operators $L_{n}$ mapping $C[0,1]$ into itself with
(i) $L_{n}(f) \in \Pi_{n}$ for all $f \in C[0,1]$,
(ii) $\quad L_{n}(l)=l$ for all $l \in \Pi_{1}$,
(iii) $\left[L_{n}(f)\right]^{(j)} \geq 0$, if $f^{(j)} \geq 0, j=0,1, \ldots, n$.

## Then

$$
\frac{x(1-x)}{n}=B_{n}\left[(\cdot-x)^{2}, x\right]=\inf _{L_{n} \in \mathrm{~L}_{n}} L_{n}\left[(\cdot-x)^{2}, x\right], \quad 0 \leq x \leq 1
$$

The assumption (iii) of Theorem A , that all cones of $j$-convex functions, $j=$ $0,1, \ldots, n$, be invariant under the operators in the class $\mathbf{L}_{n}$, is quite stringent. It is therefore a natural question if this assumption can be loosened somewhat in order to get a better rate of convergence. This is the topic addressed in the present note which can thus be viewed as written in the spirit of the Berens-DeVore paper.

The method to be examined below is quite classical, while still offering capabilities which seem to have been overlooked before. We start off with a short description of this technique.

The traditional method of proving Jackson's theorem for $f, g \in C[a, b]$ uses convolution operators of the form

$$
\begin{equation*}
G(f, x)=(f * g)(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(\cos t) g[\cos (\theta-t)] d t, \quad x=\cos \theta \tag{1.1}
\end{equation*}
$$

If $K_{m(n)}$ is an even trigonometric kernel of the form

$$
K_{m(n)}(v)=\frac{1}{2}+\sum_{k=1}^{m(n)} \rho_{k, m(n)} \cdot \cos k v,
$$

then

$$
\begin{aligned}
g_{m(n)}(z) & :=K_{m(n)}(\arccos z) \\
& =\frac{1}{2}+\sum_{k=1}^{m(n)} \rho_{k, m(n)} \cdot T_{k}(z)
\end{aligned}
$$

where $T_{k}$ denotes the $k$-th Čebyšev polynomial, is an element of $\Pi_{m(n)}$.

Furthermore, $G=G_{m(n)}$ attains the form $(\theta=\arccos x)$

$$
\begin{align*}
G_{m(n)}(f, x) & =\frac{1}{\pi} \int_{-\pi}^{\pi} f(\cos t) \cdot K_{m(n)}[\arccos (\cos (\theta-t))] d t \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi} f(\cos t) \cdot K_{m(n)}(\arccos x-t) d t  \tag{1.2}\\
& =\frac{1}{\pi} \int_{-\pi}^{\pi} f[\cos (\arccos x+t)] \cdot K_{m(n)}(t) d t \tag{1.3}
\end{align*}
$$

and, for each $f, G_{m(n)}(f, \cdot)$ is also in $\Pi_{m(n)}$.
In previous research an important role has been played by positive kernels $K_{m(n)}$ and in particular by the higher order Jackson kernels (Matsuoka kernels) given as follows (see, for example, [15], [26]).

$$
\text { For } s \in \mathbb{N}, \quad \text { let } K_{s n-s}(\nu):=c_{n, s}\left(\frac{\sin (n \nu / 2)}{\sin (\nu / 2)}\right)^{2 s},
$$

where $c_{n, s}$ is chosen so that $\pi^{-1} \int_{-\pi}^{\pi} K_{s n-s}(\nu) d v=1$. Thus,

$$
\begin{equation*}
K_{s n-s}(\nu)=\frac{1}{2}+\sum_{k=1}^{s n-s} \rho_{k, s n-s} \cos k v . \tag{1.4}
\end{equation*}
$$

The degree of approximation by convolution operators of the above form and by some of their modifications was recently investigated in a series of papers by the present authors (see [5]-[12], [18]-[19]). One quantitative result needed below is the following.

Lemma 1.2. (Cao [5, Theorem 1], [6]). Let $n \in \mathbb{N}$ and $K_{m(n)}(v) \geq 0$. Then for $-1 \leq x \leq 1$ and $f \in C[-1,1]$,

$$
\left|f(x)-G_{m(n)}(f, x)\right| \leq 2 \omega_{1}\left[f ;\left(1-\rho_{1, m(n)}\right) \cdot|x|+\sqrt{2} \cdot \sqrt{1-\rho_{1, m(n)}} \cdot \sqrt{1-x^{2}}\right] .
$$

Here $\omega_{1}(f ; \cdot)$ is the first order modulus of continuity of $f$.
Shape preservation properties of an operator can be expressed using its behavior on the cones of $j$-convex functions. Let $j \in \mathbb{N}$ and $f \in C[a, b]$. The $j$-th forward difference of $f$ with increment $h$ is then given by
$\Delta_{h}^{j} f(t):=\sum_{k=0}^{j}(-1)^{j-k}\binom{j}{k} f(t+k h), \quad 0 \leq h \leq(b-a) / j$ and $t \in[a, b-j h]$.
A function $f$ is called $j$-convex if $f \in C[a, b]$ and all $j$-th forward differences $\Delta_{h}^{j} f(t), 0 \leq h \leq(b-a) / j$, are non-negative. Also, the function $f$ is said to be 0 -convex if it is non-negative on $[a, b]$.

As far as shape preservation by convolution operators of the above form is concerned, the following result is important.

Lemma 1.3. (Beatson [1, Theorem 1]). Let $f, g \in C[-1,1]$, and let the convolution operator $G$ be given by

$$
G(f, x)=(f * g)(x)=\frac{1}{\pi} \int_{-\pi}^{\pi} f(\cos \nu) g[\cos (\theta-\nu)] d \nu, \quad x=\cos \theta
$$

Let $j$ be a non-negative integer. Then the cone of $j$-convex functions is invariant under the operator $G(f)=f * g$ if and only if $g$ is $j$-convex.

For the case $j=1$, this result had been obtained earlier by Roulier [28] and Senderovizh [29]. Based upon this lemma Beatson proved the following.

Theorem B. (Beatson [1, Theorem 2]). Let $j$ be a positive integer. There exists an $M_{j}$ such that for each $f \in C[-1,1]$ and $n=0,1,2, \ldots$, there exists a $P_{n} \in \Pi_{n}$ with $P_{n} i$-convex for any $i \in\{0,1, \ldots\}$ for which $f$ is $i$-convex and

$$
\left|f(x)-P_{n}(x)\right| \leq M_{j} \omega_{1}\left[f, \Delta_{n}(x)\right], \quad|x| \leq 1 .
$$

Here, $\Delta_{0}(x):=1$ and, for $n \geq 1, \Delta_{n}(x):=\max \left(\sqrt{1-x^{2}} / n, 1 / n^{2}\right)$.
For the case $j=1$, a pointwise theorem had been obtained earlier by Lorentz and Zeller [25, Theorem 2], and for $j=2$ a uniform estimate of the above type was first given by Shvedov [30, Theorem 4]. Theorem B shows that, in a Timan-type theorem, cones of $i$-convex functions can be assumed to be invariant up to some predescribed order $j$.

However, for certain cases it is known that $\omega_{1}\left[f, \Delta_{n}(x)\right]$ can be replaced by the quantity $\omega_{2}\left(f, \sqrt{1-x^{2}} / n\right)$.

Theorem C. (DeVore and Yu [16]). Let $f \in C[-1,1]$ be an increasing function. Then there exists $P_{n}(f, \cdot) \in \Pi_{n}$ such that $P_{n}(f, \cdot)$ is increasing and

$$
\begin{equation*}
\left|f(x)-P_{n}(f, x)\right| \leq c \cdot \omega_{2}\left(f, \sqrt{1-x^{2}} / n\right), \quad|x| \leq 1 . \tag{1.5}
\end{equation*}
$$

Here the constant $c$ is independent of $f, x$ and $n$.

Theorem D. (Yu [32], Leviatan [22]). If $f \in C[-1,1]$ is a convex function then there is a convex polynomial $P_{n} \in \Pi_{n}$, such that

$$
\left|f(x)-P_{n}(f, x)\right| \leq c \cdot \omega_{2}\left(f, \sqrt{1-x^{2}} / n\right), \quad|x| \leq 1,
$$

with $c$ independent of $f, x$ and $n$.

Uniform results corresponding to the pointwise ones in Theorems C and D had been obtained earlier by Shvedov [31, Theorem 1].

In the present note we shall investigate this matter further using the Boolean sum approach which was also employed in our other papers mentioned. To be more specific, below we will first construct and study certain convolution operators $H_{n, s, j}$ based upon modified Matsuoka kernels to generalize Beatson's Theorem B (see Theorem 4.3 below). Furthermore, we shall use Boolean sum modifications of $H_{n, s, j}$ in order to investigate the invariance of cones of $i$-convex functions in Telyakovskiĭ and Gopengauz-type estimates (Theorems 4.4 and 4.5). As special cases we obtain Theorems C and D. In the final Section 5 we briefly discuss a further type of Boolean sum modification and show that for this one similar results can be derived.

We make the following additional remarks concerning notation in this paper. For $f \in C[a, b]$, let $\|f\|:=\max \{|f(t)|: a \leq t \leq b\}$. By $C, \widetilde{C}$ (upper or lower case) we will denote positive absolute constants independent of $n, f$ and $x \in[a, b]$. The constants $C$ and $\widetilde{C}$ may be different at different occurrences, even on the same line. Occasionally they will carry subscripts in order to explicitly indicate the quantities they depend on.

## 2. Further notes on the Boolean sum method

In this section we prove several assertions concerning Boolean sums of certain positive linear operators. Although the results of this section are mainly of an auxiliary nature for the main theorems of later sections, they appear to be of independent interest.

Let $L f$ be the linear function interpolating $f$ at $a$ and $b$, that is,

$$
L(f, x)=\frac{f(b)(x-a)+f(a)(b-x)}{b-a}, \quad a \leq x \leq b .
$$

Let $A$ be a linear operator mapping $C[a, b]$ into $C[a, b]$, and let $A^{+}$denote the Boolean sum of $L$ and $A$ given by

$$
\begin{aligned}
A^{+}(f, x) & :=(L \oplus A)(f, x)=L(f ; x)+A(f ; x)-(L \circ A)(f ; x) \\
& =A(f, x)+\{(x-a)[f(b)-A(f, b)]+(b-x)[f(a)-A(f, a)]\} /(b-a) .
\end{aligned}
$$

LEMMA 2.1. Let $A$ be a positive linear operator mapping $C[a, b]$ into itself, and such that $A(1 ; x)=1$. Let $f \in C[a, b]$ be increasing, and

$$
\nu(x):=\{(x-a)[f(b)-A(f, b)]+(b-x)[f(a)-A(f, a)]\} /(b-a) .
$$

Then $v$ also increases on $[a, b]$

Proof. Since $f$ is increasing on $[a, b]$, we have $f(a) \leq f(x) \leq f(b), a \leq x \leq b$. The operator $A$ is positive, so $A(f-f(a) ; x) \geq 0$, which implies $A(f ; x)-f(a)$. $A(1 ; x) \geq 0$. In particular, $A(f ; a)-f(a) \geq 0$. Similarly, $f(b)-A(f ; b) \geq 0$.

Thus

$$
\nu^{\prime}(x):=\{[f(b)-A(f, b)]+[A(f ; a)-f(a)]\} /(b-a) \geq 0, \quad x \in[a, b],
$$

from where it follows that $v$ increases on $[a, b]$.
Lemma 2.2. Let a be a positive linear operator as in Lemma 2.1. For $j \in \mathbb{N}$, let the cone of $j$-convex functions be invariant under the operator $A$. Then the cone of $j$-convex functions is also invariant under the operator $A^{+}$.
Proof. If $j=1$, and $f \in C[a, b]$ is increasing on $[a, b]$, by Lemma 2.1 it follows that the function $v(x)$ is increasing, that is, $\Delta_{h}^{1} \nu(x) \geq 0,0 \leq h \leq b-a, x \in[a, b-h]$. Under the conditions of Lemma 2.2, we have $\Delta_{h}^{1} A(f, x) \geq 0$. Since $A^{+}(f, x)=$ $A(f, x)+v(x)$, we have that

$$
\Delta_{h}^{1} A^{+}(f, x)=\Delta_{h}^{1} A(f, x)+\Delta_{h}^{1} v(x) \geq 0 .
$$

If $j \geq 2$, then $\Delta_{h}^{j}(\alpha x+\beta)=0$, and thus

$$
\Delta_{h}^{j} A^{+}(f, x)=A(f, x)+\Delta_{h}^{j} \nu(x)=A(f, x) .
$$

Hence, if $\Delta_{h}^{j} f(x) \geq 0$, from the assumption of Lemma 2.2 we have that

$$
\Delta_{h}^{j} A^{+}(f, x)=\Delta_{h}^{j} A(f, x) \geq 0
$$

In view of the result of Lemma 2.2 it is a natural question if the Boolean sum $A^{+}$of positive operators $L$ and $A$ is also positive. This is not true as can be seen by choosing

$$
\begin{gathered}
{[a, b]=[0,1], \quad L(f ; x)=f(1) \cdot x+f(0) \cdot(1-x),} \\
A(f ; x)=(x+1) \cdot f(x), \quad x \in[0,1] .
\end{gathered}
$$

Then both $L$ and $A$ are positive, and $A^{+}(f ; x)=(x+1) f(x)-x \cdot f(1) . A^{+}$is not positive. In fact, choose $f(x)=x^{2}, x \in[0,1]$. Then

$$
A^{+}\left(f ; \frac{1}{2}\right)=\frac{3}{2} \cdot f\left(\frac{1}{2}\right)-\frac{1}{2} f(1)=-\frac{1}{8}<0 .
$$

For operators $G_{m(n)}$ as introduced above the statement of the example below holds.
Example 2.3. Let $K_{2}$ with $\rho_{2,2}>0,-1 \leq t \leq 1$ be a positive kernel. Then there is a function $g \in C[-1,1]$ such that $g(t) \geq 0,-1 \geq t \geq 1$, and $G_{2}^{+}(g, 0)<0$, that is, $G_{0}^{+}$is a non-positive linear operator.

We do not give a proof of Example 2.3 here; the reader is referred instead to the technical report [13], where full details are given.

## 3. Some auxiliary results

In this section we collect several assertions of auxiliary nature (Lemmas 3.1 through 3.3). We also recall two results which were proved previously by the present authors (Lemmas 3.4 and 3.5).

Let $g \in C[a, b]$. We write $F_{0}(u):=g(u), u \in[a, b]$. For $r \in \mathbb{N}$ let $F_{r}(u)$ be the integral of $F_{r-1}$ on $[a, u]$. It can be shown that ([33, chapter XII, § 8])

$$
\begin{equation*}
F_{r}(u)=\frac{1}{(r-1)!} \int_{a}^{u}(u-\nu)^{r-1} g(\nu) d \nu . \tag{3.1}
\end{equation*}
$$

Indeed, by differentiation with regard to the parameter u we see that, for $1 \leq i \leq r-1$,

$$
\begin{equation*}
\frac{d^{i}}{d u^{i}} F_{r}(u)=F_{r-i}(u)=\frac{1}{(r-i-1)!} \int_{a}^{u}(u-v)^{r-i-1} g(\nu) d \nu, \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d^{r}}{d u^{r}} F_{r}(u)=g(u) . \tag{3.3}
\end{equation*}
$$

In the sequel, let $M_{m, r}$ and $\bar{M}_{m, r}$ be positive constants depending on $m$ and $r$ only.
Lemma 3.1. Let $m \geq 0, r \geq 1, g \in C[-1,1], g(z) \geq 0,-1 \leq z \leq 1$. Then

$$
\begin{align*}
I_{m, r} & :=\int_{0}^{\pi} \nu^{m}\left(\int_{-1}^{\cos \nu}(\cos \nu-\xi)^{r-1} g(\xi) d \xi\right) d \nu \\
& \leq M_{m, r} \int_{0}^{\pi} \nu^{2 r+m} g(\cos \nu) d \nu \tag{3.4}
\end{align*}
$$

Proof. We proceed by induction for $r=1,2, \ldots$ :
If $r=1$, integration by parts gives

$$
\begin{align*}
I_{m, 1} & =\int_{0}^{\pi} \nu^{m}\left(\int_{-1}^{\cos \nu} g(\xi) d \xi\right) d \nu \\
& =\left.\left[\frac{\nu^{m+1}}{m+1}\left(\int_{-1}^{\cos \nu} g(\xi) d \xi\right)\right]\right|_{\nu=0} ^{\nu=\pi}+\frac{1}{m+1} \int_{0}^{\pi} \nu^{m+1} \sin \nu \cdot g(\cos \nu) d \nu \\
& \leq \frac{1}{m+1} \int_{0}^{\pi} \nu^{m+2} g(\cos \nu) d \nu \tag{3.5}
\end{align*}
$$

since $\sin \nu \leq \nu, 0 \leq \nu \leq \pi$.
Assume (3.4) holds for $r=r_{0}$ and any $m=0,1,2, \ldots$. Another integration by parts yields

$$
I_{m, r_{0}+1}=\int_{0}^{\pi} \nu^{m}\left(\int_{-1}^{\cos \nu}(\cos \nu-\xi)^{r_{0}} g(\xi) d \xi\right) d \nu
$$

$$
\begin{align*}
= & {\left.\left[\frac{\nu^{m+1}}{m+1}\left(\int_{-1}^{\cos \nu}(\cos v-\xi)^{r_{0}} g(\xi) d \xi\right)\right]\right|_{\nu=0} ^{\nu=\pi} } \\
& \quad-\frac{1}{m+1} \int_{0}^{\pi} \nu^{m+1}\left(\int_{-1}^{\cos \nu}(\cos \nu-\xi)^{r_{0}} g(\xi) d \xi\right)^{\prime} d \nu \\
= & -\frac{1}{m+1} \int_{0}^{\pi} \nu^{m+1}\left(\int_{-1}^{\cos \nu}(\cos v-\xi)^{r_{0}} g(\xi) d \xi\right)^{\prime} d \nu \tag{3.6}
\end{align*}
$$

where the prime denotes differentiation with respect to $\nu$.
From (3.2), we know that

$$
\frac{1}{r_{0}!} \frac{d}{d u}\left(\int_{-1}^{u}(u-\xi)^{r_{0}} g(\xi) d \xi\right)=\frac{1}{\left(r_{0}-1\right)!} \int_{-1}^{u}(u-\xi)^{r_{0}-1} g(\xi) d \xi
$$

whence, for the derivative figuring in (3.6), we have

$$
\begin{equation*}
\frac{d}{d v}\left(\int_{-1}^{\cos \nu}(\cos v-\xi)^{r_{0}} g(\xi) d \xi\right)=-r_{0} \int_{-1}^{\cos \nu}(\cos \nu-\xi)^{r_{0}-1} \sin v \cdot g(\xi) d \xi \tag{3.7}
\end{equation*}
$$

Thus

$$
\begin{aligned}
I_{m, r_{0}+1} & =\frac{r_{0}}{m+1} \int_{0}^{\pi} v^{m+1}\left(\int_{-1}^{\cos \nu}(\cos v-\xi)^{r_{0}-1} \sin v g(\xi) d \xi\right) d v \\
& \leq \frac{r_{0}}{m+1} \int_{0}^{\pi} v^{m+2}\left(\int_{-1}^{\cos v}(\cos v-\xi)^{r_{0}-1} g(\xi) d \xi\right) d \nu \\
& =\frac{r_{0}}{m+1} I_{m+2, r_{0}} \\
& \leq \frac{r_{0}}{m+1} M_{m+2, r_{0}} \int_{0}^{\pi} v^{2 r_{0}+m+2} g(\cos v) d v \\
& =\frac{r_{0}}{m+1} M_{m+2, r_{0}} \int_{0}^{\pi} v^{2\left(r_{0}+1\right)+m} g(\cos \nu) d v
\end{aligned}
$$

Hence (3.4) holds for $r=r_{0}+1$ and the lemma is proved.

The next lemma gives an estimate from below.
Lemma 3.2. Let $m \geq 0, r \geq 1, g \in C[-1,1], g(z) \geq 0,-1 \leq z \leq 1$. Then

$$
\begin{align*}
J_{m, r} & :=\int_{0}^{\pi / 2} v^{m}\left(\int_{-1}^{\cos \nu}(\cos v-\xi)^{r-1} g(\xi) d \xi\right) d v \\
& \geq \bar{M}_{m, r} \int_{0}^{\pi / 2} v^{2 r+m} g(\cos v) d v \tag{3.8}
\end{align*}
$$

PROOF. We apply again induction on $r$. If $r=1$, integration by parts shows that

$$
\begin{align*}
J_{m, 1} & =\int_{0}^{\pi / 2} v^{m}\left(\int_{-1}^{\cos \nu} g(\xi) d \xi\right) d \nu \\
& =\left.\frac{v^{m+1}}{m+1}\left(\int_{-1}^{\cos \nu} g(\xi) d \xi\right)\right|_{\nu=0} ^{\nu=\pi / 2}+\frac{1}{m+1} \int_{0}^{\pi / 2} v^{m+1} \sin \nu g(\cos v) d v \\
& \geq \frac{(\pi / 2)^{m+1}}{m+1}\left(\int_{1}^{0} g(\xi) d \xi\right)+\frac{2}{\pi(m+1)} \int_{0}^{\pi / 2} v^{m+2} g(\cos v) d v \\
& \geq \frac{2}{\pi(m+1)} \int_{0}^{\pi / 2} v^{m+2} g(\cos \nu) d \nu \tag{3.9}
\end{align*}
$$

since $(2 / \pi) \nu \leq \sin \nu, 0 \leq \nu \leq \pi / 2$. Let (3.8) hold for $r=r_{0}$ and any $m=0,1,2, \ldots$ Consider

$$
J_{m, r_{0}+1}=\int_{0}^{\pi / 2} \nu^{m}\left(\int_{-1}^{\cos \nu}(\cos v-\xi)^{r_{0}} g(\xi) d \xi\right) d \nu
$$

Integrating by parts and using (3.7), we have

$$
\begin{align*}
J_{m, r_{0}+1}= & \left.\frac{\nu^{m+1}}{m+1} \nu^{m}\left(\int_{-1}^{\cos \nu}(\cos v-\xi)^{r_{0}} g(\xi) d \xi\right)\right|_{\nu=0} ^{\nu=\pi / 2} \\
& -\frac{1}{m+1} \int_{0}^{\pi / 2} v^{m+1}\left(\int_{-1}^{\cos v}(\cos v-\xi)^{r_{0}} g(\xi) d \xi\right)^{\prime} d v \\
= & \frac{(\pi / 2)^{m+1}}{m+1}\left(\int_{-1}^{0}(0-\xi)^{r_{0}} g(\xi) d \xi\right) \\
& +\frac{r_{0}}{m+1} \int_{0}^{\pi / 2} \nu^{m+1} \sin v\left(\int_{-1}^{\cos \nu}(\cos v-\xi)^{r_{0}-1} g(\xi) d \xi\right) d \nu \\
\geq & \frac{2 r_{0}}{\pi(m+1)} \int_{0}^{\pi / 2} v^{m+2}\left(\int_{-1}^{\cos v}(\cos v-\xi)^{r_{0}-1} g(\xi) d \xi\right) d v \\
\geq & \frac{2 r_{0}}{\pi(m+1)} \bar{M}_{m+2, r_{0}} \int_{0}^{\pi / 2} v^{2 r_{0}+m+2} g(\cos v) d v \\
= & \frac{2 r_{0}}{\pi(m+1)} \bar{M}_{m+2, r_{0}} \int_{0}^{\pi / 2} v^{2\left(r_{0}+1\right)+m} g(\cos v) d \nu \tag{3.10}
\end{align*}
$$

This yields the claim of Lemma 3.2.

Lemma 3.3. Let $p$ and $q \in \mathbb{N}, p \geq q$. Then

$$
\int_{0}^{\pi} \frac{(\sin (n v / 2))^{2 p}}{\nu^{2 q}} d \nu \approx n^{2 q-1}, \quad \int_{0}^{\pi / 2} \frac{(\sin (n v / 2))^{2 p}}{v^{2 q}} d v \approx n^{2 q-1}
$$

Here, $a_{n} \approx b_{n}$ if and only if $a_{n}=O\left(b_{n}\right)$ and $b_{n}=O\left(a_{n}\right)$.

Proof. See [15, p. 80].

Lemma 3.4. Let $n \geq 1, m(n) \in \mathbb{N} \cup\{0\}$ with $c n \leq m(n) \leq \tilde{c} n$ for $n \geq 2$ and for some constants $c, \tilde{c}$. Let $A_{n}: C[-1,1] \rightarrow \Pi_{m(n)}$ be a sequence of linear algebraic polynomial operators. Suppose that for $A_{n}$ we have the Timan-type estimate

$$
\left|A_{n}(f, x)-f(x)\right| \leq c \omega_{1}\left(f, \sqrt{1-x^{2}} / n, 1 / n^{2}\right), \quad|x| \leq 1 .
$$

Then for $A_{n}^{+}$, the Telyakovskiǐ-type estimate

$$
\left|A_{n}^{+}(f, x)-f(x)\right| \leq c \omega_{1}\left(f, \sqrt{1-x^{2}} / n\right), \quad|x| \leq 1
$$

holds true.
Proof. See Cao and Gonska [12, Theorem 3].

Lemma 3.5. Let $n \geq 2$ and $c_{n} \leq m(n) \leq \tilde{c} n$ for some constants $c, \tilde{c}$. Furthermore, let $K_{m(n)}(\nu) \geq 0$, and
(i) $1-\rho_{1, m(n)}=O\left(n^{-2}\right)$,
(ii) $3 / 2-2 \rho_{1, m(n)}+1 / 2 \rho_{2, m(n)}=O\left(n^{-4}\right)$.

Then, for all $f \in C[-1,1]$,

$$
\left|G_{m(n)}^{+}(f, x)-f(x)\right| \leq c \omega_{2}\left(f, \sqrt{1-x^{2}} / n\right), \quad|x| \leq 1 .
$$

Proof. See Cao and Gonska [8, Theorem 5.4].

## 4. Approximation by Boolean sums $G_{m(n)}^{+}$.

We start this section with the construction of certain kernels $\bar{F}_{n, s, j}(\nu)$ upon which the definition of shape preserving operators $H_{n, s, j}$ will be based.

Let $\xi=\cos (\nu)$. Starting from (1.4), we define

$$
K_{s n-n}(\arccos \xi)=C_{n, s}\left(\frac{\sin (n \arccos \xi / 2)}{\sin (\arccos \xi / 2)}\right)^{2 s}=\frac{1}{2}+\sum_{k=1}^{s n-s} \rho_{k, s n-s} \cos (k \arccos \xi) .
$$

Clearly $K_{s n-s}(\arccos \xi) \in \Pi_{s n-s}$.
For $j \in \mathbb{N}$, we define

$$
\begin{equation*}
F_{n, s, j}(z):=\frac{1}{(j-1)!} \int_{-1}^{z}(z-\xi)^{j-1} K_{s n-s}(\arccos \xi) d \xi \tag{4.1}
\end{equation*}
$$

to be a $j$-th antiderivative of $K_{s n-s}(\arccos \xi)$; thus $F_{n, s, j} \in \Pi_{s n-s+j}$, and

$$
F_{n, s, j}(z)=\tau_{0, n, s, j}+\tau_{1, n, s, j} \cdot z+\cdots+\tau_{s n-s+j, n, s, j} \cdot z^{s n-s+j}
$$

or

$$
\begin{equation*}
F_{n, s, j}(\cos \nu)=\tau_{0, n, s, j}+\tau_{1, n, s, j} \cos \nu+\cdots+\tau_{s n-s+j, n, s, j}(\cos v)^{s n-s+j} \tag{4.2}
\end{equation*}
$$

Normalizing yields the kernel

$$
\begin{equation*}
\bar{F}_{n, s, j}(\nu):=\frac{\pi F_{n, s, j}(\cos v)}{\int_{-\pi}^{\pi} F_{n, s, j}(\cos t) d t} \tag{4.3}
\end{equation*}
$$

for which

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\pi}^{\pi} \bar{F}_{n, s, j}(v) d v=1 \tag{4.4}
\end{equation*}
$$

Furthermore, from (4.2) we have
$\bar{F}_{n, s, j}(v)=\lambda_{0, n, s, j}+\lambda_{1, n, s, j} \cos v+\lambda_{2, n, s, j} \cos 2 v+\cdots+\lambda_{s n-s+j, n, s, j} \cos (s n-s+j) v$.

Since

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\pi}^{\pi} \bar{F}_{n, s, j}(v) d v=1=2 \cdot \lambda_{0, n, s, j} \tag{4.5}
\end{equation*}
$$

we have $\lambda_{o, n, s, j}=\frac{1}{2}$. We denote the convolution-type operators (1.3) with kernel $\bar{F}_{n, s, j}(v)$ by $H_{n, s, j}$. Then

$$
\begin{equation*}
H_{n, s, j}(1, x)=\pi^{-1} \int_{-\pi}^{\pi} \bar{F}_{n, s, j}(v) d v=1 \tag{4.6}
\end{equation*}
$$

and, from (4.5),

$$
\begin{equation*}
\lambda_{k, n, s, j}=\frac{1}{\pi} \int_{-\pi}^{\pi} \cos k \nu \bar{F}_{n, s, j}(\nu) d \nu, \quad 1 \leq k \leq s n-s+j \tag{4.7}
\end{equation*}
$$

The next lemma shows that the coefficients of $\cos v$ in (4.5) are sufficiently close to 1 .

Lemma 4.1. Let $j \in \mathbb{N}$ and $s \geq j+2$. Then

$$
1-\lambda_{1, n, s, j}=O\left[n^{-2}\right]
$$

Proof. From (4.6), (4.7), and (4.3), we have

$$
\begin{align*}
1-\lambda_{1, n, s, j} & =\frac{1}{\pi} \int_{-\pi}^{\pi}(1-\cos \nu) \bar{F}_{n, s, j}(v) d \nu \\
& =\frac{1}{\pi} \int_{-\pi}^{\pi}(1-\cos v)\left[\frac{\pi \cdot F_{n, s, j}(\cos \nu)}{\int_{-\pi}^{\pi} F_{n, s, j}(\cos t) d t}\right] d v \\
& =\frac{1}{\int_{-\pi}^{\pi} F_{n, s, j}(\cos v) d v} \times \int_{-\pi}^{\pi} 2 \sin ^{2} \frac{v}{2} F_{n, s, j}(\cos v) d v \\
& \leq \frac{1}{2} \frac{\int_{-\pi}^{\pi} v^{2} F_{n, s, j}(\cos v) d v}{\int_{-\pi}^{\pi} F_{n, s, j}(\cos v) d v} \tag{4.8}
\end{align*}
$$

Using the inequality

$$
\begin{equation*}
\frac{2}{\pi} \nu \leq \sin \nu, \quad 0 \leq \nu \leq \frac{\pi}{2} \tag{4.9}
\end{equation*}
$$

we have, on the other hand,

$$
\begin{equation*}
1-\lambda_{1, n, s, j} \geq \frac{2}{\pi^{2}} \frac{\int_{-\pi}^{\pi} v^{2} F_{n, s, j}(\cos v) d \nu}{\int_{-\pi}^{\pi} F_{n, s, j}(\cos v) d v} \tag{4.10}
\end{equation*}
$$

Let $N_{r}, r=1,2, \ldots$, be positive constants independent of $n$. Write

$$
\begin{aligned}
\int_{-\pi}^{\pi} F_{n, s, j}(\cos v) d v & =2 \int_{0}^{\pi} F_{n, s, j}(\cos v) d v \\
& =\frac{2}{(j-1)!} \int_{0}^{\pi}\left(\int_{-1}^{\cos v}(\cos v-\xi)^{j-1} K_{s n-s}(\arccos \xi) d \xi\right) d v \\
& =: R_{n, s, j}
\end{aligned}
$$

Using Lemma 3.1 (for the case $m=0, r=j$ ), we get

$$
\begin{align*}
R_{n, s, j} & \leq \frac{2 M_{0, j}}{(j-1)!} \int_{0}^{\pi} v^{2 j} K_{s n-s}[\arccos (\cos v)] d v \\
& =N_{1} \int_{0}^{\pi} v^{2 j} K_{s n-s}(v) d v \tag{4.11}
\end{align*}
$$

Using Lemma 3.2 (again for the case $m=0, r=j$ ) we have

$$
\begin{align*}
R_{n, s, j} & \geq \frac{2 \bar{M}_{0, j}}{(j-1)!} \int_{0}^{\pi / 2} v^{2 j} K_{s n-s}[\arccos (\cos v)] d v \\
& =N_{2} \int_{0}^{\pi / 2} v^{2 j} K_{s n-s}(v) d v \tag{4.12}
\end{align*}
$$

Define

$$
\begin{aligned}
\bar{R}_{n, s, j} & :=\int_{-\pi}^{\pi} \nu^{2} F_{n, s, j}(\cos v) d v \\
& =2 \int_{0}^{\pi} v^{2} F_{n, s, j}(\cos v) d v \\
& =\frac{2}{(j-1)!} \int_{0}^{\pi} v^{2}\left(\int_{-1}^{\cos v}(\cos v-\xi)^{j-1} K_{s n-s}(\arccos \xi) d \xi\right) d v
\end{aligned}
$$

Again, using Lemma 3.1, we derive

$$
\begin{equation*}
\bar{R}_{n, s, j} \leq N_{3} \int_{0}^{\pi} v^{2 j+2} K_{s n-s}(v) d v \tag{4.13}
\end{equation*}
$$

and using Lemma 3.2, we have

$$
\begin{equation*}
\bar{R}_{n, s, j} \geq N_{4} \int_{0}^{\pi / 2} v^{2 j+2} K_{s n-s}(\nu) d \nu \tag{4.14}
\end{equation*}
$$

Combining (4.8), (4.10), (4.11), (4.12), (4.13) and (4.14), we obtain

$$
\begin{equation*}
1-\lambda_{1, n, s, j} \leq N_{5} \frac{\int_{0}^{\pi} v^{2 j+2} K_{s n-s}(v) d v}{\int_{0}^{\pi / 2} v^{2 j} K_{s n-s}(v) d v} \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
1-\lambda_{1, n, s, j} \geq N_{6} \frac{\int_{0}^{\pi / 2} v^{2 j+2} K_{s n-s}(v) d v}{\int_{0}^{\pi} v^{2 j} K_{s n-s}(\nu) d v} \tag{4.16}
\end{equation*}
$$

By Lemma 3.3, we have

$$
\begin{align*}
\int_{0}^{\pi} v^{2 j+2} K_{s n-s}(v) d v & =C_{n, s} \int_{0}^{\pi} v^{2 j+2}\left(\frac{\sin \frac{n v}{2}}{\sin \frac{v}{2}}\right)^{2 s} d \nu \\
& \approx C_{n, s} \int_{0}^{\pi} v^{2 j+2} \frac{\left(\sin \frac{n v}{2}\right)^{2 s}}{v^{2 s}} d v \\
& =C_{n, s} \int_{0}^{\pi} \frac{\left(\sin \frac{n v}{2}\right)^{2 s}}{v^{2(s-j-1)}} d v \\
& \approx C_{n, s} \cdot n^{2(s-j-1)-1}, \quad s \geq j+2 \tag{4.17}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\int_{0}^{\pi / 2} v^{2 j+2} K_{s n-s}(v) d v \approx C_{n, s} \cdot n^{2(s-j-1)-1}, & s \geq j+2  \tag{4.18}\\
\int_{0}^{\pi} v^{2 j} K_{s n-s}(v) d v \approx C_{n, s} \cdot n^{2(s-j)-1}, & s \geq j+1  \tag{4.19}\\
\int_{0}^{\pi / 2} v^{2 j} K_{s n-s}(v) d v \approx C_{n, s} \cdot n^{2(s-j)-1}, & s \geq j+1 \tag{4.20}
\end{align*}
$$

Combining (4.15) through (4.20), we obtain that if $s \geq j+2$, then

$$
\begin{equation*}
1-\lambda_{1, n, s, j} \approx \frac{n^{2(s-j-1)-1}}{n^{2(s-j)-1}}=O\left(n^{-2}\right) \tag{4.21}
\end{equation*}
$$

Lemma 4.2. Let $j \in \mathbb{N}$ and $s \geq j+3$. Then

$$
\frac{3}{2}-2 \lambda_{1, n, s, j}+\frac{1}{2} \lambda_{2, n, s, j}=O\left(n^{-4}\right)
$$

Proof. From (4.6), (4.7), and (4.3), we have

$$
\begin{align*}
\frac{3}{2}-2 \lambda_{1, n, s, j}+\frac{1}{2} \lambda_{2, n, s, j} & =\pi^{-1} \int_{-\pi}^{\pi}\left(1-2 \cos \nu+\frac{1}{2}(1+\cos 2 \nu)\right) \bar{F}_{n, s, j}(\nu) d \nu \\
& =\pi^{-1} \int_{-\pi}^{\pi}\left(1-2 \cos \nu+\cos ^{2} \nu\right) \bar{F}_{n, s, j}(\nu) d \nu \\
& =\pi^{-1} \int_{-\pi}^{\pi}(1-\cos \nu)^{2} \bar{F}_{n, s, j}(\nu) d \nu \\
& =\int_{-\pi}^{\pi}(1-\cos \nu)^{2}\left[\frac{F_{n, s, j}(\cos \nu)}{\int_{-\pi}^{\pi} F_{n, s, j}(\cos t) d t}\right] d \nu \\
& =\frac{\int_{-\pi}^{\pi} 4 \sin ^{4} \frac{\nu}{2} F_{n, s, j}(\cos \nu) d \nu}{\int_{-\pi}^{\pi} F_{n, s, j}(\cos \nu) d \nu} \tag{4.22}
\end{align*}
$$

From Lemmas 3.1 and 3.2, using a method similar to the proofs of (4.15) and (4.16), we obtain

$$
\begin{equation*}
\frac{3}{2}-2 \lambda_{1, n, s, j}+\frac{1}{2} \lambda_{2, n, s, j} \leq N_{7} \frac{\int_{0}^{\pi} v^{2 j+4} K_{s n-s}(v) d v}{\int_{0}^{\pi / 2} v^{2 j} K_{s n-s}(v) d v} \tag{4.23}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\frac{3}{2}-2 \lambda_{1, n, s, j}+\frac{1}{2} \lambda_{2, n, s, j} \geq N_{8} \frac{\int_{0}^{\pi / 2} v^{2 j+4} K_{s n-s}(v) d v}{\int_{0}^{\pi} v^{2 j} K_{s n-s}(v) d v} \tag{4.24}
\end{equation*}
$$

By Lemma 3.3 we have

$$
\begin{align*}
\int_{0}^{\pi} v^{2 j+4} K_{s n-s}(v) d \nu & =C_{n, s} \int_{0}^{\pi} v^{2 j+4}\left(\frac{\sin (n v / 2)}{\sin (v / 2)}\right)^{2 s} d v \\
& \approx C_{n, s} \int_{0}^{\pi} v^{2 j+4} \frac{(\sin (n v / 2))^{2 s}}{v^{2 s}} d v \\
& =C_{n, s} \int_{0}^{\pi} \frac{(\sin (n v / 2))^{2 s}}{v^{2(s-j-2)}} d \nu \\
& \approx C_{n, s} \cdot n^{2(s-j-2)-1}, \quad s \geq j+3 \tag{4.25}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\int_{0}^{\pi / 2} v^{2 j+4} K_{s n-s}(v) d v \approx C_{n, s} \cdot n^{2(s-j-2)-1}, \quad s \geq j+3 \tag{4.26}
\end{equation*}
$$

From (4.19) and (4.20), we have

$$
\begin{array}{ll}
\int_{0}^{\pi} v^{2 j} K_{s n-s}(v) d v \approx C_{n, s} \cdot n^{2(s-j)-1}, & s \geq j+1 \\
\int_{0}^{\pi / 2} v^{2 j} K_{s n-s}(v) d v \approx C_{n, s} \cdot n^{2(s-j)-1}, & s \geq j+1 \tag{4.28}
\end{array}
$$

Combining (4.23) through (4.28), we obtain the result that if $s \geq j+3$, then

$$
\frac{3}{2}-2 \lambda_{1, n, s, j}+\frac{1}{2} \lambda_{2, n, s, j} \approx \frac{n^{2(s-j-2)-1}}{n^{2(s-j)-1}}=O\left(n^{-4}\right)
$$

The following Theorems 4.3 through 4.5 constitute the main results of this note. Our first theorem deals with the quantitative and shape preserving properties of the operators $H_{n, s, j}$ based upon the kernels $\bar{F}_{n, s, j}$ (recall (4.5) and its neighbourhood). Note that shape, as expressed by $i$-convexity, is fully retained by the $H_{n, s, j}$, including positivity. This will be different in Theorems 4.4 and 4.5.

THEOREM 4.3. Let $j \in \mathbb{N}$ and $s \geq j+2$. There exists a positive constant $c_{j, s}$ such that, for each $f \in C[-1,1]$ and $n \geq 1$, the polynomial $H_{n, s, j}(f, \cdot) \in \Pi_{s n-s+j}$ satisfies the inequality

$$
\left|f(x)-H_{n, ., j, j}(f, x)\right| \leq c_{j, s} \omega_{1}\left(f, \frac{\sqrt{1-x^{2}}}{n}+\frac{1}{n^{2}}\right), \quad|x| \leq 1 .
$$

Furthermore, if the function $f$ is $i$-convex, then $H_{n, s, j}(f, \cdot)$ is also $i$-convex, where $i \in\{0,1, \ldots, j\}$.
Proof. For the convolution-type operators $H_{n, s, j}$ with kernels $\bar{F}_{n, s, j} \geq 0$, using Lemma 4.1 we have

$$
1-\lambda_{1, n, s, j}=O\left(n^{-2}\right), \quad s \geq j+2
$$

Lemma 1.2 implies the Timan-type estimate

$$
\left|f(x)-H_{n, s, j}(f, x)\right| \leq c_{j, s} \omega_{1}\left(f, \frac{\sqrt{1-x^{2}}}{n}+\frac{1}{n^{2}}\right), \quad|x| \leq 1 .
$$

Since $H_{n, s, j}$ is a positive linear operator, we obtain for $i=0$ that, if $f \geq 0$, then $H_{n, s, j}(f, \cdot) \geq 0$. Furthermore, from (1.2) and (4.3), (4.1) we have

$$
\begin{align*}
H_{n, s, j}(f, x) & =\frac{1}{\pi} \int_{-\pi}^{\pi} f(\cos \nu) \bar{F}_{n, s, j}(\theta-\nu) d \nu \\
& =\frac{1}{\int_{-\pi}^{\pi} F_{n, s, j}(\cos \nu) d \nu} \int_{-\pi}^{\pi} f(\cos \nu) F_{n, s, j}[\cos (\theta-\nu)] d v, \tag{4.29}
\end{align*}
$$

where

$$
F_{n, s, j}(z):=\frac{1}{(j-1)!} \int_{-1}^{z}(z-\xi)^{j-1} K_{s n-s}(\arccos \xi) d \xi .
$$

Using (3.2) and (3.3), we have, for $1 \leq i \leq j-1$, the representations

$$
\frac{d^{i}}{d z^{i}} F_{n, s, j}(z)=\frac{1}{(j-i-1)!} \int_{-1}^{z}(z-\xi)^{j-i-1} K_{s n-s}(\arccos \xi) d \xi \geq 0
$$

and

$$
\frac{d^{j}}{d z^{j}} F_{n, s, j}(z)=K_{s n-s}(\arccos z) \geq 0 .
$$

It is known (see [21]) that

$$
\Delta_{h}^{i} F_{n, s, j}(z)=F_{n, s, j}^{(i)}\left(\xi_{1}\right) h^{i} \geq 0,
$$

where $h \geq 0$ and $-1<\xi_{1}<1$, whence $F_{n, s, j}(z)$ is $i$-convex. Lemma 1.3 then implies that, if $f$ is $i$-convex, then so is $H_{n, s, j}(f, \cdot)$ for $i \in\{0,1, \ldots, j\}$.

From Theorem 4.3 we obtain Beatson's Theorem B and also the results by LorentzZeller [25] and Shvedov [30] mentioned earlier.

Our next theorem shows that extra interpolation conditions at the endpoints can be imposed. These will be achieved, however, at the expense of positivity. Note further that the following theorem only requires $s \geq j+2$. This is in contrary to the condition $s \geq j+3$ needed in Theorem 4.5, and thus Theorem 4.4 is not a consequence of Theorem 4.5.

THEOREM 4.4. Let $j \in \mathbb{N}$ and $s \geq j+2$. Then there exists a positive constant $\tilde{c}_{j, s}$ such that for all $f \in C[-1,1]$ and $n \geq 1$, and $H_{n, s, j}^{+}(f, \cdot) \in \Pi_{s n-s+j}$,

$$
\left|f(x)-H_{n, s, j}^{+}(f, x)\right| \leq \tilde{c}_{j, s} \omega_{1}\left(f, \sqrt{1-x^{2}} / n\right) .
$$

Furthermore, if $f$ is $i$-convex, then $H_{n, s, j}^{+}(f, \cdot)$ is $i$-convex, where $i \in\{1, \ldots, j\}$.
Proof. Since $s \geq j+2$, we have

$$
n \leq s n-s \leq s n-s+j \leq s n-s+s-2=s n-2 \leq s n, \quad n \geq 2, s \geq 3
$$

From Theorem 4.3, we know that

$$
\left|f(x)-H_{n, s, j}(f, x)\right| \leq c_{j, s} \omega_{1}\left(f, \frac{\sqrt{1-x^{2}}}{n}+\frac{1}{n^{2}}\right), \quad|x| \leq 1 .
$$

Using Lemma 3.4, we obtain

$$
\left|f(x)-H_{n, s, j}^{+}(f, x)\right| \leq \tilde{c}_{j, s} \omega_{1}\left(f, \frac{\sqrt{1-x^{2}}}{n}\right), \quad|x| \leq 1
$$

If f is $i$-convex, from Theorem 4.3 we find that $H_{n, s, j}(f, \cdot)$ is $i$-convex as well. Since $H_{n, s, j}(1, x)=1$ and $H_{n, s, j}$ is a positive linear operator, using Lemma 2.2 we obtain that $H_{n, s, j}^{+}(f, \cdot)$ is $i$-convex, too, where $i \in\{1, \ldots, j\}$.

From Theorem 4.4 again Beatson's Theorem B follows, but only for $i \in\{1, \ldots, j\}$. For $j=1$, we get again an estimate as that of Lorentz and Zeller, and for $j=2$ the uniform one of Shvedov.

Our final theorem in this section is formulated in terms of the second order modulus of smoothness.

Theorem 4.5. Let $j \in \mathbb{N}$ and $s \geq j+3$. Then there exists a positive constant $c_{j . s}$ such that for each $f \in C[-1,1]$ and $n \geq 2$, and $H_{n, s, j}^{+}(f, \cdot) \in \Pi_{s n-s+j}$,

$$
\left|f(x)-H_{n, s, j}^{+}(f, x)\right| \leq c_{j, s} \omega_{2}\left(f, \sqrt{1-x^{2}} / n\right), \quad|x| \leq 1 .
$$

Also, if $f$ is $i$-convex, then $H_{n, s, j}^{+}(f, \cdot)$ is $i$-convex, too, where $i \in\{1, \ldots, j\}$.
Proof. First, if $f \in C[-1,1]$, then

$$
H_{n, s, j}(f, \cdot) \in \Pi_{s n-s+j}
$$

Since $s \geq j+3$, we have

$$
n \leq s n-s+j \leq s n, \quad n \geq 2, s \geq 4 .
$$

For the operators $H_{n, s, j}$ based upon the kernels $\bar{F}_{n, s, j}(\nu) \geq 0$, using Lemmas 4.1 and 4.2 we have

$$
\begin{aligned}
1-\lambda_{1, n, s, j} & =O\left(n^{-2}\right), & & s \geq j+2, \\
\frac{3}{2}-2 \lambda_{1, n, s, j}+\lambda_{2 . n, s, j} & =O\left(n^{-4}\right), & & s \geq j+3 .
\end{aligned}
$$

By Lemma 3.5, there exists a positive constant $c_{j, s}$ such that for $f \in C[-1,1]$ and $n \geq 2$,

$$
\left|f(x)-H_{n, s, j}^{+}(f, x)\right| \leq c_{j, s} \omega_{2}\left(f, \sqrt{1-x^{2}} / n\right), \quad|x| \leq 1 .
$$

By Theorem 4.4, the cone of $i$-convex functions is invariant under $H_{n, s, j}^{+}$, where $i \in\{1, \ldots, j\}$.

From Theorem 4.5 we again obtain Theorem B, where $i \in\{1, \ldots, j\}$. If $j=1$, we obtain Theorem C , and for $j=2$, Theorem 4.5 implies Theorem D and the earlier uniform result by Shvedov [31, Theorem 1]. Furthermore, for the case $j=3$, we arrive at a refinement of another result by Shvedov [31, Theorem 2].

## 5. Concluding remark: approximation by Boolean sums $G_{m(n)}^{*}$.

In [7], we also investigated approximation properties of the Boolean sum

$$
\begin{aligned}
A^{*}(f, x) & :=(A \oplus L)(f ; x) \\
& =A(f ; x)+L(f ; x)-(A \circ L)(f ; x)=A(f-L f, x)+L(f, x) .
\end{aligned}
$$

In the applications given in [7] we had $A=G_{m(n)}$ (based upon suitable kernels $K_{m(n)}$ ), and $L$ was given as above.

If $G_{m(n)}=H_{n, s, j}$, with $H_{n, s, j}$ as given in Section 4, then the Boolean sums $H_{n, s, j}^{*}=$ $H_{n, s, j} \oplus L$ have a degree of approximation and preserve the shape of a function as indicated in the following theorem.

Theorem 5.1. Let $j \in \mathbb{N}$ and $s \geq j+2$. There exists a positive constant $c_{j, s}$ such that for all $f \in C[-1,1], n \geq 1$, and $H_{n, s, j}^{*}(f, \cdot) \in \Pi_{s n-s+j}$,

$$
\left\|f-H_{n, s, j}^{*}(f, \cdot)\right\| \leq c_{j, s} \omega_{2}(f, 1 / n)
$$

Furthermore, if $f$ is $i$-convex, then $H_{n, s, j}^{*}(f, \cdot)$ is $i$-convex, where $i \in\{1, \ldots, j\}$.

Since we were only able to prove uniform inequalities involving $\omega_{2}(f, \cdot)$ for the operators $H_{n, s, j}^{*}$, we do not give a proof here. Details are contained in the technical report [13] available from the authors.
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