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Abstract

This paper is dedicated to a problem raised by Jacquet Tits in 1956: the Weyl group of a Chevalley
group should find an interpretation as a group over what is nowadays called F1, the field with one
element. Based on Part I of The geometry of blueprints, we introduce the class of Tits morphisms
between blue schemes. The resulting Tits category SchT comes together with a base extension to
(semiring) schemes and the so-called Weyl extension to sets. We prove for G in a wide class of
Chevalley groups—which includes the special and general linear groups, symplectic and special
orthogonal groups, and all types of adjoint groups—that a linear representation of G defines a
model G in SchT whose Weyl extension is the Weyl group W of G . We call such models Tits–
Weyl models. The potential of Tits–Weyl models lies in (a) their intrinsic definition that is given
by a linear representation; (b) the (yet to be formulated) unified approach towards thick and thin
geometries; and (c) the extension of a Chevalley group to a functor on blueprints, which makes
it, in particular, possible to consider Chevalley groups over semirings. This opens applications to
idempotent analysis and tropical geometry.
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1. Introduction

One of the main themes of F1-geometry was and is to give meaning to an idea of
Jacques Tits that dates back to 1956 (see [33, Section 13]). Namely, Tits proposed
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that there should be a theory of algebraic groups over a field of ‘caractéristique
une’, which explains certain analogies between geometries over finite fields and
combinatorics.

There are good expositions of Tits’ ideas from a modern viewpoint (for
instance, [11, 31] or [23]). We restrict ourselves to the following example that falls
into this line of thought. The number of Fq-rational points GLn(Fq) of the general
linear group is counted by a polynomial N (q) in q with integral coefficients. The
limit limq→1 N (q)/(q − 1)n counts the elements of the Weyl group W = Sn of
GLn . The same holds for any standard parabolic subgroup P of GLn whose Weyl
group WP is a parabolic subgroup of the Weyl group W . While the group GLn(Fq)

acts on the coset space GLn /P(Fq), which are the Fq-rational points of a flag
variety, the Weyl group W = Sn acts on the quotient W/WP , which is the set of
decompositions of {1, . . . , n} into subsets of cardinalities that correspond to the
flag type of GLn /P .

The analogy of Chevalley groups over finite fields and their Weyl groups
entered F1-geometry as the slogan: F1-geometry should provide an F1-model G of
every Chevalley group G whose group G(F1) = Hom(SpecF1,G) of F1-rational
points equals the Weyl group W of G . Many authors contributed to this problem:
an incomplete list is [6, 11, 15, 16, 19, 21, 23, 25, 30, 31, 35].

However, there is a drawback to this philosophy. Recall that the Weyl group
W of a Chevalley group G is defined as the quotient W = N (Z)/T (Z) where
T is a split maximal torus of G and N is its normalizer in G . Under certain
natural assumptions, a group isomorphism G(F1)

∼

→ W yields an embedding
W ↪→ N (Z) of groups that is a section of the quotient map N (Z)→ W . However,
such a section does not exist in general as the example G = SL2 witnesses (see
Problem B in the introduction of [23] for more detail).

This problem was circumvented in different ways. While some approaches
restrict themselves to treat only a subclass of Chevalley groups over F1 (in the case
of GLn , for instance, one can embed the Weyl group as the group of permutation
matrices), other papers describe Chevalley groups merely as schemes without
mentioning a group law. The more rigorous attempts to establish Chevalley groups
over F1 are the following two approaches. In the spirit of Tits’ later paper [34],
which describes the extended Weyl group, Connes and Consani tackled the
problem by considering schemes over F12 (see [11]), which stay in connection
with the extended Weyl group in the case of Chevalley groups. In the author’s
earlier paper [23], two different classes of morphisms were considered: while
rational points are so-called strong morphisms, group laws are so-called weak
morphisms.
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In this paper, we choose a different approach: we break with the convention
that G(F1) should be the Weyl group of G . Instead, we consider a certain category
SchT of F1-schemes that comes together with ‘base extension’ functors (−)Z :
SchT → SchZ to usual schemes and W : SchT → Sets to sets. (Note a slight
incoherence with the notation of the main text of this paper where the functor
(−)Z is denoted by (−)+Z . We will omit the superscript ‘+’ also at other places
of the introduction to be closer to the standard notation of algebraic geometry.
An explanation for the need of the additional superscript is given in Section 2.1.)
Roughly speaking, a Tits–Weyl model of a Chevalley group G is an object G in
SchT together with a morphism µ : G × G → G such that GZ together with µZ
is isomorphic to G as a group scheme and such that W (G) together with W (µ) is
isomorphic to the Weyl group of G . We call the category SchT the Tits category
and the functor W the Weyl extension.

A first heuristic. Before we proceed with a more detailed description of the
Tits category, we explain the fundamental idea of Tits–Weyl models in the case
of the Chevalley group SL2. The standard definition of the scheme SL2,Z is
as the spectrum of Z[SL2] = Z[T1, T2, T3, T4]/(T1T4 − T2T3 − 1), which is a
closed subscheme of A4

Z = SpecZ[T1, T2, T3, T4]. The affine space A4
Z has an

F1-model in the language of Deitmar’s F1-geometry (see [15]). Namely, A4
F1
=

SpecF1[T1, T2, T3, T4] where

F1[T1, T2, T3, T4] = {T
n1

1 T n2
2 T n3

3 T n4
4 }n1,n2,n3,n4>0

is the monoid of all monomials in T1, T2, T3 and T4. (For the sake of simplification,
we do not require F1[T1, T2, T3, T4] to have a zero. This differs from the
conventions that are used in the main text, but this incoherence does not have any
consequences for the following considerations.) Its prime ideals are the subsets

(Ti)i∈I = {T
n1

1 T n2
2 T n3

3 T n4
4 }ni>0 for one i∈I

of F1[T1, T2, T3, T4] where I ranges to all subsets of {1, 2, 3, 4}. Note that this
means (Ti)i∈I = ∅ for I = ∅. Thus A4

F1
= {(Ti)i∈I }I⊂{1,2,3,4}.

If one applies the naive intuition that prime ideals are closed under addition and
subtraction to the equation

T1T4 − T2T3 = 1,

then the points of SL2,F1 should be the prime ideals (Ti)i∈I that do not contain
both terms T1T4 and T2T3. This yields the set SL2,F1 = {(∅), (T1), (T2), (T3), (T4),

(T1, T4), (T2, T3)}, which can be illustrated as
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(T3) (T4)

(T1,T4)(T2,T3)

(T2) (T1)

/0

where the vertical lines express the inclusion relation (Ti)i∈J ⊂ (Ti)i∈I . The
crucial observation is that the two maximal ideals (T2, T3) and (T1, T4) of this
set correspond to the subscheme

{(
∗ 0
0 ∗

)}
of diagonal matrices and the subscheme{(

0 ∗
∗ 0

)}
of antidiagonal matrices of SL2,Z, respectively, which, in turn, correspond

to the elements of the Weyl group W = N (Z)/T (Z) where T =
{(
∗ 0
0 ∗

)}
is the

diagonal torus and N its normalizer.
This example was the starting point for the development of the geometry of

blueprints. A formalism that puts the above ideas on a solid base is explained
in [24], which forms the first part of this series of papers (the present text is the
second part). Please note that we give brief definitions of blueprints and blue
schemes in the introduction of [24]. In the proceeding, we will assume that the
reader is familiar with this.

The Tits category. It is the topic of this paper to generalize the above heuristics
to other Chevalley groups and to introduce a class of morphisms that allows us to
descend group laws to morphisms of the F1-model of Chevalley groups. Note that
the approach of [23] is of a certain formal similarity: the tori of minimal rank in a
torification of SL2,Z are the diagonal torus and the antidiagonal torus. Indeed the
ideas of [23] carry over to our situation.

The rank space X rk of a blue scheme X consists of the so-called ‘points of
minimal rank’ (which would be the points (T2, T3) and (T1, T4) in the above
example) together with certain algebraic data, which makes it a discrete blue
scheme. A Tits morphism ϕ : X → Y between two blue schemes X and Y will be
a pair ϕ = (ϕrk,ϕ+) of a morphism ϕrk

: X → Y between the rank spaces and
a morphism ϕ+ : X+→ Y+ between the associated semiring schemes X+ = XN
and Y+ = YN that satisfy a certain compatibility condition. (Please note that we
avoid the notation ‘XN’ from the preceding Part I of this paper for reasons that are
explained in Section 2.1.)

The Tits category SchT is defined as the category of blue schemes together
with Tits morphisms. The Weyl extension W : SchT → Sets is the functor that
sends a blue scheme X to the underlying set W (X) of its rank space X rk and a
Tits morphism ϕ : X → Y to the underlying map W (ϕ) : W (X)→ W (Y ) of the
morphism ϕrk

: X rk
→ Y rk. The base extension (−)Z : SchT → SchZ sends a blue
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scheme X to the scheme X+Z and a Tits morphism ϕ : X → Y to the morphism
ϕ+Z : X+Z → Y+Z . Note that we can replace Z by a semiring k, which yields a base
extension (−)k : SchT → Schk for every semiring k. We obtain the diagram

Sets

SchT

W
22

(−)+

,, SchN
(−)k // Schk .

Results and applications. The main result of this paper is that a wide class
of Chevalley groups has a Tits–Weyl model. This includes the special and the
general linear groups, symplectic groups, special orthogonal groups (of both types
Bn and Dn) and all Chevalley groups of adjoint type. In addition, we obtain Tits–
Weyl models for split tori, parabolic subgroups of Chevalley groups and their Levi
subgroups.

The strength of the theory of Tits–Weyl models can be seen in the following
reasons. This puts it, in particular, in contrast to earlier approaches towards F1-
models of algebraic groups,

Geometry capturing explicit formulae

Tits–Weyl models are determined by explicit formulae (as T1T4− T2T3 = 1 in the
case of SL2), which shows that Tits–Weyl models are geometric objects that are
intrinsically associated with representations in terms of generators and relations
of the underlying scheme. The examples in Appendix A show that they are indeed
accessible via explicit calculations. In other words, we can say that every linear
representation of a group scheme G yields an F1-model G. The group law of G
descends uniquely (if at all) to a Tits morphism µ : G × G → G that makes G a
Tits–Weyl model of G .

Unified approach towards thick and thin geometries

Tits–Weyl models combine the geometry of algebraic groups (over fields) and
the associated geometry of their Weyl groups in a functorial way. This has
applications to a unified approach towards thick and thin geometries as alluded
by Tits in [33]. A treatment of this will be the matter of subsequent work.

Functorial extension to blueprints and semirings

A Chevalley group G can be seen as a functor hG from rings to groups. A Tits–
Weyl model G of G can be seen as an extension of hG to a functor hG from
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blueprints to monoids whose values hG(F1) and hG(F12) stay in close connection
to the Weyl group and the extended Weyl group (see Theorem 4.14). In particular,
hG is a functor on the subclass of semirings. This opens applications to geometry
that is build on semirings; by name, to idempotent analysis as considered by
Kolokoltsov and Maslov, et al. (see, for instance, [26]), tropical geometry as
considered by Itenberg, Mikhalkin, et al. (see, for instance, [18, 27] and, in
particular, [28, Ch. 2]), idempotent geometry that mimics F1-geometry (see [10,
22, 32]) and analytic geometry from the perspective of Paugam (see [29]), which
generalizes Berkovich’s and Huber’s viewpoints on (non-Archimedean) analytic
geometry (see [4, 5, 20]).

Remarks and open problems. The guiding idea in the formulation of the
theory of Tits–Weyl models is to descend algebraic groups ‘as much as possible’.
This requires us to relinquish many properties that are known from the theory
of group schemes, and to substitute these losses by a formalism that has all the
desired properties, which are, roughly speaking, that the category and functors of
interest are Cartesian and that Chevalley groups have a model such that its Weyl
group is given functorially. As a consequence, we yield only monoids instead of
group objects and there are no direct generalizations to relative theories—with
one exception: there is a good relative theory over F12 . Tits monoids over F12 are
actually much easier to treat: the rank space has a simpler definition that does not
require inverse closures, the universal semiring scheme is a scheme, Tits–Weyl
models over F12 are groups in SchT and many subtleties in the proofs about the
existence of −1 in certain blueprints vanish. Note that the Tits–Weyl models that
are established in this paper, immediately yield Tits–Weyl models over F12 by the
base extension −⊗F1 F12 from F1 to F12 .

The strategy of this paper is to establish Tits–Weyl models by a case-by-case
study. There are many (less prominent) Chevalley groups that are left out. Only
for adjoint Chevalley groups, we construct Tits–Weyl models in a systematic way
by considering their root systems. This raises the problem of the classification
of Tits–Weyl models of Chevalley groups. In particular, the following questions
suggest themselves.

• Does every Chevalley group have a Tits–Weyl model? Is there a systematic way
to establish such Tits–Weyl models?

• As explained before, a linear representation of a Chevalley group defines a
unique Tits–Weyl model if at all. When do different linear representations of
Chevalley groups lead to isomorphic Tits–Weyl models? Can one classify all
Tits–Weyl models in a reasonable way?
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• Every Tits–Weyl model of a Chevalley group in this text comes from a
‘standard’ representation of the Chevalley group. Can one find a ‘canonical’
Tits–Weyl model? What properties would such a canonical Tits–Weyl model
have among all Tits–Weyl models of the Chevalley group?

See Appendix A.2 for the explicit description of some Tits–Weyl models of
type A1.

Content overview. The paper is organized as follows. In Section 2, we provide
the necessary background on blue schemes to define the rank space of a blue
scheme and the Tits category. This section contains a series of results that are
of interest of their own while other parts are straightforward generalizations of
facts that hold in usual scheme theory (as the results on sober spaces, closed
immersions, reduced blueprints and fibres of morphisms). We try to keep these
parts short and omit some proofs that are in complete analogy with usual scheme
theory. Instead, we remark occasionally on differences between the theory for
blue schemes and classical results.

The more innovative parts of Section 2 are the following. In Section 2.5,
we investigate the fact that a blue field can admit embeddings into semifields
of different characteristics, which leads to the distinction of the arithmetic
characteristic and the potential characteristics of a blue field and of a point x
of a blue scheme. Section 2.6 shows that the base extension morphism αX :

XN→ X is surjective; in case X is cancellative, also the base extension morphism
βX : XZ → X is surjective. From the characterization of prime semifields in
Section 2.5, it follows that the points of a blue scheme are dominated by algebraic
geometry over algebraically closed fields and idempotent geometry over the
semifield B1 = {0, 1}�〈1+ 1 ≡ 1〉. In Section 2.7, we investigate the underlying
topological space of the fibre product of two blue schemes. In contrast to usual
scheme theory, these fibre products are always a subset of the Cartesian product of
the underlying sets. In Section 2.8, we define relative additive closures, a natural
procedure, which will be of importance for the definition of rank spaces in the
form of inverse closures. As a last piece of preliminary theory, we introduce unit
fields and unit schemes in Section 2.9. Namely, the unit field of a blueprint B is
the subblueprint B?

= {0} ∪ B× of B, which is a blue field.
In Section 3, we introduce the Tits category. In particular, we define pseudo-

Hopf points and the rank space in Section 3.1 and investigate the subcategory
Schrk

F1
of blue schemes that consists of rank spaces. Such blue schemes are

called blue schemes of pure rank. In Section 3.2, we define Tits morphisms
and investigate its connections with usual morphisms between blue schemes. In
particular, we will see that the notions of usual morphisms and Tits morphisms
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coincide on the common subcategories of semiring schemes and blue schemes of
pure rank.

In Section 4, we introduce the notions of a Tits monoid and of Tits–Weyl models.
After recalling basic definitions and facts on groups and monoids in Cartesian
categories in Section 4.1, we show in Section 4.2 that the Tits category as well as
some other categories and functors between them are Cartesian. In Section 4.3, we
are finally prepared to define a Tits monoid as a monoid in SchT and a Tits–Weyl
model of a group scheme G as a Tits monoid with certain additional properties as
described before. As first applications, we establish constant group schemes and
tori as Tits monoids in Schrk

F1
in Section 4.4. Tori and certain semidirect products

of tori by constant group schemes, as they occur as normalizers of maximal tori
in Chevalley groups, have Tits–Weyl models in Schrk

F1
.

In Section 5, we establish Tits–Weyl models for a wide range of Chevalley
groups. As a first step, we introduce the Tits–Weyl model SLn of the special linear
group in Section 5.1. All other Tits–Weyl models of Chevalley groups will be
realized by an embedding of the Chevalley group into a special linear group. In
order to do so, we will frequently use an argument, which we call the cube lemma,
to descend morphisms. In Section 5.3, we prove the core result Theorem 5.7,
which provides a Tits–Weyl model for subgroups of a group scheme with a Tits–
Weyl model under a certain hypothesis on the position of a maximal torus and
its normalizer in the subgroup. We apply this to describe the Tits–Weyl model of
general linear groups, symplectic groups and special orthogonal groups and some
of their isogenies like adjoint Chevalley groups of type An and orthogonal groups
of type Dn . In Section 5.4, we describe Tits–Weyl models of Chevalley groups
of adjoint type that come from the adjoint representation of the Chevalley group
on its Lie algebra. This requires a different strategy from the cases before and is
based on formulae for the adjoint action over algebraically closed fields.

In Section 6, we draw further conclusions from Theorem 5.7. If G is a
Chevalley group with a Tits–Weyl model, then certain parabolic subgroups of
G and their Levi subgroups have Tits–Weyl models. We comment on unipotent
radicals, but the problem of Tits–Weyl models of their unipotent radicals stays
open.

We conclude the paper with Appendix A, which contains examples of
nonstandard Tits–Weyl models of tori and explicit calculations for three Tits–
Weyl models of type A1.

2. Background on blue schemes

In this first part of the paper, we establish several general results on blue
schemes that we will need to introduce the Tits category and Tits–Weyl models.

https://doi.org/10.1017/fms.2018.17 Published online by Cambridge University Press

https://doi.org/10.1017/fms.2018.17


O. Lorscheid 10

2.1. Notations and conventions. To start with, we will establish certain
notations and conventions used throughout the paper. We assume in general that
the reader is familiar with the first part [24] of this work. Occasionally, we will
repeat facts if it eases the understanding, or if a presentation in a different shape
is useful. For the purposes of this paper, we will, however, slightly alter notations
from [24] as explained in the following.

All blueprints are proper and with a zero. The most important convention—
which might lead to confusion if not noticed—is that we change a definition of
the preceding paper [24], in which we introduced blueprints and blue schemes:

Whenever we refer to a blueprint or a blue scheme in this paper, we
understand that it is proper and with 0.

When we make occasional use of the more general definition of a blueprint as
in [24], then we will refer to it as a general blueprint. In [24], we denoted the
category of proper blueprints with 0 by Blpr 0. There is a functor (−)0 from the
category Blpr of general blueprints to Blpr 0.

While for a monoid A and a pre-addition R on A, we denoted by B = A�R
the general blueprint with underlying monoid A, we mean in this paper by A�R
the proper blueprint Bprop with 0, whose underlying monoid A′ differs in general
from A. Namely, A′ is a quotient of A ∪ {0}.

To acknowledge this behaviour, we will call A �R a representation of B if
B = A�R. If A is the underlying monoid of B, then we call A�R the proper
representation of B (with 0).

We say that a morphism between blueprint is surjective if it is a surjective map
between the underlying monoids. In other words, f : B → C is surjective if for
all b ∈ C , there is an a ∈ B such that b = f (a). If B = A�R and C = Spec�A′R ′

are representations, which do not necessarily have to be proper, and f : A→ A′

is a surjective map, then f : B → C is a surjective morphism of blueprints.
Note that the canonical morphism B → B0 for a general blueprint B induces

a homeomorphism between their spectra. To see this, remember that the proper
quotient is formed by identifying a, b ∈ B if they satisfy a ≡ b. If a ≡ b, then a
prime ideal of B contains either both elements or none. Since every ideal contains
0 if B has a zero, it follows that the spectra of B and Bprop are homeomorphic.

Accordingly, we refer to proper blue schemes with 0 simply by blue schemes,
and call blue schemes in the sense of [24] general blue schemes. If X is a general
blue scheme, then X0→ X is a homeomorphism, thus we might make occasional
use of general blue schemes if we are only concerned with topological questions.
We denote the category of blue schemes (in the sense of this paper) by SchF1 .
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Note that we do not require that blueprints are global. We will not mention
this anymore, but remark here that all explicit examples of blueprints in this text
are global. For general arguments that need the fact that morphisms between blue
schemes are locally algebraic [24, Theorem 3.23], we take care to work with
the coordinate blueprints Γ X = Γ (X,OX ) and Γ Y = Γ (Y,OY ), which are by
definition global blueprints.

Blue schemes versus semiring schemes. By a (semiring) scheme, we mean
a blue scheme whose coordinate blueprints are (semi-) rings. We denote the
category of semiring schemes by Sch+N and the category of schemes by Sch+Z .
Though the categories Sch+N and Sch+Z embed as full subcategories into SchF1 , and
these embeddings have left-adjoints, one has to be careful with certain categorical
constructions like fibre products or affine spaces, whose outcome depends on
the chosen category. Roughly speaking, we will apply the usual notation from
algebraic geometry if we carry out a construction in the larger category SchF1 ,
and we will use a superscript + if we refer to the classical construction in the
category of schemes. Usually, constructions in Sch+N coincide with constructions
in Sch+Z , so that we can use the superscript + also for constructions in Sch+N .

We explain in the following, which constructions are concerned, and how the
superscript + is used.

Tensor products and fibre products

We denote the functor that associates to a blueprint the generated semiring by
(−)+. Thus we write B+ for the associated semiring (which is BN in the notation
of [24]), and X+ for the semiring scheme associated to a blue scheme X . These
come with canonical morphisms B → B+ and β : X+→ X .

We have seen in [24] that the category of blueprints contains tensor products
B ⊗D C . To distinguish these from the tensor product of semirings in case B, C
and D are semirings, we write for the latter construction B ⊗+D C .

Since (−)+ : Blpr 0 → SRings is the right-adjoint of the forgetful functor
SRings → Blpr 0, we have that (B ⊗D C)+ = B+ ⊗+D+ C+. Since we are
considering only Blpr 0, the functor (−)inv from [24], which adjoins additive
inverses to a blueprint B is isomorphic to the functor (−)⊗F1 F12 (recall from [24,
Lemma 1.4] that a blueprint is with inverses if and only if it is with −1). This
implies that B+⊗+D+ C+ if and only if one of B, C or D is with a−1. In particular,
B ⊗+D C is a ring if B, C and D are rings; and (B ⊗F1 F12)+ is the ring generated
by a blueprint B.

The corresponding properties of the tensor product hold for fibre products of
blue schemes. We denote by X ×Z Y the fibre product in SchF1 , while X ×+Z Y
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stays for the fibre product in Sch+N . Then we have (X ×Z Y )+ = X+ ×+Z+ Y+.
For a blue scheme X we denote by X B or X ×F1 B the base extension X ×SpecF1

Spec B. If B is a semiring, then X+B stays for (X B)
+. Note that in general (X+)B

is not a semiring scheme. In particular X+N = X+ and X+Z = (XF12 )
+, which is the

scheme associated to X .

Free algebras and affine space

Another construction that needs a specification of the category is the functor of
free algebras. We denote the free object in a set {Ti}i∈I over a blueprint B in the
category Blpr 0 by B[Ti ]. If B is a semiring, we denote the free object in SRings
by B[Ti ]

+. If B is a ring, then B[Ti ]
+ is a ring. The spectrum of the free object on

n generators is n-dimensional affine space: An
B = Spec B[Ti ] if B is a blueprint,

and +An
B = Spec B[Ti ]

+ if B is a semiring.
Note that localizations coincide for blueprints and semirings, that is, if S is a

multiplicative subset of a blueprint B and σ : B → B+ is the canonical map,
then (S−1 B)+ = σ(S)−1 B+. We denote the localization of the free blueprint in T
over B by B[T±1

] or B[T±1
]
+, depending whether we formed the free algebra in

Blpr 0 or SRings. The corresponding geometric objects are the multiplicative
group schemes Gm,B and +Gm,B , respectively. The higher-dimensional tori Gn

m,B
and +Gn

m,B are defined in the obvious way.
There are other schemes that can be defined either category SchF1 and Sch+N .

For example, the definition of projective n-space (as a scheme) by gluing
n-dimensional affine spaces along their intersections generalizes to semiring
schemes and blue schemes. We define Pn

B as the projective n-space obtained by
gluing affine planes An

B if B is a blueprint, +Pn
B as the projective n-space obtained

by gluing +An
B if B is a semiring and +Pn

B as the projective n-space obtained by
gluing +An

B if B is a ring. A more conceptual viewpoint on this is given in a
subsequent paper where we introduce the functor Proj for graded blueprints and
graded semirings.

2.2. Sober and locally finite spaces. While the underlying topological space
of a scheme of finite type over an (algebraically closed) field consists typically
of infinitely many points, a scheme of finite type over F1 has only finitely many
points. This allows a more combinatorial view for the latter spaces, which is the
objective of this section.

To begin with, recall that a topological space is sober if every irreducible closed
subset has a unique generic point.

PROPOSITION 2.1. The underlying topological space of a blue scheme is sober.
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Proof. Since the topology of a blue scheme is defined by open affine covers, a
blue scheme is sober if all of its affine open subsets are sober. Thus assume X =
Spec B is an affine blue scheme. A basis of the topology of closed subsets of X is
formed by

Va = {p ⊂ B prime ideal | a ∈ p}

where a ranges through all elements of B. Given an irreducible closed subset V ,
we define η =

⋂
p∈V p, which is an ideal of B.

We claim that η is a prime ideal. Let ab ∈ η. Since every p ∈ V contains η and
therefore ab, we have V ⊂ Vab = Va ∪ Vb. Thus

V = Vab ∩ V = (Va ∪ Vb) ∩ V = (Va ∩ V ) ∪ (Vb ∩ V ).

Since V is irreducible, either V = Va ∩ V or V = Vb ∩ V , that is, V ⊂ Va or
V ⊂ Vb. This means that either a ∈ η or b ∈ η, which shows that η is a prime
ideal.

The closed subset V is the intersection of all Va with a ∈ p for all p ∈ V . Since
η is defined as intersection of all p ∈ V , it is contained in all Va that contain V .
Thus η ∈ V .

We show that η is the unique generic point of V . The closure {η} of η consists
of all prime ideals that contain η, and thus V ⊂ {η}. Thus η is a generic point of
V . If η′ is another generic point of V , then η′ is contained in every prime ideal
p ∈ V . Thus η′ = η, and η is unique.

DEFINITION 2.2. A topological space is finite if it has finitely many points. A
topological space is locally finite if it has an open covering by finite topological
spaces.

These notions find application to blue schemes of (locally) finite type as
introduced in Section 2.3.

LEMMA 2.3. Let X be a locally finite and sober topological space. Let x ∈ X.
Then the set {x} is locally closed in X.

Proof. Since this is a local question, we may assume that X is finite. Define V =⋃
x /∈{y} {y}, which is a finite union of closed subsets, which does not contain x .

Thus U = X − V is an open neighbourhood of x . If x ∈ {y}, that is, y ∈ U , and
y ∈ {x}, then x = y since X is sober. Therefore U ∩ {x} = {x}, which verifies
that {x} is locally closed.

In the following we consider a topological space X as a poset by the rule x 6 y
if and only if y ∈ {x} for x, y ∈ X .
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LEMMA 2.4. Let X be a locally finite topological space, and U a subset of X.
Then U is open (closed) if and only if for all x 6 y, y ∈ U implies x ∈ U (x ∈ U
implies y ∈ U).

Proof. We prove only the statement about closed subsets. The statement about
open subsets is complementary and can be easily deduced by formal negation of
the following.

Since this is a local question, we may assume that X is finite. If U is closed,
then x 6 y and x ∈ U implies y ∈ {x} ⊂ U .

Conversely, if x 6 y and x ∈ U implies y ∈ U for all x, y ∈ X , then we have
that for all x ∈ U its closure {x} = {y ∈ X |x 6 y} is a subset of U . Since U is
finite, {U } =

⋃
x∈U {x} is the closure of U , and it is contained in U . Thus U is

closed.

PROPOSITION 2.5. Let X and Y be topological spaces. A continuous map f :
X → Y is order-preserving. If X is locally finite, then an order-preserving map
f : X → Y is continuous.

Proof. Let f : X → Y be continuous and x 6 y in X . The set f −1({ f (x)}) is
closed and contains x . Thus y ∈ f −1({ f (x)}), which means that f (x) 6 f (y).
This shows that f is order-preserving.

Let X be locally finite and f : X → Y order-preserving. Let V be a closed
subset of Y . We have to show that f −1(V ) is a closed subset of X . We apply the
characterization of closed subsets from Lemma 2.4: let x ∈ f −1(V ) and x 6 y.
Since f is order-preserving, f (x) 6 f (y). This means that f (y) ∈ { f (x)} ⊂ V
and thus y ∈ f −1(V ).

EXAMPLE 2.6. The previous lemma and proposition show that the underlying
topological space of a locally finite blue scheme is completely determined by its
associated poset. We will illustrate locally finite schemes X by diagrams whose
points are points x ∈ X and with lines from a lower point x to a higher point
y if x < y and their is no intermediate z, that is, x < z < y. For example, the
underlying topological space of A1

F1
= SpecF1[T ] consists of the prime ideals (0)

and (T ), the latter one being a specialization of the former one. Similarly, A2
F1
=

SpecF1[S, T ] has four points (0), (S), (T ) and (S, T ). The projective line P1
F1
=

A1
F1

∐
Gm,F1

A1
F1

has two closed points [0 : 1] and [1 : 0] and one generic point
[1 : 1]. Similarly, the points of P2

F1
correspond to all combinations [x0 : x1 : x2]

with xi = 0 or 1 with exception of x0 = x1 = x2 = 0. These blue schemes can be
illustrated as in Figure 1.
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Figure 1. The blue scheme A1
F1

, A2
F1

, P1
F1

and P2
F1

(from left to right).

Figure 2. The diagonal embedding ∆ : A1
F1
→ A2

F1
.

2.3. Closed immersions. An important tool to describe all points of a blue
scheme are closed immersions into known blue schemes. We generalize the notion
of closed immersions as introduced in [14] to blue schemes.

DEFINITION 2.7. A morphism ϕ : X → Y of blue schemes is a closed immersion
if ϕ is a homeomorphism onto its image and for every affine open subset U of
Y , the inverse image V = ϕ−1(U ) is affine in X and ϕ#(U ) : Γ (OY ,U ) →
Γ (OX , V ) is surjective. A closed subscheme of Y is a blue scheme X together
with a closed immersion X → Y .

REMARK 2.8. In contrast to usual scheme theory, it is in general not true that
the image of a closed immersion ϕ : X → Y is a closed subset of Y . Consider,
for instance, the diagonal embedding ∆ : A1

F1
→ A1

F1
×F1 A1

F1
= A2

F1
, which

corresponds to the blueprint morphism F1[T1, T2] → F1[T ] that maps both T1

and T2 to T . Then the inverse image of the 0-ideal is the 0-ideal, and the inverse
image of the ideal (T ) is (T1, T2). But the set {(0), (T1, T2)} is not closed in A2

F1

as illustrated in Figure 2.

LEMMA 2.9. Let f : B → C be a surjective morphism of blueprints. Then f ∗ :
Spec C → Spec B is a closed immersion.

https://doi.org/10.1017/fms.2018.17 Published online by Cambridge University Press

https://doi.org/10.1017/fms.2018.17


O. Lorscheid 16

Proof. Put X = Spec B, Y = Spec C andϕ= f ∗ : Y → X . We first show thatϕ is
injective. Since f : B→ C is surjective, f ( f −1(p)) = p for all p ⊂ C . If p and p′

are prime ideals of C with ϕ(p) = ϕ(p′), then p = f ( f −1(p)) = f ( f −1(p′)) = p′.
Thus ϕ is injective.

For to show that ϕ is a homeomorphism onto its image, we have to verify that
every open subset V of Y is the inverse image ϕ−1(U ) of some open subset U
of X . It suffices to verify this for basic opens. Let Va = {p ∈ Y |a /∈ p} for some
a ∈ C . Then there is a b ∈ B such that f (b) = a and thus Va = ϕ−1(Ub) for
Ub = {q ∈ X |b /∈ q}. Hence ϕ is a homeomorphism onto its image.

Affine opens of X = Spec B are of the form U ' Spec(S−1 B) for some
multiplicative subset S of B. The inverse image V = ϕ−1(U ) is then of the
form V ' Spec( f (S)−1C), and thus affine. Since f : B → C is surjective, also
the induced map S−1 f : S−1 B → f (S)−1C is surjective. Thus ϕ is a closed
immersion.

If A is a monoid (with 0), then we consider A as the blueprint B = A �〈∅〉.
Since A �〈∅〉 → A�R is surjective for any pre-addition R on A, we have the
following immediate consequence of the previous lemma.

COROLLARY 2.10. If B = A �R is a representation of the blueprint B, then
Spec B ⊂ Spec A.

Let f : B→ C be a morphism of blueprints. We say that C is finitely generated
over B (as a blueprint) or that f is of finite type if f factorizes through a surjective
morphism B[T1, . . . , Tn] → C for some n ∈ N. If C is finitely generated over a
blue field, then C has finitely many prime ideals and thus Spec C is finite.

Let ϕ : X → S be a morphism of blue schemes. We say that X is locally
of finite type over S (as a blue scheme) if for every affine open subset U of X
that is mapped to an affine open subset V of S the morphism ϕ#(V ) : Γ (OS, V )
→ Γ (OX ,U ) between sections is of finite type. We say that X is of finite type
over S (as a blue scheme) if X is locally finitely generated and compact. If X is
(locally) of finite type over a blue field κ, that is, X → Specκ is (locally) of finite
type, then X is (locally) finite.

EXAMPLE 2.11. We can apply Corollary 2.10 to describe the topological space
of affine blue schemes of finite type over F1. It is easily seen that the prime ideals
of the free blueprint F1[T1, . . . .Tn] are of the form pI = (Ti)i∈I where I is an
arbitrary subset of n = {1, . . . , n}. Every blueprint B that is finitely generated
over F1 has a representation B = F1[T1, . . . , Tn]�R, then every prime ideal of B
is also of the form pI (where it may happen that Ti ≡ T j if the representation of
B is not proper).
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More precisely, pI is a prime ideal of B = F1[T1, . . . , Tn]�R if and only if for
all additive relations

∑
ai ≡

∑
b j in B, either all terms ai and b j are contained

in pI or at least two of them are not contained in pI .
Since An

F1
is finite, Spec B is so, too, and the topology of Spec B is completely

determined by the inclusion relation of prime ideals of B.

2.4. Reduced blueprints and closed subschemes. In this section, we extend
the notions of reduced rings and closed subschemes to the context of blueprints
and blue schemes. Since all proofs have straightforward generalizations, we forgo
to spell them out and restrict ourselves to state the facts that are needed in this
paper.

DEFINITION 2.12. Let B be a blueprint and I ⊂ B an ideal. The radical Rad(I )
of I is the intersection

⋂
p of all prime ideals p of B that contain I . The nilradical

Nil(B) of B is the radical Rad(0) of the 0-ideal of B.

REMARK 2.13. If B is a ring, then Rad(I ) equals the set
√

I = {a ∈ B | an
∈ I for some n > 0}.

The inclusion
√

I ⊂ Rad(I ) holds for all blueprints and Rad(I ) ⊂
√

I holds
true if B is with −1. The latter inclusion is, however, not true in general as the
following example shows.

Let B = F1[S, T,U ]�〈S ≡ T + U 〉 and I = (S2, T 2) = {S2b, T 2b|b ∈ B}.
Then Rad(I ) = (S, T,U ) while

√
I = {Sb, T b|b ∈ B} does not contain U .

If, however, I is the 0-ideal, then the equality
√

0 = Rad(0) holds true for all
blueprints.

LEMMA 2.14. Let B be a blueprint. Then the following conditions are equivalent.

(i) Nil(B) = 0;

(ii)
√

0 = 0;

(iii) 0 is a prime ideal of B.

If B satisfies these conditions, then B is said to be reduced.

We define Bred
= B/Nil(B) as the quotient of B by its nilradical, which is

a reduced blueprint. Every morphism from B into a reduced blueprint factors
uniquely through the quotient map B → Bred.
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LEMMA 2.15. The universal morphism f : B→ Bred induces a homeomorphism
f ∗ : Spec Bred

→ Spec B between the underlying topological spaces of the
spectra of B and Bred.

PROPOSITION 2.16. Let X be a blue scheme with structure sheaf OX . Then the
following conditions are equivalent.

(i) OX (U ) is reduced for every open subset U of X.

(ii) OX (Ui) is reduced for all i ∈ I where {Ui}i∈I is an affine open cover of X.

If X satisfies these conditions, then X is said to be reduced.

COROLLARY 2.17. A blueprint B is reduced if and only if its spectrum Spec B is
reduced.

Let X be a blue scheme. We define the reduced blue scheme X red as the
underlying topological space of X together with the structure sheaf O red

X that
is defined by O red

X (U ) = OX (U )red. It comes together with a closed immersion
X red
→ X , which is a homeomorphism between the underlying topological

spaces.
More generally, there is for every closed subset V of X a reduced closed

subscheme Y of X such that the inclusion Y → X has set theoretic image V
and such that every morphism Z → X from a reduced scheme Z to X with image
in V factors uniquely through Y ↪→ X . We call Y the (reduced) subscheme of X
with support V .

REMARK 2.18. Note that Y is not the smallest subscheme of X with support V
since in general, there quotients of blueprints that are the quotient by an ideal. For
example consider the blue field {0} ∪ µn where µn is a group of order n together
with the surjective blueprint morphism {0} ∪µn → {0} ∪µm where m is a divisor
of n. Then Spec({0} ∪ µm)→ Spec({0} ∪ µn) is a closed immersion of reduced
schemes with the same topological space, which consists of one point.

2.5. Mixed characteristics. A major tool for our studies of the topological
space of a blue scheme X is morphisms Spec k → X from the spectrum of a
semifield k into X , whose image is a point x of X . In particular, the characteristics
that k can assume are an important invariant of x . Note that unlike fields (in
the usual sense), a blue field might admit morphisms into fields of different
characteristics. For instance, the blue field F1 = {0, 1} embeds into every field. In
this section, we investigate the behaviour of blue fields and their characteristics.
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DEFINITION 2.19. Let B be a blueprint. The (arithmetic) characteristic char B
of B is the characteristic of the ring B+Z .

We apply the convention that the characteristic of the zero ring {0} is 1. Thus a
ring is of characteristic 1 if and only if it is the zero ring. As the examples below
show, there are, however, nontrivial blueprints of characteristic 1.

With this definition, the arithmetic characteristic of a blueprint B = A�R is
finite (that is, not equal to 0) if and only if there is an additive relation of the form

∑
ai + 1+ · · · + 1︸ ︷︷ ︸

n-times

≡

∑
ai

in R with n > 0, and char B is equal to the smallest such n.
A prime semifield is a semifield that does not contain any proper sub-semifield.

Prime semifields are close to prime fields, which are Q or Fp where p is a
prime. Indeed, Fp are prime semifields since they do not contain any smaller
semifield. The rational numbers Q contain the smaller prime semifield Q>0 of
nonnegative rational numbers. There is only one more prime semifield, which is
the idempotent semifield B1 = {0, 1}�〈1 + 1 ≡ 1〉 (cf. [22] and [10, page 13]).
Note that semifields, and, more generally, semirings B that contain B1 are
idempotent, that is, a + a ≡ a for all a ∈ B.

Every semifield k contains a unique prime semifield, which is generated by 1
as a semifield. If k contains Fp, then char k = p and k is a field since it is with
−1. If k contains B1, then char k = 1. If k contains Q>0, then k+Z is either a field
of characteristic 0 or the zero ring {0}. Thus the characteristic of k is either 0 or
1. In the former case, k → k+Z is a morphism into a field of characteristic 0. To
see that the latter case occurs, consider the example k = Q>0(T )�〈T + 1 ≡ T 〉
where Q>0(T ) are all rational functions P(T )/Q(T ) where P(T ) and Q(T ) are
polynomials with nonnegative rational coefficients. Indeed, k+Z = {0} since 1 ≡
(T +1)−T ≡ 0; it is not hard to see that k contains Q>0 as constant polynomials.

DEFINITION 2.20. Let B be a blueprint. An integer p is called a potential
characteristic of B if there is a semifield k of characteristic p and a morphism
B→ k. We say that B is of mixed characteristics if B has more than one potential
characteristic, and that B is of indefinite characteristic if all primes p, 0 and 1 are
potential characteristics of B. A blueprint B is almost of indefinite characteristic,
if all but finitely many primes p are potential characteristics of B.

We investigate the potential characteristics of semifields.
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LEMMA 2.21. Let k be a semifield. Then there is a morphism k → B1 if and
only if k is without an additive inverse −1 of 1. Consequently, char k is the only
potential characteristic of k, unless k is of arithmetic characteristic 0, but without
−1. In this case, k has potential characteristics 0 and 1.

Proof. Let k be a semifield. Then the map f : k→ B1 that sends 0 to 0 and every
other element to 1 is multiplicative. If k is with −1, then 1 + (−1) ≡ 0 in k, but
1+ 1 ≡/ 0 in B1; thus f is not a morphism in this case. If k is without −1, then for
every relation

∑
ai ≡

∑
b j in k neither sum is empty. Since

∑
1 ≡

∑
1 holds

true in B1 if neither sum is empty, f is a morphism of semifields. This proves the
first statement of the lemma.

Trivially, the arithmetic characteristic of a semifield k is a potential
characteristic of k. If k contains −1, then k is a field and has a unique
characteristic. Since there is no morphism from an idempotent semiring into
a cancellative semifield, semifields of characteristic 1 have only potential
characteristic 1. The only case left out, is the case that k is of arithmetic
characteristic 0, but is without −1. Then there is a morphism k → B1, and thus k
has potential characteristic 0 and 1.

Let B be a blueprint of arithmetic characteristic n > 1. Since every morphism
B → k into a semifield k factorizes through B+, which is with −1 = n − 1, the
semifield k is a field and every potential characteristic p of B is a divisor of n.
This generalizes trivially to the cases n = 0 and n = 1. The reverse implication
is not true since 1 divides all other characteristics. Even if we exclude p = 1 as
potential characteristic, the reverse implication does also not hold for blueprints of
arithmetic characteristic 0, as the example B = Q and, more general, every proper
localization of Z, witnesses. However, it is true for blueprints of finite arithmetic
characteristic.

LEMMA 2.22. Let B be a blueprint of characteristic n > 1. If p is a prime divisor
of n, then p is a potential characteristic of B.

Proof. If p divides n, then n > 1 and p = 1+ · · · + 1 generates a proper ideal in
B+Z . Thus B+Z /(p) is a ring of characteristic p and, in particular, not the zero ring.
Therefore, there is a morphism B+Z /(p)→ k into a field k of characteristic p. The
composition B→ B+Z → B+Z /(p)→ k verifies that p is a potential characteristic
of B.

If G is an abelian semigroup, then we denote by B[G] the (blue) semigroup
algebra of G over B, which is the blueprint A � R with A = B × G and
R = 〈

∑
(ai , 1) ≡

∑
(b j , 1)|

∑
ai ≡

∑
b j in B〉. Since there are morphisms
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B → B[G], which maps b to (b, 1), and B[G] → B, which maps (b, g) to b, the
potential characteristics of B and B[G] are the same. Thus every blue field of the
form F1[G] is of indefinite characteristic. More generally, we have the following.
Recall from [24] that F1n (for n > 1) is the blue field (0 ∪ µn)�R where µn is
a cyclic group with n elements and R is generated by the relations

∑
ζ∈H ζ ≡ 0

where H varies through all nontrivial subgroups of µn .

LEMMA 2.23. Let G be an abelian semigroup and n > 1. Then F1n [G] has all
potential characteristics but 1 unless n = 1, in which case F1[G] is of indefinite
characteristic.

Proof. Since there is a morphism F1n [G] → F1n that maps all elements of G to 1,
it suffices to show that F1n is of indefinite characteristic. Let ζn be a primitive root
of unity. Then F1n embeds into Q[ζn] and thus 0 is a potential characteristic of
F1n . Let p be a prime that does not divide n. Then F1n embeds into the algebraic
closure Fpof Fp, and p is a potential characteristic of F1n .

The last case is that p is a prime that divides n. Then we can define a unique
multiplicative map f : F1n → Fp whose kernel consists of those ζ ∈ F1n whose
multiplicative order is divisible by p. We have to verify that this map induces a
map between the pre-additions. It is enough to verify this on generators of the pre-
addition of F1n . Let H be a nontrivial subgroup of µn whose order is not divisible
by p. Then H is mapped injectively onto the nontrivial subgroup f (H) of Fp

×

,
and we have

∑
ζ∈H f (ζ) =

∑
ζ ′∈ f (H) ζ

′
= 0 in Fp. If H is a subgroup of µn whose

order is divisible by p, then the kernel of the restriction f : H → Fp
×

is of some
order pk with k > 1. Thus∑

ζ∈H

f (ζ) =
∑

ζ ′∈ f (H)

(ζ ′ + · · · + ζ ′︸ ︷︷ ︸
pk -times

) = 0.

This shows that f : F1n → Fp is a morphism of blueprints and that p is a potential
characteristic of F1n . If n 6= 1, then F+1n = Z[ζn] is with−1 where ζn is a primitive
nth root of unity. Thus there is no blueprint morphism F1n → k into a semifield
of characteristic 1 unless n = 1.

To conclude this section, we transfer the terminology from algebra to geometry.

DEFINITION 2.24. Let X be a blue scheme, x a point of X and κ(x) be the
residue field of x . The (arithmetic) characteristic char (x) of x is the arithmetic
characteristic of κ(x). We say that p is a potential characteristic of x if p is a
potential characteristic of κ(x), and we say that x is of mixed or of indefinite
characteristics if κ(x) is so.
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Figure 3. The spectra of B1 and B2 together with their respective residue fields.

By a monoidal scheme, we mean a M0-scheme in the sense of [24]. A monoidal
scheme is characterized by its coordinate blueprints, which are blueprints with
trivial pre-addition.

COROLLARY 2.25. Let X be a monoidal scheme. Then every point of X is of
indefinite characteristic.

Proof. This follows immediately from Lemma 2.23 since the residue field of a
point in a monoidal scheme is of the form F1[G] for some abelian group G.

EXAMPLE 2.26. We give two examples to demonstrate certain effects of potential
characteristics under specialization. Let B1 = F1[T ]�〈T + T ≡ 0〉. Then B1 has
two prime ideals x0 = (0) and xT = (T ). The residue field κ(x0)= F1[T±1

]�〈T+
T ≡ 0〉 ' F2[T±1

] has only potential characteristic 2 since 1+1 ≡ T−1(T +T ) ≡
0, while the residue field κ(xT ) = F1 is of indefinite characteristic.

The blueprint B2 = F1[T ]�〈1 + 1 = T 〉 has also two prime ideals x0 = (0)
and xT = (T ). The residue field κ(x0) = F1[T±1

]�〈1+ 1 ≡ T 〉 has all potential
characteristics except for 2 since 1 + 1 ≡ T is invertible, while the residue field
κ(xT ) = F1 �〈1+ 1 ≡ 0〉 = F2 has only characteristic 2. We illustrate the spectra
of B1 and B2 together with their residue fields in Figure 3.

2.6. Fibres and image of morphisms from (semiring) schemes. The fibre of
a morphism ϕ : Y → X of schemes over a point x ∈ X is defined as the fibre
product {x} ×+X Y . The canonical morphism {x} ×+X Y → Y is an embedding
of topological spaces. In this section, we extend this result to blue schemes.
Recall from [24, Proposition 3.27] that the category of blue schemes contains
fibre products.

Let ϕ : Y → X be a morphism of blue schemes and x ∈ X . The fibre of ϕ
over x is the blue scheme ϕ−1(x) = {x} ×+X Y and the topological fibre of ϕ over
x is the subspace ϕ−1(x)top

= {y ∈ Y |ϕ(y) = x} of Y . The following lemma
justifies the notation since ϕ−1(x)top is indeed canonically homeomorphic to the
underlying topological space of ϕ−1(x).

https://doi.org/10.1017/fms.2018.17 Published online by Cambridge University Press

https://doi.org/10.1017/fms.2018.17


The geometry of blueprints, part II: Tits–Weyl models of algebraic groups 23

LEMMA 2.27. Let ϕ : Y → X be a morphism of blue schemes and x ∈ X. Then
the canonical morphism ϕ−1(x)→ Y is a homeomorphism onto ϕ−1(x)top.

Proof. Since the diagram

ϕ−1(x) //

��

Y

ϕ

��
{x} // X

commutes, the image of ϕ−1(x) → Y is contained in ϕ−1(x)top. Given a point
y ∈ ϕ−1(x)top, consider the canonical morphism Specκ(y) → Y with image y,
and the induced morphism Specκ(y) → Specκ(x) of residue fields, which has
image {x} ⊂ X . The universal property of the tensor product implies that both
morphisms factorize through a morphism Specκ(y)→ ϕ−1(x), which shows that
the canonical map ϕ−1(x)→ ϕ−1(x)top is surjective.

We have to show thatϕ−1(x)→ ϕ−1(x)top is open. Since this is a local question,
we may assume that X = Spec B and Y = Spec C are affine blue schemes with
coordinate blueprints B and C . Then ϕ−1(x) = Spec(κ(x) ⊗B C) and κ(x) =
S−1 B/p(S−1 B)where S = B−p and p= x ∈ Spec B. Let f = Γ (ϕ, X) : B→ C .
Then

κ(x) ⊗B C = (S−1 B/p(S−1 B)) ⊗B C
' (S−1 B/p(S−1 B)) ⊗S−1 B S−1 B ⊗B C
' (S−1 B/p(S−1 B)) ⊗S−1 B f (S)−1C ' f (S)−1C/ f (p)( f (S)−1C),

which is the quotient of a localization of C . Note that the last two isomorphisms
follow easily from the universal property of the tensor product combined with
the universal property of localizations and quotients, completely analogous to the
case of rings. This proves that ϕ−1(x)→ Y is a topological embedding.

PROPOSITION 2.28. Let X be a blue scheme and x ∈ X. Let αX : X+ → X
and βX : X+Z → X be the canonical morphisms. Then the canonical morphisms
Specκ(x)+→ α(x)−1 and Specκ(x)+Z → β(x)−1 are isomorphisms.

Proof. We prove the proposition only for αX . The proof for βX is completely
analogous. Since the statement is local around x , we may assume that X is
affine with coordinate blueprint B, and x = p is a prime ideal of B. Then
X+ = Spec B+, and we have to show that the canonical map κ(x)⊗B B+→ κ(x)+

is an isomorphism. Note that the canonical map B → B+ is injective, so we may
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consider B as a subset of B+. Let S = B−p. The same calculation as in the proof
of Lemma 2.27 shows that

κ(x)⊗B B+ ' S−1 B+/p(S−1 B+) ' S−1 B+/(p(S−1 B))+.

Recall from [24, Lemma 2.18] that B+Z /I+Z ' (B/I )+Z where I is an ideal of B
and I+Z is the ideal of B+Z that is generated by the image of I in B+Z . In the same
way it is proven for a blueprint that B+/I+ ' (B/I )+ where I+ is the ideal of B+

that is generated by the image of I in B+. We apply this to derive

S−1 B+/(p(S−1 B))+ ' (S−1 B/p(S−1 B))+ = κ(x)+,

which finishes the proof of Specκ(x)+ ' α(x)−1.

The potential characteristics of the points of a blue scheme are closely related
to the fibres of the canonical morphism from its semiring scheme as the following
lemma shows.

LEMMA 2.29. The canonical morphismαX : X+→ X is surjective. The potential
characteristics of a point x ∈ X correspond to the potential characteristics of the
points y in the fibre of αX over x.

Proof. The morphism αX : X+ → X is surjective for the following reason. The
canonical morphism B→ B+ is injective. In particular, κ(x)→ κ(x)+ is injective
for every point x of X . This means that κ(x)+ is nontrivial, and thus α−1(x) '
κ(x)+ nonempty. This shows the first claim of the lemma.

If x = α(y) for some y in the fibre of αX over x , then there is a morphism
κ(x) → κ(y) between the residue fields, and the potential characteristics of the
semifield κ(y) are potential characteristics of the blue field κ(x). On the other
hand, if κ(x)→ k is a map into a semifield k of characteristic p, then this defines
a morphism Spec k → X with image x , which factors through X+. Thus the map
κ(x) → k factors through κ(x) → κ(y) for some y in the fibre of αX over x .
Thus the latter claim of the lemma.

REMARK 2.30. By the previous lemma, every point x of a blue scheme X lies
in the image of some αX,k : X+ ×+N k → X where k is a semifield, which can be
chosen to be an algebraically closed field if it is not an idempotent semifield. This
shows that the geometry of a blue scheme is dominated by algebraic geometry
over algebraically closed fields and idempotent geometry, by which I mean
geometry that is associated to idempotent semirings. There are various (different)
viewpoints on this: idempotent analysis as considered by Kolokoltsov and Maslov,
et al. (see, for instance, [26]), tropical geometry as considered by Itenberg,
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Mikhalkin, et al. (see, for instance, [18, 27] and, in particular, [28, Ch. 2]) and
idempotent geometry that attempts to mimic F1-geometry (see [10, 22, 32]).
These theories might find a common background in the theory of blue schemes.

LEMMA 2.31. Let B be a cancellative blueprint and I ⊂ B be an ideal of B.
Then the quotient B/I is cancellative.

Proof. We first establish the following claim: two elements a, b ∈ B define the
same class a ≡ b in B/I if and only if there are elements ck, dl ∈ I such that
a+

∑
ck ≡ b+

∑
dl in B. Per definition, a ≡ b if and only if there is a sequence

of the form

a ≡
∑

c1,k ∼
I
N

∑
d1,k ≡

∑
c2,k ∼

I
N · · · ∼

I
N

∑
dn,k ≡ b

where
∑

ck ∼
I
N
∑

dk if for all k either ck = dk or ck, dk ∈ I (cf. [24, Definition
2.11]). If we add up all additive relations in this sequence, we obtain

a +
∑

ci,k ≡ b +
∑

di,k .

Since B is cancellative, we can cancel all terms ci,k ≡ di,k that appear on both
sides, and stay over with a relation of the form

a +
∑

c̃k ≡ b +
∑

d̃k

with c̃k, d̃k ∈ I . This shows one direction of the claim. To prove the reverse
direction, consider a relation of the form a +

∑
ck ≡ b +

∑
dl with ck, dl ∈ I .

Then we have

a ≡ a +
∑

0 ∼I
N a +

∑
ck ≡ b +

∑
dl ∼

I
N b +

∑
0 ≡ b,

which shows that a ≡ b in B/I .
With this fact at hand, we can prove that B/I is cancellative. Consider a relation

of the form ∑
ai + c0 ≡

∑
b j + d0

in B where c0 ≡ d0 in B/I . We have to show that
∑

ai ≡
∑

b j in B/I . By
the above fact, c0 ≡ d0 if and only if there are ck, dl ∈ I such that c0 +

∑
ck ≡

d0 +
∑

dl . Adding this equation to the above equation, with left and right hand
sides reversed, yields∑

ai + c0 + d0 +
∑

dl ≡
∑

b j + d0 + c0 +
∑

ck .
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Since B is cancellative, we can cancel the term c0 + d0 on both sides and obtain
the sequence ∑

ai ≡
∑

ai +
∑

d l ≡
∑

b j +
∑

ck ≡
∑

b j

in B/I , which proves that B/I is cancellative.

LEMMA 2.32. If X is cancellative, then the canonical morphism βX : X+Z → X
is surjective.

Proof. This is a local question, so we may assume that X = Spec B for
a cancellative blueprint B. Since localizing preserves cancellative blueprints
(see [24, Section 1.13]), Bp is also cancellative for every prime ideal p of B. The
residue field at x = p is κ(x) = Bp/pBp, which is cancellative by Lemma 2.31.
This is a subblueprint of the (nonzero) ring κ(x)+Z . Thus the canonical morphism
Specκ(x)+Z → Specκ(x) ↪→ X has image {x} and factors through X+Z by the
universal property of the scheme X+Z .

REMARK 2.33. Every sesquiad (see [16]) can be seen as a cancellative blueprint.
A prime ideal of a sesquiads is the intersection of a prime ideal of the prime
ideal of its universal ring with the sesquiad. The previous lemma shows that the
sesquiad prime ideals coincide with its blueprint prime ideals.

While the points of potential characteristic p 6= 1 are governed by usual scheme
theory, the points of potential characteristic 1 in a fibre α−1(x) are of a particularly
simple shape.

LEMMA 2.34. Let x ∈ X be a point with potential characteristic 1. Then α−1
X (x)

is irreducible with generic point η, which is the only point ofα−1(x)with potential
characteristic 1. If X is cancellative, then η has also potential characteristic 0.

Proof. Let κ be the residue field of x . Since x has potential characteristic 1, there
is a morphism into a semifield k of characteristic 1. By the universal property of
κ→ κ+, this morphism factors through a morphism f : κ+→ k. Every element
of κ+ is of the form

∑
ai where ai are units of κ.

Consider the case that f (
∑

ai) = 0. Unless the sum is trivial, it is of the form
a +

∑
a′j for some unit a of κ. Then b′ = f (

∑
a′j) is an additive inverse of b =

f (a) in k. Since units are mapped to units, b is a unit of k and therefore 1 = b−1b
has the additive inverse −1 = b−1b′. But this is not possible in a semifield of
characteristic 1. Therefore we conclude that

∑
ai has to be the trivial sum and

that the kernel of f : κ+→ k is 0. This shows that 0 is a prime ideal, that α−1(x)
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is irreducible with generic point η = 0 and that η is the only point of α−1(x) with
potential characteristic 1.

By Lemma 2.32, the canonical morphism β : X+Z → X+ is surjective if X+ is
cancellative, which is the case if X is cancellative. Therefore every point x of X+

with potential characteristic 1 has at least one other potential characteristic, which
must be 0 since κ(x) is a semifield without −1 (cf. Lemma 2.21). This proves the
last claim of the lemma.

2.7. The topology of fibre products. In this section, we investigate the
topological space of the product of two blue schemes. The canonical projections
of the fibre product of blue schemes are continuous, and thus induce a universal
continuous map into the product of the underlying topological spaces. In contrast
to the product of two varieties over an algebraically closed field, which surjects
onto the product of the underlying topological spaces, the product of two blue
schemes injects into the product of the underlying topological spaces.

PROPOSITION 2.35. Let X1 → X0 and X2 → X0 be morphisms of blue schemes.
Then the canonical map

τ : X1 ×X0 X2 −→ X1 ×
top
X0

X2

is an embedding of topological spaces.

Proof. We have to show that τ is a homeomorphism onto its image. Since the
claim of the proposition is a local question, we may assume that X i = Spec Bi are
affine with Bi = Ai�Ri . Then there are morphisms j1 : B0→ B1 and j2 : B0→ B2,
and we have X1 ×X0 X2 = Spec B1 ⊗B0 B2 with

B1 ⊗B0 B2 = A1 × A2 �〈R1 × {1}, {1} ×R2, (a0a1, a2) ≡ (a1, a0a2) | ai ∈ Bi 〉.

Note that this is not a proper representation of B1 ⊗B0 B2. Since we are only
concerned with topological properties of Spec B1 ⊗B0 B2, this is legitimate (cf.
Section 2.1).

We begin to show injectivity of τ . Let p be a prime ideal of B. Then τ (p) =
(p0, p1, p2) where pi = ι

−1
i (p) is a prime ideal of Bi and ιi : Bi → B1⊗B0 B2 is the

canonical map that sends a to j1(a)⊗ 1 = 1⊗ j2(a) if i = 0, that sends a to a⊗ 1
if i = 1 and that sends a to 1⊗ a if i = 2. Since for a1⊗ a2 = (a1⊗ 1) ·(1⊗ a2) ∈

p either a1⊗ 1 ∈ p ∩ ι1(B1) or 1⊗ a2 ∈ p ∩ ι2(B2), the prime ideal p equals the
set {a1⊗ a2|ai ∈ pi}. Thus p is uniquely determined by τ (p).

We show that τ is a homeomorphism onto its image. Given a basic open U =
Ua1 ×

top
X0

Ua2 of X1 ×
top
X0

X2 where ai ∈ Bi and Uai = {pi ∈ X i |ai /∈ pi} is the
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according basic open of X i for i = 1, 2. Then

τ−1(U ) = {p ∈ X1 ×X0 X2 | a1⊗ 1 /∈ p and 1⊗ a2 /∈ p}

= {p ∈ X1 ×X0 X2 | a1⊗ a2 /∈ p} = Ua1⊗ a2,

which is a basic open of X1×X0 X2. Thus τ is continuous. Since every basic open
of X1 ×X0 X2 is of the form Ua1⊗ a2 for some a1 ∈ B1 and a2 ∈ B2, τ is indeed a
homeomorphism onto its image.

Therefore, we can regard X1×X0 X2 as a subspace of X1×
top
X0

X2, and we denote
a point x of X1 ×X0 X2 by the coordinates (x1, x2) of τ (x) where x1 ∈ X1 and
x2 ∈ X2.

In the rest of this section, we investigate the image of τ in the case X0 =

SpecF1.

LEMMA 2.36. Let B1 and B2 be blueprints. Then p is a potential characteristic
of B1 ⊗F1 B2 if and only if p is a potential characteristic of both B1 and B2.
Consequently, B1 ⊗F1 B2 = {0} if and only if B1 and B2 have no potential
characteristic in common.

Proof. Since there are canonical maps Bi → B1 ⊗F1 B2 for i = 1, 2, every
potential characteristic of B1 ⊗F1 B2 is a potential characteristic of both B1 and
B2.

Conversely, let p be a common potential characteristic of B1 and B2. In case
p 6= 1, there are morphisms Bi → ki into fields k1 and k2 of characteristic p.
The compositum k of k1 and k2 is a field of characteristic p that contains k1 and
k2 as subfields. This yields morphisms fi : Bi → k and thus a morphism f :
B1⊗F1 B2→ k (note that there is a unique map F1→ k, which factorizes through
f1 and f2). Thus p is a potential characteristic of B1 ⊗F1 B2.

If p = 1, then B1 and B2 are both without −1, and there are morphisms fi :

Bi → B1 by Lemma 2.21. Therefore there is a morphism B1 ⊗F1 B2 → B1, and 1
is a potential characteristic of B1 ⊗F1 B2.

This shows in particular that B1 ⊗F1 B2 6= {0} if B1 and B2 have a potential
characteristic in common. If there is no morphism B1⊗F1 B2→ k into a semifield
k, then there is no morphism B1 ⊗F1 B2 → κ into any blue field κ. This means
that Spec B1 ⊗F1 B2 is the empty scheme and B1 ⊗F1 B2 is {0}.

EXAMPLE 2.37. While B1 and B2 possess all potential characteristics of B1 ⊗κ0

B1 for an arbitrary blue field κ0, the contrary is not true in general.
For instance, consider the tensor product F12 ⊗F1[T±1] F12 with respect to the

two morphisms f1 : F1[T±1
] → F12 with f1(T ) = 1 and f2 : F1[T±1

] → F12 with
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f2(T ) = −1. We have that F12 ⊗F1 F12 = (F12)inv = F12 , which is represented by
{0⊗ 0, 1⊗ 1, 1⊗(−1)}. The tensor product F12 ⊗F1[T±1] F12 is a quotient of F12 ,
and we have

1⊗(−1) = 1⊗(1 · f2(T )) = (1 · f1(T ))⊗ 1 = 1⊗ 1.

Thus 1⊗ 1 is its own additive inverse and F12 ⊗F1[T±1] F12 = F2, the field with
two elements. While F12 and F1[T±1

] have both indefinite characteristic, F2 has
characteristic 2.

THEOREM 2.38. Let X1 and X2 be blue schemes. Then the embedding τ : X1×F1

X2 → X1 ×
top X2 is a homeomorphism onto the subspace

{(x1, x2) ∈ X1 ×
top X2 | x1 and x2 have a common potential characteristic}.

Proof. Note that since the underlying topological space of X0 = SpecF1 is the
one-point space, we have X1 ×

top
X0

X2 = X1 ×
top X2. Since τ is an embedding

(cf. 2.35), we have only to show that the image of τ is as described in the theorem.
Let x = (x1, x2) ∈ X1 ×

top X2. Write κi for κ(xi) and κ for κ1 ⊗F1 κ2. If
x ∈ X1 ×F1 X2, then κ = κ(x). The canonical morphism κ → κ+ witnesses
that p = charκ+ is a potential characteristic of κ. By Lemma 2.36, the potential
characteristics of κ (or, equivalently, x) correspond to the potential characteristic
of κ1 and κ2 (or, equivalently, x1 and x2). Therefore, x1 and x2 have a potential
characteristic in common.

If, conversely, x1 and x2 have a common potential characteristic p, then p is
also a potential characteristic of κ by Lemma 2.36. This means that there exists a
morphism κ→ k into a semifield k. The morphism Spec k → Specκ has image
x = (x1, x2), and thus (x1, x2) ∈ X1 ×F1 X2.

For later reference, we state the following fact, which follows from the local
definition of the fibre product. We use the shorthand notation Γ X for the global
sections Γ (X,OX ) of X .

LEMMA 2.39. Let X → Z and Y → Z be two morphisms of blue schemes. Then

Γ (X ×Z Y ) ' Γ X ⊗Γ Z Γ Y.

2.8. Relative additive closures. Let f : B→ C be a morphism. The additive
closure of B in C with respect to f is the subblueprint

f +(B) =
{

c ∈ C
∣∣∣ c ≡

∑
f (ai) for ai ∈ B

}
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of C . Note that this is indeed a subblueprint of C since for c, d ∈ f +(B), that is,
c ≡

∑
f (ai) and d ≡

∑
f (b j), the product cd =

∑
f (ai b j) is an element of

f +(B).
If B is a subblueprint of C and ι : B ↪→ C the inclusion, then we call ι+(B)

briefly the additive closure of B in C . The subblueprint B is additively closed in
C if B = ι+(B).

We list some immediate properties of relative additive closures. Let f : B→ C
be a blueprint morphism. Then f +(B) is additively closed in C . More precisely,
f +(B) is the smallest additively closed subblueprint B ′ of C such that the
morphism f : B → C factors through B ′ ↪→ C . If C is a semiring, then f +(B)
is isomorphic to the universal semiring f (B)+ associated with f (B) (considered
as a subblueprint of C).

LEMMA 2.40. For any commutative diagram

B
g //

f
��

B̃

f̃
��

C
g̃ // C̃,

there exists a unique blueprint morphism f +(g) : f +(B)→ f +(B̃) such that the
diagram

B
g //

f

��

ww

B̃

f̃

��

vv
f +(B)

f +(g) //
� t

''

f̃ +(B̃) � u

''
C

g̃ // C̃,
commutes.

Proof. The uniqueness of f +(g) follows from the injectivity of f̃ +(B̃) ↪→ C̃ . For
c ∈ f +(B) define f +(g)(c) as g̃(c), which is a priori an element of C̃ . Since c ≡∑

f (ai) for certain ai ∈ B, we have that g̃(c) ≡
∑

g̃( f (ai)) ≡
∑

f̃ (g(ai)), thus
g̃(C) is indeed an element of f̃ +(B̃). This shows that f +(g) : f +(B)→ f +(B̃)
is a blueprint morphism with the desired property.

Let B be a blueprint and ι : B → Binv the base extension from F1 to F12 where
we write Binv = B⊗F1 F12 . The inverse closure of B is the subblueprint B̂ = ι+(B)
of Binv. A blueprint B is inverse closed if B ' B̂.

Note that since (Binv)inv = Binv, the inverse closure B̂ of B is inverse closed.
The previous lemma extends the association B 7→ B̂ naturally to a functor (−)ˆ :
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Blpr →Blpr whose essential images are the inverse closed blueprints. Further
note that the inverse closure B̂ of B equals the intersection of Binv with B+canc inside
B+Z . In particular, note that B̂ is cancellative.

LEMMA 2.41. Let B1 and B2 be blueprints. Then (B1 ⊗F1 B2)ˆ ' B̂1 ⊗F1 B̂2.

Proof. Since (B1⊗F1 B2)canc = B1,canc⊗F1 B2,canc and B̂ = (Bcanc)ˆ, we can assume
that B1 and B2 are cancellative. Therefore, we can consider (B1 ⊗F1 B2)ˆ and
B̂1 ⊗F1 B̂2 as subblueprints of (B1 ⊗F1 B2)inv = B1,inv ⊗F1 B2,inv that both contain
B1 ⊗F1 B2 as a subblueprint.

Let a⊗ b be an element of B1⊗F1 B2. We have to show that its additive inverse
−(a ⊗ b) is contained in (B1 ⊗F1 B2)ˆ if and only if it is contained in B̂1 ⊗F1 B̂2.

Assume that −(a ⊗ b) is contained in (B1 ⊗F1 B2)ˆ. Then there is an additive
relation of the form a ⊗ b+

∑
ck ⊗ dk ≡ 0 in B1 ⊗F1 B2. By the definition of the

tensor product B1 ⊗F1 B2, this must come from an additive relation of the form
a +

∑
c̃k ≡ 0 in B1 or an additive relation of the form b+

∑
d̃k ≡ 0 in B2. Thus

−a ∈ B̂1 or −b ∈ B̂2. In either case, (−a) ⊗ b = −(a ⊗ b) = a ⊗ (−b) is an
element of B̂1 ⊗F1 B̂2.

Assume that−(a⊗b) is contained in B̂1⊗F1 B̂2. By symmetry of the argument,
we may assume that −a ∈ B̂1, that is, we have an additive relation a +

∑
ck ≡ 0

in B1. Thus a⊗b+
∑

ck⊗b in B1⊗ B2, which shows that−(a⊗b) is an element
of (B1 ⊗F1 B2)ˆ.

If Z = Spec B is an affine blue scheme, then we define Ẑ = Spec B̂. It comes
together with a morphism γZ : Ẑ → Z induced by the blueprint morphism B →
B̂.

REMARK 2.42. The inverse closure (−)ˆ of a blueprint does not behave well
with localizations. It seems that there is no (meaningful) extension of (−)ˆ from
affine blue schemes to all blue schemes. To illustrate the incompatibility with
localizations, consider the subblueprint B = F1[T ] of C = F1[T, S]�〈ST + S ≡
0〉, which is additively closed in C . Let q be the ideal of C that is generated by T .
Then Cq = F1[T, S±1

]�〈ST+S ≡ 0〉 ' F12[S±1
]. The additive closure of B in Cq

(with respect to the canonical morphism f : B ↪→ C→ Cq) is f +(B)' F12 while
the localization Bp at the prime ideal p = q∩ B of B is equal to B = F1[T ] itself.

2.9. The unit field and the unit scheme. The units of a ring form naturally
a group. In certain cases like polynomial rings over fields or discrete valuation
rings of positive characteristics, the unit group together with 0 forms a field; but,
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for a general ring, this is not true. However, the unit group together with 0 and the
restriction of the (pre-)addition of the ring has always the structure of a blue field,
which leads to the following definition.

Let B = A �R be a blueprint. The unit field of B is the blue field B?
=

A× ∪ {0}�R? where R?
= R|A×∪{0} is the restriction of R to the submonoid

A× ∪ {0} of A. It comes together with a canonical inclusion u : B?
→ B of

blueprints.
Let X be a blue scheme and B = Γ X its global sections. By [24, Lemma 3.25],

there exists a canonical morphism X → Spec B that factors every morphism from
X to an affine blue scheme in a unique way. The unit scheme of X is the blue
scheme X ?

= Spec B? together with the morphism

υ : X −→ Spec B
u∗
−→ Spec B?

= X ?.

The blue field F?(X) = B? is called the unit field of X . The unit scheme X ?

consists of one point η, which corresponds to the unique prime ideal {0} of the
unit field F?(X).

For a point x of X , we write F?(x) for the unit field of the reduced closed
subscheme x of X whose support is the closure of x . We call F?(x) the unit field
at x . There is a canonical morphism ψ : F?(x)→ Γ x → OX,x → κ(x) into the
residue field of x , which is, in general, neither injective nor surjective. If, however,
X is a reduced scheme that consists of only one point x , then ψ : F?(x)→ κ(x)
is an isomorphism. This means, in particular, that

F?(X) = F?(X ?) = F?(η) = κ(η)

where η is the unique point of X ?.
Note that since a morphism f : B → C of blueprints sends 0 to 0 and units to

units, it induces a morphism f ? : B?
→ C? between the unit fields. Thus taking

the unit field is an idempotent endofunctor of the category of blueprints whose
essential image is the full subcategory of blue fields. Similarly, taking the unit
scheme of a blue scheme is an idempotent endofunctor of the category of blue
schemes. Note further that the category of unit schemes is dual to the category of
blue fields since unit schemes are affine.

A blueprint B is generated by its units if u+(B?) = B for u : B?
→ B. This is

equivalent to saying that u+(B?) = B induces an isomorphism u+ : (B?)+→ B+

of semirings. A blue scheme X is generated by its units if υ : X → X ? induces
an isomorphism υ+ : X+→ (X ?)+ of semiring schemes.

3. The Tits category

In this section, we will introduce Tits morphisms between blue schemes, which
will be the technical core of the theory of Tits–Weyl models of algebraic groups.
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As a first task, we introduce the rank space of a blue scheme. With this, we
are prepared to define Tits morphisms and to investigate their relationship to
morphisms (in the usual sense), which we also call locally algebraic morphisms.

3.1. The rank space. Let X be a blue scheme and x a point of X . In the
following, we will understand by x the closure of x in X together with its structure
as a reduced closed subscheme (see Section 2.4).

DEFINITION 3.1. A point x of X is pseudo-Hopf if x is almost of indefinite
characteristic, x is affine, x inv is generated by its units and x+Z is a flat scheme.

REMARK 3.2. If x is pseudo-Hopf and F = F?(x) is the unit field of x , then Γ x+Z
is a quotient of the Hopf algebra Z[F×], namely, by the ideal

I =
{∑

ai −
∑

b j

∣∣∣ ∑ ai ≡
∑

b j in F
}
.

Recall from Section 2.8 that for an affine blue scheme Z = Spec B, we have
Ẑ = Spec B̂ together with γZ : Ẑ → Z . If x ∈ X is a point such that x is affine,
then this yields the morphism

ρx : x̂
γx
−→ x

ιx
−→ X.

DEFINITION 3.3. Let X be a blue scheme and x a point of X . The rank rk x of x
is the dimension of the scheme x+Q over Q.

Let X be connected. Then the rank of X is

rk X = inf {rk x | x is pseudo-Hopf}

if X has a pseudo-Hopf point, and rk X = 0 otherwise. Let Z (X) be the set of all
pseudo-Hopf points of X whose rank equals rk X . The pre-rank space of X is

X∼ =
∐

x∈Z (X)

x̂

and the rank space of X is
X rk
=

∐
x∈Z (X)

x̂
?
.

If X =
∐

X i is the disjoint union of connected schemes X i , then

X∼ =
∐

X∼i and X rk
=

∐
X rk

i

are the pre-rank space and the rank space of X .
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We describe some immediate consequences of these definitions. The canonical
morphisms ρx : x̂ → x → X define a morphism ρX : X∼→ X and the canonical
morphisms υx : x̂ → x̂

?
into the unit scheme define a morphism υX : X∼→ X rk.

Thus we obtain for every blue scheme X the diagram

X rk υX
←− X∼

ρX
−→ X.

By the definition of pseudo-Hopf points, υX : X∼ → X rk induces an
isomorphism υ+X,Z : X∼,+Z → X rk,+

Z of schemes where we use the shorthand
notations X∼,+Z = (X∼)+Z and X rk,+

= (X rk)+Z . Thus we obtain a commutative
diagram

X rk,+
Z

βX rk

��

X∼,+Z
ρ+X,Z //

βX∼

��

X+Z

βX

��
X rk X∼

υXoo ρX // X .

In the following, we identify X rk,+
Z with X∼,+Z via υ+X,Z, which allows us to consider

ρ+X,Z as a morphism from X rk,+
Z to X+Z . If υX : X∼→ X rk is an isomorphism, then

we say that the rank space X rk lifts to X and we may define ρ̃X : X rk
→ X as

ρX ◦ υ
−1
X . If additionally ρX is a closed immersion, then we say that the rank

space X rk embeds into X .
We turn to an investigation of the rank spaces. For this, we introduce the notion

of blue schemes of pure rank.

DEFINITION 3.4. A blue scheme X is of pure rank if it is discrete and reduced,
if all points are pseudo-Hopf and if x̂ → x is an isomorphism for all x ∈ X . We
denote the full subcategory of SchF1 whose objects are blue schemes of pure rank
by Schrk

F1
.

If X is of pure rank, then every x ∈ X has all potential characteristics with the
possible exception of 1 since {x}+Z = x+Z is a flat nonempty scheme. A scheme of
pure rank is cancellative since for every connected component {x}, the blueprint
Γ x̂ ' Γ x = Γ {x} is cancellative.

PROPOSITION 3.5.

(i) The rank space of a blue scheme is of pure rank.

(ii) If X is a scheme of pure rank, then X rk lifts to X and ρ̃X : X rk
→ X is an

isomorphism.
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Proof. We show (i). Let X be a blue scheme. Since its rank space is the disjoint
union of spectra of blue fields, X rk is discrete and reduced. Before we show that
x is pseudo-Hopf, we show that x̂ → x is an isomorphism for all x ∈ X rk. By
definition of the rank space, there is a pseudo-Hopf point y ∈ X such that {x} = ŷ

?
.

If we denote Γ y by B, then x = Spec B̂? and we have to show that the natural
morphism B̂?

→ (B̂?)ˆ is an isomorphism. In the case that B̂? is with−1, the unit
field B̂? is with inverses and equals its additive closure in (B̂?)inv. In case that B̂?

is without−1, B̂? does not contain the additive inverse of any element b. Thus B̂?

equals the image of B̂? in (B̂?)inv, which is the same as B̂?
canc, and if

∑
ai ≡ 0 in

B, then ai ≡ 0 for all i . This means that (B̂?)ˆ ' (B?
canc)ˆ ' B?

canc ' B̂?.
We show that every point x of X rk is pseudo-Hopf. Clearly, x = {x} is affine

for every x ∈ X rk. Let y be a pseudo-Hopf point of X such that {x} = ŷ
?
. Then

x+Z ' ŷ
+

Z is a nonempty flat scheme and x is almost of indefinite characteristic.
The blueprint Γ x̂ inv = Γ x inv is generated by its units since Γ x inv ⊂ (Γ x+inv)

?.
Thus x is pseudo-Hopf, which finishes the proof of (i).

We show (ii). If X is of pure rank, then every point x is pseudo-Hopf of minimal
rank in its component, that is, Z (X) = X . Since X is discrete and reduced,
F?(x) ' OX ({x}) ' κ(x) is a blue field for all x ∈ X . Since x̂ ' x , we have
isomorphisms

x̂
? ∼

←− x̂
∼

−→ x
∼

−→ Spec OX ({x})

and, consequently, X rk
' X∼ ' X . This completes the proof of the proposition.

We give a series of examples of blue schemes and their rank spaces.

EXAMPLE 3.6 (Tori). The key example of rank spaces are tori over F1. Let X =
Gr

m,F1
be the spectrum of B = F1[T±1

1 , . . . , T±1
r ]. Then X consists of one point

η, namely, the 0-ideal of B, and η is of indefinite characteristic, η = Spec B is
affine, Binv is generated by its units since B?

inv = Binv, and B+Z = Z[T±1
1 , . . . ,

T±1
r ] is a free Z-module. Therefore η is pseudo-Hopf and we have isomorphisms

X rk
' X∼ ' X .

Note that the rank of X is r , which equals the rank of the group scheme +Gr
m,Z.

This is a first instance for the meaning of the rank of a blue scheme. We will see
later that, more generally, the rank of a ‘Tits–Weyl model’ of a reductive group
scheme equals the reductive rank of the group scheme (see Theorem 4.14).

EXAMPLE 3.7 (Monoidal schemes). If X is a monoidal scheme, then every point
x of X is of indefinite characteristic and Γ x+Z is a free Z-module. The scheme x inv

is generated by its units if and only if x = {x}, that is, if and only if x is a closed
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point of X . In this case, x = {x} is an affine blue scheme. Thus the pseudo-Hopf
points of X are its closed points. Therefore, the rank space of a monoidal scheme
X lifts to X . If X is locally of finite type, then X rk embeds into X .

The closed points that belong to the rank space, that is, that are of minimal
rank, are easily determined since the rank of a point x of a monoidal scheme X
equals the free rank of the unit group O×X,x of the stalk OX,x at x . For example, the
projective space Pn

F1
has n+ 1 closed points, which are all of rank 0. Thus (Pn

F1
)rk

consists of n + 1 points, which are all isomorphic to SpecF1.

EXAMPLE 3.8 (Semiring schemes). If X is a semiring scheme, then none of its
points is almost of indefinite characteristic. Thus both the pre-rank space and the
rank space of X are empty.

EXAMPLE 3.9. The following are four examples that demonstrate certain effects
that can occur for blue schemes and their rank spaces. The first example shows
that pseudo-Hopf points are in general not closed, a fact that we have to consider
in case of F1-models of adjoint groups. Let B = F1[T ]�〈T ≡ 1 + 1〉 and X =
Spec B. Then X has two points η = (0) and x = (T ). The closed subscheme x is
isomorphic to F2, which is of characteristic 2 and not a free Z-module. The closed
subscheme η is B itself and thus affine. The point η has all potential characteristics
except for 2. The unit field of Binv is B?

inv = F1, thus B+Z ' Z ' (B?)+Z , which
shows η is pseudo-Hopf. Thus X is of rank 0 and Z (X) = {η} is not closed in X .
The morphism ρX : X∼→ X is an isomorphism, but the rank space X rk does not
lift to X .

The second example extends the first example in a way such that the morphism
ρX is no longer injective. Let B = F1[S, T ]�〈S + T ≡ 1 + 1〉 and X = Spec B.
Then X has four points η = (0), x = (S), y = (T ) and z = (S, T ). For similar
reasons as in the first example, the pseudo-Hopf points of X are x and y, which
are both of rank 0. Thus Z (X) = {x, y} and X∼ = x̂ ∪ ŷ. Both, the closed point
of x̂ and the closed point of ŷ are mapped to z. Thus ρX is not injective.

The third example presents a blue scheme in which one pseudo-Hopf point
lies in the closure of another pseudo-Hopf point. Let B = F12[S, T ]�〈T 2

≡ 1,
S ≡ T+1〉 and X = Spec B. Then X has two points η = (0) and x = (S). We have
x = SpecF12 , which means that x is pseudo-Hopf of rank 0. The point η has all
potential characteristics except for 1, η = Spec B is affine, B?

inv = F12[T ]�〈T 2
≡

1〉 = F12[µ2] is generated by its units (where µ2 is the cyclic group with two
elements) and its extension to Z is the flat ring B+Z = Z[µ2]. Thus η is also pseudo-
Hopf of rank 0. This means that Z (X) = {η, x} and X∼ = η ∪ x ' X ∪ SpecF12

does not map injectively to X . The rank space of X is X rk
' SpecF12[µ2] ∪

SpecF12 .
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The fourth example shows that in general υ+X : X∼,+ → X rk,+ is not an
isomorphism. Let B = F1[S, T±1

]�〈T ≡ S + 1 + 1〉. Then X = Spec B has
two points x = (S) and η = (0). The scheme x is the spectrum of F1[T±1

]�〈T ≡
1 + 1〉, whose base extension to Z is the localization Z(2), which is not a flat
ring. The point η is easily seen to be pseudo-Hopf. Thus X∼ = η̂ = Spec B and
X rk
= η̂

?
= SpecF1[T±1

]. The embedding N[T±1
] → N[S, T±1

]�〈T ≡ S+1+1〉
is not surjective, thus υ+X : X∼,+→ X rk,+ is not an isomorphism.

3.2. Tits morphisms.

DEFINITION 3.10. Let X and Y be blue schemes. A Tits morphism ϕ : X → Y
is a pair (ϕrk,ϕ+) where ϕrk

: X rk
→ Y rk is a morphism between the rank spaces

of X and Y and ϕ+ : X+ → Y+ is a morphism between the universal semiring
schemes of X and Y such that the diagram

X rk,+
Z

ϕrk,+
Z //

ρ+X,Z
��

Y rk,+
Z

ρ+Y,Z
��

X+Z
ϕ+Z // Y+Z

commutes.
If ϕ : X → Y and ψ : Y → Z are two Tits morphisms, then the composition

ψ ◦ ϕ : X → Z is defined as the pair (ψrk
◦ ϕrk,ψ+ ◦ ϕ+). The Tits category

is the category SchT whose objects are blue schemes and whose morphisms are
Tits morphisms.

To make a clear distinction between Tits morphisms between blue schemes and
morphisms in the usual sense, we will often refer to the latter kind of morphism
as locally algebraic morphisms (cf. [24, Theorem 3.23] for the fact that locally
algebraic morphisms are locally algebraic).

REMARK 3.11. For a wide class of blue schemes X , the base extension υ+X :
X∼,+→ X rk,+ of υX : X∼→ X rk is already an isomorphism and we can consider
ρ+X as a morphism from X rk,+ to X+. If this is the case for X and Y , then a pair
(ϕrk,ϕ+) as above is a Tits morphism if and only if the diagram

X rk,+ ϕrk,+
//

ρ+X
��

Y rk,+

ρ+Y
��

X+
ϕ+ // Y+
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commutes. In fact, all of the blue schemes that we will encounter in the rest of the
paper, will be of this sort.

The Tits category comes together with two important functors: the base
extension (−)+ : SchT → Sch+ to semiring schemes, which sends a blue scheme
X to X+ and a Tits morphism ϕ : X → Y to ϕ+ : X+ → Y+; and the extension
(−)rk : SchT → Schrk

F1
to blue schemes of pure rank, which sends a blue scheme

X to its rank space X rk and a Tits morphism ϕ : X → Y to ϕrk
: X rk

→ Y rk.
The former functor allows us to define the base extensions (−)+k : SchT →

Sch+k for every semiring k or, more generally, the base extension−⊗+S : SchT →

Sch+S for every semiring scheme S.
The latter functor allows us to define the Weyl extension W : SchT → Sets

from the Tits category to the category of sets that associates to each blue scheme
X the underlying set of its rank space X rk and to each Tits morphism ϕ : X → Y
the underlying map of the morphism ϕ : X rk

→ Y rk between the rank spaces.
Both locally algebraic morphisms and Tits morphisms between two blue

schemes X and Y have a base extension to semiring scheme morphisms between
X+ and Y+. The classes of semiring scheme morphisms between X+ and Y+

that are the respective base extensions of locally algebraic morphisms and of
Tits morphisms between X and Y are, in general, different. For example, the
natural embedding ιN : Gm,N → A1

N descends to a locally algebraic morphism
ιF1 : Gm,F1 → A1

F1
, but there is no Tits morphism ι̃ : Gm,F1 → A1

F1
with ι̃+ = ιN.

As we will see in the following, Tits morphisms are more flexible in other
aspects, which will allow us to descend the group laws of many group schemes
to ‘F1-models’ of the group scheme, which is not the case for locally algebraic
morphisms.

In the following, we will investigate the case that a locally algebraic morphism
ϕ : X → Y of blue schemes defines a Tits morphism. Namely, if ϕ maps Z (X)
to Z (Y ), then we can define a morphism ϕ∼ : X∼ → Y∼ by ϕ∼|x̂ = (ϕ|x)ˆ for
x ∈ Z (X). This defines a morphism ϕ∼ between the pre-rank spaces of X and Y
since y = ϕ(x) ∈ Z (Y ) and thus the morphism ϕ restricts to a morphism ϕ|x :
x→ y to which we can apply the functor (−)ˆ. This definition of ϕ∼ behaves well
with composition, that is, if ϕ is as above and ψ : Y → Z is a locally algebraic
morphism that maps Z (Y ) to Z (Z), then (ψ ◦ ϕ)∼ = ψ∼ ◦ ϕ∼.

Let ϕ : X → Y be a locally algebraic morphism of blue schemes that maps
Z (X) to Z (Y ) and ϕ∼ : X∼ → Y∼ the corresponding morphism between the
pre-rank spaces of X and Y . Then applying the functor (−)rk to the connected
components of X∼ yields a morphism ϕrk

: X rk
→ Y rk between the rank spaces

of X and Y .
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We say that a locally algebraic morphismϕ : X → Y that maps Z (X) to Z (Y )
is Tits or that ϕ is a locally algebraic Tits morphism. We denote the category of
blue schemes together with locally algebraic Tits morphisms by SchF1,T . The
following proposition justifies the terminology.

PROPOSITION 3.12. Let ϕ : X → Y be a locally algebraic morphism of blue
schemes that maps Z (X) to Z (Y ). Then the pair (ϕrk,ϕ+) is a Tits morphism
from X to Y .

Proof. The base extension of the commutative diagram

X∼
ϕ∼ //

ρX

��

Y∼

ρY

��
X

ϕ // Y

to semiring schemes yields the commutative diagram

X rk,+
Z

ϕrk,+
Z //

ρ+X,Z
��

Y rk,+
Z

ρ+Y,Z
��

X+Z
ϕ+Z // Y+Z ,

which proves the lemma.

Let X and Y be two blue schemes. We define the set Y T(X) of X-rational Tits
points of Y as the set HomT (X, Y ) of Tits morphisms from X to Y . We denote
the set of locally algebraic morphisms X → Y of blue schemes by Hom(X, Y ).

Since the rank space of a semiring scheme is empty, we have the following
immediate consequence of the previous proposition.

COROLLARY 3.13. Let X be a semiring scheme and Y a blue scheme. Let αY :

Y+→ Y the base extension morphism. Then the map

HomT (X, Y ) −→ Hom(X, Y )
(ϕrk,ϕ+) 7−→ αY ◦ ϕ+

is a bijection. This means in particular that Sch+N embeds as a full subcategory
into SchT .

Since the rank space of a blue scheme X of pure rank is isomorphic to X itself,
a Tits morphism ϕ : X → Y between two blue schemes X and Y of pure rank
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is determined by the morphism ϕrk
: X → Y . Therefore, also Schrk

F1
is a full

subcategory of SchT .

EXAMPLE 3.14 (F1-rational Tits points of monoidal schemes). Given a monoidal
scheme X , then for all its points x , the schemes x = x̂ and x̂

?
are also monoidal.

Since x̂ is generated by its units if and only if x̂ = x̂
?
, the rank space X rk lifts

to X (if X is locally of finite type, X rk embeds into X ). Thus a Tits morphism
ϕ : Y → X from a scheme Y of pure rank is already determined by ϕrk

: Y rk
→

X rk. This holds, in particular, for Y = ∗F1 . Since a blue field that is a monoid
admits precisely one morphism to F1, the F1-rational Tits points of X correspond
to the points of the rank space X rk. These correspond, in turn, to the set Z (X) of
pseudo-Hopf points of minimal rank in X , which is the image of ρ̃X : X rk

→ X .
Note that in case of a connected monoidal scheme, the set of F1-rational Tits

points coincides with the sets of F1-rational points as defined [23].

The following proposition characterizes those semiring scheme morphisms that
are base extensions of Tits morphisms. Note that if X is a blue scheme and x ∈
Z (X) is a pseudo-Hopf point of minimal rank, then Γ x+Z = Γ x̂

+

Z = F?(x̂)+Z . In
particular, the cancellative blue field F?(x̂) is a subblueprint of Γ x+Z .

PROPOSITION 3.15. Let X and Y be two blue schemes and ϕ+ : X+ → Y+ a
morphism. Then there exists a morphism ϕrk

: X rk
→ Y rk between the rank spaces

of X and Y such that (ϕrk,ϕ+) is a Tits morphism from X to Y if and only if there
is a map ϕ0 : Z (X)→ Z (Y ) such that for all x ∈ Z (X) and y = ϕ0(x):

(i) ϕ+(ρ+X (x
+)) ⊂ ρ+Y (y

+); and

(ii) the blueprint morphism; fx = Γ (ϕ+|x+)
+

Z : Γ y+Z → Γ x+Z maps F?(ŷ) ⊂
Γ y+Z to F?(x̂) ⊂ Γ x+Z .

If ρ+Y : Y
rk,+
→ Y+ is injective, then ϕrk is uniquely determined by ϕ+.

Proof. For every point x ∈ Z (X), the scheme x̂
?

consists of one point, which
denote by x̃ . The association x → x̃ is a bijection between Z (X) and the points
of X rk. Similarly, we denote by ỹ the point of Y rk that corresponds to y ∈ Z (Y ).

Given a Tits morphism (ϕrk,ϕ+) from X to Y , define ϕ0(x) = y if ϕrk(x̃) = ỹ.
Evidently, this map satisfies (i) and (ii).

Given a morphism ϕ+ : X+ → Y+ and a map ϕ0 : Z (X) → Z (Y ) that
satisfies (i) and (ii), we define ϕrk(x̃) = ỹ (as a map) if ϕ0(x) = y. The morphism
(ϕrk)# between the structure sheaves is determined by the blueprint morphisms
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Γ (ϕrk
|{x̃}) = fx |F?(ŷ) : F?(ŷ) → F?(x̂). The pair (ϕrk,ϕ+) is clearly a Tits

morphism from X to Y .
Assume that ρ+Y : Y

rk,+
→ Y+ is injective. Then the map ϕ0 : Z (X)→ Z (Y )

is uniquely determined by the condition that there must be a y ∈ Z (Y ) for
every x ∈ Z (X) such that ϕ+ restricts to a morphism ϕ+|x+ : x+ → y+. This
determines ϕrk

: x̃ 7→ ỹ as a map. If ϕrk
: X rk

→ Y rk can be extended to a
morphism, then property (ii) of the proposition applied the scheme morphism
(ϕ+|x+)

+

Z : x
+

Z → y+Z shows that the morphism ϕrk is uniquely determined by ϕ+.
This shows the additional statement of the proposition.

4. Tits monoids

In this section, we introduce the notion of a Tits monoid as a monoid in the Tits
category. We start with a reminder on groups and monoids in Cartesian categories.
Then we show that the Tits category SchT as well as some other categories and
functors between them are Cartesian. This allows us to introduce the objects that
will be in the focus of our attention for the rest of the paper: Tits–Weyl models
of smooth affine group schemes G of finite type. Roughly speaking, a Tits–Weyl
model of G is a Tits monoid G such that G+Z is isomorphic to G as a group scheme
and such that W (G) is isomorphic to the Weyl group of G .

4.1. Reminder on Cartesian categories. A Cartesian category is a category
C that contains finite products and a terminal object ∗C . A Cartesian functor
is a (covariant) functor between Cartesian categories that commutes with finite
products and sends terminal objects to terminal objects. The importance of
Cartesian categories is that they admit to define group objects, and the importance
of Cartesian functors is that they send group objects to groups objects. In the
following, we will expose some facts on (semi-)group objects. All this is general
knowledge and we stay away from proving facts. For more details, see, for
instance, [23, Section 1].

Semigroups. Let C be a Cartesian category. A semigroup in C is a pair (G,µ)
where G is an object in C and µ : G × G → G is a morphism such that the
diagram

G × G × G
µ×id //

id×µ
��

G × G

µ

��
G × G

µ // G
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commutes. We often suppress µ from the notation and say that G is a semigroup
object in C . We call µ the semigroup law of G.

An (both-sided) identity for a semigroup G is a morphism ε : ∗C → G such
that the diagrams

G × ∗C
(id,ε) //

pr1

((

G × G

µ

��
G

and ∗C × G
(ε,id) //

pr2

((

G × G

µ

��
G

commute. An identity for G is unique. If G is with an identity, we say that G is a
monoid in C and that µ is its monoid law.

A group in C is a monoid (G,µ)with identity ε : ∗C → G that has an inversion,
that is, a morphism ι : G → G such that the diagrams

G ∆ //

��

G × G
(id,ι) // G × G

µ

��
∗C

ε // G

and G ∆ //

��

G × G
(ι,id) // G × G

µ

��
∗C

ε // G

commute. An inversion is unique. If G is a group, we call µ its group law.
A pair (G,µ) is a semigroup (monoid/group) in C if and only if HomC (X,G)

together with the composition induced by µ is a semigroup (monoid/group) in
Sets for all objects X in C .

Let F : C → D be a Cartesian functor and (G,µ) a semigroup in C . Then
(F (G),F (µ)) is a semigroup in D , and F maps an identity to an identity and
an inversion to an inversion. For every object X in C , the map

HomC (X,G) −→ HomD(F (X),F (G))

is a semigroup homomorphism, which maps an identity to an identity and inverses
to inverses if they exist.

A homomorphism of semigroups (G1,µ1) and (G2,µ2) in C is a morphism
ϕ : G1 → G2 such that the diagram

G1 × G1
µ1 //

(ϕ,ϕ)

��

G1

ϕ

��
G2 × G2

µ2 // G2

commutes. If G1 is with an identity ε1 and G2 is with an identity ε2, then
a semigroup homomorphism ϕ : G1 → G2 is called unital (or monoid
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homomorphism) if the diagram

G1

ϕ

��
∗C

ε1
33

ε2 ++ G2

commutes. If G2 is a group, then every semigroup homomorphism ϕ : G1 →

G2 is unital. A Cartesian functor F : C → D sends (unital) semigroup
homomorphisms to (unital) semigroup homomorphisms.

Monoid and group actions. Let (G,µ) be a monoid with identity ε : ∗C → G
and X an object in C . A (unitary left) action of G on X in C is a morphism
θ : G × X → X such that the diagrams

G × G × X
(id,θ) //

(m,id)
��

G × X

θ

��
G × X θ // X

and ∗C × X
(ε,id) //

pr2

((

G × X

θ

��
X

commute. Let F : C → D be a Cartesian functor. Then F sends an action θ of
G on X in C to an action F (θ) of F (G) on F (X) in D . If θ is unitary, then
F (θ) is unitary. If G is a monoid, then we call a unitary action θ : G × X → X
also a monoid action, if G is a group, then we call θ a group action.

Semidirect products of groups. The direct product of groups (G1,m1) and
(G2,m2) in a Cartesian category C is the product G1 × G2 together with the pair
m = (m1,m2) as group law, which is easily seen to define a group object.

Let (N ,m N ) and (H,m H ) be groups in C and let θ : H × N → N be a group
action that respects the group law m N of N , that is, if we define the change of
factors along θ as

χθ : H × N
(∆,id) // H × H × N

(id,θ) // H × N
χ // N × H,

then the diagram

H × N × N
(id,m N ) //

(χθ,id)

��

H × N
θ

** N

N × H × N
(id,θ) // N × N

m N

44
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commutes. Then the morphism

mθ : N × H × N × H
(id,χθ,id) // N × N × H × H

(m N ,m H ) // N × H

is a group law for G = N × H . We say that G is the semidirect product of N
with H with respect to θ and write G = N oθ H . The group object N is a normal
subgroup of G with quotient group H , and H is a subgroup of G that acts on N
by conjugation. The conjugation H × N → N equals θ. If θ : H × N → N is the
canonical projection to the second factor of H × N , then N oθ H is equal to the
direct product of N and H (as a group).

If F : C → D is a Cartesian functor and if G = N oθ H in C , then F (G) =
F (N )oF (θ) F (H) in D .

4.2. The Cartesian categories and functors of interest. In this section, we
show that the Tits category SchT is Cartesian, which allows us to consider
monoids and group objects in this category. We will further investigate certain
Cartesian functors to and from SchT .

In order to prove that SchT is Cartesian, we have to verify that certain
constructions behave well with products.

LEMMA 4.1. Let X and Y be two blue schemes. Then (X × Y )? ' X ?
× Y ?.

Proof. Since (X × Y )? = SpecΓ (X × Y )? and X ?
× Y ?

= Spec
(
Γ X ?
⊗F1 Γ Y ?

)
,

we prove the lemma by establishing an isomorphism between the corresponding
blueprints of global section. By Lemma 2.39, Γ (X × Y ) = Γ X ⊗F1 Γ Y . Let
Γ X = AX �RX and Γ Y = AY �RY be proper representations of the global
sections of X and Y , respectively. Then

Γ X ⊗F1 Γ Y = AX × AY �R

for R = 〈RX × {1}, {1} ×RY 〉 and

(Γ X ⊗F1 Γ Y )? = {0} ∪ (AX × AY )
×�R ′

for R ′ = R|{0}∪(AX×AY )× . Since (AX × AY )
×
= A×X × A×Y , the above expression

equals

({0} ∪ A×X )× ({0} ∪ A×Y )�〈(RX |{0}∪A×X
)× {1}, {1} × (RY |{0}∪A×Y

)〉,

which is Γ X ?
⊗F1 Γ Y ?.
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LEMMA 4.2. Let B1 and B2 be two blueprints and B = B1 ⊗F1 B2 their tensor
product. Assume that both B+1,Z and B+2,Z are nonzero and free as Z-modules. Then
the canonical inclusion

u+Z : (B
?)+Z −→ B+Z

is an isomorphism if and only if the canonical inclusions u+i,Z : (B
?
i )
+

Z → B+i,Z are
isomorphisms for i = 1, 2.

Proof. Since (B?)+Z = (B
?
1)
+

Z⊗
+

Z(B
?
2)
+

Z (by the previous lemma) and B+Z = B+1,Z⊗
+

Z
B+2,Z, the inclusion u+Z is clearly an isomorphism if both u+1,Z and u+2,Z are so.

Assume that u+Z is an isomorphism. Since B+Z = B+1,Z ⊗
+

Z B+2,Z is nonzero and
free, the isomorphic blueprint (B?)+Z = (B?

1)
+

Z ⊗
+

Z (B
?
2)
+

Z is nonzero and free.
Thus both factors (B?

1)
+

Z and (B?
2)
+

Z are nonzero and free. Therefore we obtain
a commutative diagram

(B?
1)
+

Z ⊗
+

Z (B
?
2)
+

Z
∼

u+Z

// B+1,Z ⊗
+

Z B+2,Z

(B?
i )
+

Z
� � u+i,Z //

?�

OO

B+i,Z
?�

OO

of inclusions of free Z-modules for i = 1, 2 where the morphisms on the top are
an isomorphism. If we choose a basis (ai) for (B?

1)
+

Z and a basis (b j) for (B?
2)
+

Z ,
then (ai ⊗ b j) is a basis for (B?

1)
+

Z ⊗
+

Z (B
?
2)
+

Z = B+1,Z ⊗
+

Z B+2,Z. Thus (ai) is a
basis for B+1,Z and (b j) is a basis for B+2,Z, which proves that u+1,Z and u+2,Z are
isomorphisms.

PROPOSITION 4.3. Let X1 and X2 be two blue schemes. Then there are canonical
identifications

Z (X1 × X2) = Z (X1)×Z (X2),

(X1 × X2)
∼
= X∼1 × X∼2 and (X1 × X2)

rk
= X rk

1 × X rk
2

such that

Z (X1 × X2)
� � //

pri

��

X1 × X2

pri

��
Z (X i)

� � // X i
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commutes as a diagram in Sets and

X rk
1 × X rk

2

pri

��

X∼1 × X∼2
υX1×X2oo

ρX1×X2 //

pri

��

X1 × X2

pri

��
X rk

i X∼i
υXioo

ρXi // X i

commutes as a diagram in SchF1 for i = 1, 2.

Proof. If X1 =
∐

X1,k and X2 =
∐

X2,l are the respective decompositions
of X1 and X2 into connected components, then X1 × X2 =

∐
X1,k × X2,l

is the decomposition of X1 × X2 into connected components. Since these
decompositions are compatible with the canonical projections pri : X1×X2→ X i ,
we can assume for the proof that X1, X2 and X1 × X2 are connected.

Recall that Z (X) are the pseudo-Hopf points of a (connected) blue scheme X
that are of minimal rank, that is, of rank equal to rkX . By Lemma 2.36, the point
(x1, x2) ∈ X1× X2 is of almost indefinite characteristic if and only if both x1 ∈ X1

and x2 ∈ X2 are points that are of almost indefinite characteristic. Conversely, if
x1 ∈ X1 and x2 ∈ X2 are points of almost indefinite characteristic, then the point
(x1, x2) exists in X1 × X2 by Theorem 2.38. The closed subscheme (x1, x2) is
affine if and only if both x1 and x2 are affine. By Lemma 4.2, the scheme (x1, x2)

+

Z
is flat and nonempty if and only if both x1

+

Z and x2
+

Z are flat and nonempty. This
shows that (x1, x2) is pseudo-Hopf if and only if both x1 and x2 are pseudo-Hopf.
To complete the proof of Z (X1 × X2) = Z (X1) × Z (X2), note that (x1, x2)

is of minimal rank if and only if both x1 and x2 are of minimal rank. Since
pri(x1, x2) = xi , it is clear from the preceding that the first diagram of the
proposition is commutative.

Since Z (X1 × X2) = Z (X1)×Z (X2), we have an isomorphism

(X1×X2)
∼
=

∐
(x1,x2)∈Z (X1×X2)

ˆ
(x1, x2)'

( ∐
x1∈Z (X1)

x̂1

)
×

( ∐
x2∈Z (X2)

x̂2

)
= X∼1 ×X∼2

by Lemma 2.41. It is obvious that this identification makes the right square of the
second diagram in the proposition commutative.

By the preceding and Lemma 4.1, we have canonical isomorphisms

(X1 × X2)
rk
= ((X1 × X2)

∼)? ' (X∼1 × X∼2 )
?
' (X∼1 )

?
× (X∼2 )

?
= X rk

1 × X rk
2 .

It is obvious that the left square of the second diagram of the proposition
commutes.
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As a side product of the equality Z (X1 × X2) = Z (X1) ×Z (X2), we have
the following fact.

COROLLARY 4.4. Let X1 and X2 be connected blue schemes. Then rk(X1×X2)=

rkX1 + rkX2.

For brevity, we will denote Spec B by ∗B , which should emphasize that ∗B

is the terminal object in SchB , the category of blue schemes with base scheme
∗B = Spec B. In particular, ∗F1 is the terminal object of SchF1 . Note that ∗B is the
terminal object of both SchB and Sch+B if B is a semiring.

THEOREM 4.5. The category SchT is Cartesian. Its terminal object is ∗F1 and
the product of two blue schemes in SchT is represented by the product in SchF1 .

Proof. We begin to show that ∗F1 is terminal. First note that ∗F1 is of pure rank,
that is, ∗rk

F1
= ∗F1 , and that ∗+F1

= ∗N. Let X be a blue scheme. Then there are a
unique morphism ϕrk

: X rk
→ ∗

rk
F1

and a unique morphism ϕ+ : X+ → ∗N. Thus
uniqueness is clear. It is easily verified that (ϕrk,ϕ+) is a Tits morphism.

To prove that the product of two blue schemes X1 and X2 in SchF1 together with
the canonical projections pri : X1 × X2 → X i (which are Tits by Proposition 4.3)
represents the product in SchT , consider two Tits morphisms ϕ1 : Y → X1 and
ϕ2 : Y → X2 for a blue scheme Y , that is, ϕi = (ϕrk

i ,ϕ
+

i ) for i = 1, 2. We define
ϕrk as ϕrk

1 ×ϕ
rk
2 : Y

rk
→ X rk

1 ×X rk
2 and ϕ+ as ϕ+1 ×ϕ

+

2 : Y
+
→ X+1 ×X+2 . We have

to show that the pair ϕ = (ϕrk,ϕ+) is a Tits morphism ϕ : Y → X1 × X2. Once
this is shown, it is clear that ϕi = pri ◦ ϕ and that ϕ is unique with this property.

To verify that ϕ is Tits, consider for i = 1, 2 the diagram

Y+Z
ϕ+Z //

ϕ+i,Z

((

X+1,Z ×
+ X+2,Z

pri

��

Y rk,+
Z

ρ+Y,Z

99

ϕrk,+
Z //

ϕrk,+
i,Z

''

X rk,+
1,Z ×

+ X rk,+
2,Z

pri

��

ρ+X,Z

55

X+i,Z

X rk,+
i,Z

ρ+Xi ,Z

55

which we know to commute up to the top square. The top square commutes
because both ρ+X,Z ◦ ϕ

rk,+
Z and ϕ+Z ◦ ρ

+

Y,Z equal the canonical morphisms Y rk,+
Z →
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X+1,Z×
+ X+2,Z that is associated to the morphisms ρ+X i ,Z ◦ϕ

rk,+
i,Z = ϕ

+

i,Z ◦ρ
+

Y,Z : Y →
X+i,Z for i = 1, 2. This shows that ϕ is Tits.

PROPOSITION 4.6. The category SchF1,T is Cartesian. Its terminal object is ∗F1

and the product of two blue schemes in SchF1,T is represented by the product in
SchF1 .

Proof. Since ∗F1 is of pure rank, the unique morphism ϕ : X → ∗F1 is Tits for
each blue scheme X by Proposition 3.12. Thus ∗F1 is a terminal object in SchF1,T .

We show that the product X1 × X2 of two blue schemes X1 and X2 in SchF1

represents the product in SchF1,T . First note that the canonical projections πi :

X1 × X2 → X i are Tits by Proposition 4.3. Let ϕ1 : Y → X1 and ϕ2 : Y → X2

be two locally algebraic Tits morphisms and ϕ = ϕ1 × ϕ2 : Y → X1 × X2 the
canonical morphism. If y ∈ Z (Y ), then ϕ(y) = (ϕ1(y),ϕ2(y)) is an element of
Z (X1)×Z (X2) = Z (X1 × x2). Thus ϕ is Tits. This shows that X1 × X2 is the
product of X1 and X2 in SchF1,T ,

PROPOSITION 4.7. The category Schrk
F1

is Cartesian. Its terminal object is ∗F1 and
the product of two blue schemes in Schrk

F1
is represented by the product in SchF1 .

Proof. Since Schrk
F1

is a full subcategory of SchF1 , it suffices to show that the
terminal object of SchF1 and the product of two schemes of pure rank (taken in
SchF1 ) are in Schrk

F1
. The terminal object ∗F1 is of pure rank. If X1 and X2 are of

pure rank, that is, discrete, reduced and of almost indefinite characteristic, then
X1 × X2 is also discrete, reduced and of almost indefinite characteristic. This
proves the proposition.

We collect the results of this section in the following theorem, which gives an
overview of the Cartesian categories and the Cartesian functors between them,
which will be of importance for the rest of this paper. Before we can state it, we
fix some notation. We denote by ι : Schrk

F1
↪→ SchF1,T and ι : SchF1,T ↪→ SchF1

the inclusions as subcategories.
The functor T : SchF1,T → SchT is the identity on objects and sends a locally

algebraic Tits morphism ϕ : X → Y to the Tits morphism (ϕrk,ϕ+) : X → Y
(cf. Proposition 3.12). Since a morphism f : B → C of blueprints is uniquely
determined by the morphism f + : B+→ C+ of semirings and since morphisms of
blue schemes are locally algebraic (see [24, Theorem 3.23]), a morphismϕ : X →
Y of blue schemes is uniquely determined by its base extension ϕ+ : X+ → Y+.
This means that T : SchF1,T → SchT is faithful and that we can, in fact, consider
SchF1,T as a subcategory of SchT .
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The functor W : SchT → Sets is the Weyl extension, which factors through
Schrk

F1
(cf. Section 3.2). For any semiring k, the base extension (−)+k : SchT →

Sch+k to semiring schemes over k factors through Sch+N .

THEOREM 4.8. The diagram

Schrk
F1

id //
� r

ι

$$

Schrk
F1

W // Sets

SchF1,T
� � T //
� r

ι

$$

SchT

(−)rk
;;

(−)+

##
SchF1

(−)+ // Sch+N
(−)+k // Sch+k

is an essentially commutative diagram of Cartesian categories and Cartesian
functors where k is an arbitrary semiring.

Proof. All categories are Cartesian: the terminal object of Sets is the one-point set
∗ and the product is the Cartesian product of sets; the terminal object of SchF1 is
∗F1 and the product is the fibre product −×F1 −; for any semiring k, the terminal
object of Sch+k is ∗k and the product is the fibre product − ×+k −; that SchT ,
SchF1,T and Schrk

F1
are Cartesian is the subject of Theorem 4.5, Propositions 4.6

and 4.7, respectively.
All functors are Cartesian: since the terminal object and the product in SchT ,

SchF1,T and Schrk
F1

coincide with the terminal object and the product in SchF1 , the
inclusions ι : Schrk

F1
↪→ SchF1,T , ι : SchF1,T ↪→ SchF1 and T : SchF1,T → SchT

are Cartesian; the identity functor id : Schrk
F1
→ Schrk

F1
is evidently Cartesian;

(−)rk : SchT → Schrk
F1

and is Cartesian by Proposition 4.3 and since ∗F1 is of
pure rank; (−)+ : SchT → Sch+N and (−)+ : SchF1 → Sch+N are Cartesian since
(X × Y )+ = X+ ×+ Y+; (−)+k : Sch+N → Sch+k is Cartesian since (X ×+ Y )+k =
X+k ×

+

k Y+k ; and W : Schrk
F1
→ Sets is Cartesian since the underlying set of ∗F1

is the one-point set ∗ and since every point of a scheme of pure rank is of almost
indefinite characteristic and therefore W (X1 × X2) is the Cartesian product of
X1, X2 ∈ Schrk

F1
by Theorem 2.38.

The composition (−)rk ◦ T ◦ ι : Schrk
F1
→ Schrk

F1
is isomorphic to the identity

functor because X rk
' X for a blue scheme of pure rank and ϕrk

= ϕ for
a morphism between blue schemes of pure rank. The functors (−)+ ◦ T :

SchF1,T → Sch+N and (−)+ ◦ ι : SchF1,T → Sch+N are isomorphic because in
both cases a blue scheme X is sent to X+ and a locally algebraic Tits morphism
ϕ : X → Y is sent to ϕ+ : X+→ Y+. This finishes the proof of the theorem.
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4.3. Tits–Weyl models.

DEFINITION 4.9. A Tits monoid is a monoid in SchT . The Weyl monoid of a Tits
monoid (G,µ) is the monoid (W (G),W (µ)) in Sets. In case that W (G) is a
group, we call it also the Weyl group of G.

Often, we will suppress the semigroup law from the notation if it is not
necessarily needed. A Tits model of a group scheme G is a Tits monoid G whose
base extension G+Z to schemes is isomorphic to G as a group scheme.

REMARK 4.10. Note that the definition of a Tits model given here differs from
that in [16]. While we define a Tits model of a group scheme to be a monoid
in SchT whose base extension is isomorphic to the group scheme, the definition
of a Tits model of a Chevalley group scheme G in [16] means a cancellative
blue scheme G such that G+Z ' G (as schemes) and such that the number of
morphisms ∗F1 → G coincides with the number of elements in the Weyl group
of G . The notion of a Tits–Weyl model as defined below will combine these two
aspects in a certain way.

Let (G,µ) be a Tits monoid with identity ε : ∗F1 → G. Let e be the image point
of εrk in G rk and e = {e} = Specκ(e) the closed subscheme of G rk with support e.
We call e the Weyl kernel of G.

LEMMA 4.11. Let (G,µ) be a Tits monoid and e its Weyl kernel. The semigroup
law µrk of Grk restricts to a semigroup law µe of e, which turns e into a
commutative group in Schrk

F1
.

Proof. Let ε : ∗F1 → G be the identity of G. Since εrk is a both-sided identity for
µrk, the semigroup law of G rk restricts to a semigroup law µrk

e : e× e→ e. Since
e is of pure rank, µe : e× e→ e is a Tits morphism and thus a semigroup law for
e in Schrk

F1
.

We verify that this semigroup law is indeed a commutative group law. Its
identity is the restriction of εrk to εe : ∗F1 → e. Consider the comultiplication
m = Γ µe : κ(e) → κ(e) ⊗F1 κ(e). It sends an element a ∈ κ(e) to an element
b ⊗ c = m(a) of κ(e)⊗F1 κ(e). The coidentity yields a commutative diagram

κ(e)
m

rr
m

,,
id

��

κ(e)⊗F1 κ(e)
Γ εe⊗id

**

κ(e)⊗F1 κ(e),
id⊗Γ εe
tt

F1 ⊗F1 κ(e) ' κ(e) κ(e)⊗F1 F1'
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which means that 1⊗ a = 1⊗ c and a ⊗ 1 = b⊗ 1. Thus, m(a) = a ⊗ a, which
implies that µe is commutative. The inverse ιe of µe is defined by the morphism
Γ ιe : κ(e)→ κ(e) that sends 0 to 0 and a to a−1 if a 6= 0.

LEMMA 4.12. Let G be a Tits monoid that is locally of finite type and e its Weyl
kernel. Then the group scheme e+Z is diagonalizable, that is, a closed subgroup of
a split torus over Z.

Proof. Since e+Z is affine, the claim of the lemma means that the global sections
B = κ(e)+Z of e+Z are a quotient of Z[T±1

1 , . . . , T±1
n ] by some ideal where n ∈

N. The global sections κ(e) of e form a blue field, and B is generated by the
image of the multiplicative group κ(e)× in B. Since B is a finitely generated
algebra, it is already generated by a finitely generated subgroup H of κ(e)×. In
other words, B is a quotient of the group ring Z[H ]. By the structure theorem
for finitely generated abelian groups, H is the quotient of a finitely generated
free abelian group of some rank n. Thus Z[H ], and therefore B, is a quotient of
Z[T±1

1 , . . . , T±1
n ].

This shows that e+Z is a closed subscheme of a torus. Therefore e+Z can neither
have a unipotent component nor a semisimple component. As a flat commutative
group scheme it must be an extension of a constant group scheme by a torus. Since
e is commutative, e+Z is commutative and therefore diagonalizable.

The Weyl kernel e of G is the identity component of G rk, that is, the connected
component that contains the image of the identity εrk

: ∗F1 → G rk. Thus e+Z
equals the identity component (G rk,+

Z )0 of G rk,+
Z , which is a normal subgroup of

G rk,+
Z , and we can consider the quotient group G rk,+

Z /e+Z . In the following, we are
interested in comparing this quotient to the Weyl group of G.

We recall some notions from the theory of group schemes. Let G be a group
scheme of finite type. For a torus T of G , we denote its centralizer by C(T ) and
its normalizer by N (T ). We define W (T ) = N (T )/C(T ), the Weyl group relative
to T , which is quasifinite, étale and separated over SpecZ (cf. [2]). This means,
in particular, that ΓW (T ) is a flat Z-module of finite rank, or, in other words, that
W (T ) is a finite group scheme. Since SpecZ has no nontrivial connected finite
étale extensions (cf. [12, Section 6.4]), W (T ) is indeed a constant group scheme
over Z.

A maximal torus of G is a subgroup T of G that is a torus such that for every
geometric point s̄ : Spec k̄ → Z of SpecZ, the torus Ts̄ is maximal in Gs̄ (cf. [2,
XII.1.3]). A maximal torus T of G is always split (cf. [12, Section 6.4]). Note that
in general, G does not have a maximal torus. If T is a maximal torus of G , then the
rank of T is called the reductive rank of G and C(T ) is called a Cartan subgroup
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of G . In case of a maximal torus, we call W (T ) simply the Weyl group of G . If
G is affine smooth and T a maximal torus of G , then the geometric fibre W (T )s̄
is the Weyl group of Gs̄ , which is also called the geometric Weyl group (over k̄).
Since W (T ) is a constant group scheme, the group W (T )(R) of R-rational points
does not depend on the chosen ring R. We call this group the ordinary Weyl group
of G .

Let G be a Tits model of G , that is, we identify G+Z with G , and let e be the Weyl
kernel of G. A consequence of Lemma 4.12 is that e+Z contains a unique maximal
torus T (cf. [2, XII.1.12]). We call T the canonical torus of G (with respect to
G). Then e+Z is contained in the centralizer C(T ) of T in G . Since e+Z is a normal
subgroup of G rk,+

Z and T is the unique maximal torus of e+Z , the subgroup G rk,+
Z

normalizes T in G , which means that G rk,+
Z embeds into N (T ). Thus we obtain a

morphism Ψe : G
rk,+
Z /e+Z → W (T ) of group schemes.

DEFINITION 4.13. Let G be an affine smooth group scheme of finite type. A
Tits–Weyl model of G is a Tits model G of G such that the canonical torus T is a
maximal torus of G and such that Ψe : G rk,+

Z /e+Z → W (T ) is an isomorphism of
group schemes where e is the Weyl kernel of G.

Before we can collect the first properties of a Tits–Weyl model of a group
scheme G , we have to fix some more notation. We define the rank of G as the
rank of the connected blue scheme G0 (as a blue scheme). Note that the rank of
each connected component of G is equal to the rank of the identity component G0

of G since each connected component of G is a torsor of G0.
Let G be an affine smooth group scheme of finite type with maximal torus T .

In general, the Weyl group W cannot be realized as the Z-rational points of a
finite subgroup of G . This is an obstacle to realize W as the F1-points of a group
scheme over F1 as suggested by Tits in his ’56 paper [33] (for more explanation on
this, cf. [23, Problem B] and [11]). However, in case G is a split reductive group
scheme, Tits describes himself in his paper [34] from ’66 a certain extension W̃ of
W , called the extended Weyl group or Tits group, which can be realized as the Z-
valued points of a finite flat group scheme W̃ (T ) of G . Namely, W̃ (T ) is defined
as N (T )(Z)-translates of the 2-torsion subgroup T [2] of T where N (T ) is the
normalizer of T . This yields a short exact sequence of group schemes

1 −→ T [2] −→ W̃ (T ) −→ W (T ) −→ 1,

and thus an isomorphism W ' W̃ (Z)/T (Z) since T (Z) = T [2](Z) is a 2-torsion
group.
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Let G be a Tits monoid and S a blue scheme. Since G is a monoid in SchT , the
set GT(S) = HomT (S,G) of S-rational Tits points of G is a monoid in Sets. If
S = Spec B, we also write GT(B) for GT(S).

THEOREM 4.14. Let G be an affine smooth group scheme of finite type. If G has
a Tits–Weyl model G, then the following properties hold true.

(i) The Weyl group W (G) is canonically isomorphic to the ordinary Weyl group
W of G .

(ii) The rank of G is equal to the reductive rank of G .

(iii) The group GT(F1) of F1-rational Tits points of G is a subgroup of W (G).

(iv) If G is a split reductive group scheme, then GT(F12) is canonically
isomorphic to the extended Weyl group W̃ of G .

Proof. We prove (i). The ordinary Weyl group W equals the group W (T )(C) of
C-rational points of the geometric Weyl group over C. The isomorphisms

W (G )(C) ' N (T )(C)/C(T )(C) ' G rk(C)/e(C)

show that the elements of W (G )(C) stay in one-to-one correspondence with the
connected components of G rk, which in turn is the underlying set of W (G). It is
clear that the group structures coincide.

We prove (ii). Let e be the Weyl kernel of G. The rank of G equals the
dimension of the variety e+Q over Q. By Lemma 4.12, e+Q is a closed subgroup
of a split torus, which means that it is an extension of TQ by a finite group scheme
where T is the maximal torus of e+Z . Therefore the dimension of e+Q equals the rank
of T , which is the reductive rank of G since T is a maximal torus of G .

We prove (iii). We denote as usual SpecF1 by ∗F1 . A Tits morphism ϕ : ∗F1 →

G is determined by the set theoretical image of ϕrk
: ∗F1 → G rk since there is at

most one morphism from a blue field, that is, from the residue field of the image
point, to F1. Note that necessarily ϕ+ = ϕrk,+. Thus GT(F1) is a subset of W (G)
and it inherits its semigroup structure from W (G). Since W (G) is a finite group,
GT(F1) is also a group.

We prove (iv). If G is a split reductive group, then the subgroups T , e+Z and
C(T ) coincide, and consequently also N (T ) and G rk,+

Z coincide. We write briefly
N for N (T ). For a point x of G rk, the scheme {x}+Z is a translate nT of T by
some element n ∈ N (Z). The scheme nT is isomorphic to T , that is, nT is
isomorphic to the spectrum of Z[T±1

1 , . . . , T±1
r ], where r is the rank of T . Its

largest blue subfield is F12[T±1
1 , . . . , T±1

r ]. The map κ(x) → κ(x)+Z ' Z[T±1
1 ,

. . . , T±1
r ] factorizes through κ(x)inv = κ(x)⊗F1 F12 since κ(x)+Z is with inverses.
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Since κ(x)inv is a blue field with inverses, it must be equal to F12[T±1
1 , . . . , T±1

r ] ⊂

Z[T±1
1 , . . . , T±1

r ]. Since every morphism κ(x)→ F12 factorizes uniquely through
κ(x)inv ' F12[T±1

1 , . . . , T±1
r ], the morphisms κ(x) → F12 stay in one-to-one

correspondence with the morphisms κ(x)+Z → Z, that is, with nT (Z) = nT [2](Z).
Note that similar to the case of F1-rational points, a Tits morphism ϕ :

SpecF12 → G is determined by ϕrk. This means that every F12 -rational Tits point
ϕ : SpecF12 → G with image x is given by a morphism κ(x)→ F12 of blueprints.
Therefore GT(F12) is isomorphic to the subgroup of G(Z) that is generated by the
translates nT [2](Z) where n ranges through N (Z). This subgroup is by definition
of the extended Weyl group W̃ of G . This finishes the proof of the theorem.

4.4. Groups of pure rank. In this section, we will explain first examples of
Tits models, namely, of constant group schemes and split tori. All these examples
will be of pure rank, thus the group law will be indeed a locally algebraic
morphism of blue schemes, which makes the description particularly easy. The
Tits monoids appearing in this section are indeed group objects in Schrk

F1
. In case

of a torus, or, more generally, of a semidirect product of a torus by a constant
group scheme satisfying a certain condition, the described Tits model is a Tits–
Weyl model.

Constant groups. Let G be a finite group. Then the constant group scheme GZ
that is associated to G is defined as the scheme

GZ = Spec
∏
g∈G

Z

together with the multiplication µZ : GZ × GZ → GZ that is defined by the
comultiplication

Γ µZ :
∏
g∈G

Z −→
∏
g∈G

Z⊗+Z
∏
g∈G

Z

(ag)g∈G 7−→
∑

g1,g2∈G

ag1g2 eg1 ⊗ eg2

where eh is the element (ag)g∈G of
∏

g∈G Z with ag = 1 if g = h and ag = 0
otherwise.

This group scheme descends to a group object GF1 in Schrk
F1

. Namely, define
the scheme GF1 as Spec

∏
g∈G F1, which is obviously of pure rank. Then, we

have indeed canonical isomorphisms (GF1)Z ' (GF1)
+

Z ' GZ, which justifies our
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notation. The group law µZ descends to the group law µF1 : GF1 × GF1 → GF1

that is defined by the comultiplication

Γ µF1 :

∏
g∈G

F1 −→
∏
g∈G

F1 ⊗F1

∏
g∈G

F1 =

(∏
g∈G

F1

)
×

(∏
g∈G

F1

)
�R

(ag)g∈G 7−→ (ag1g2)g1,g2∈G

where R is the pre-addition that is generated by the relations (a, 0) ≡ (0, 0) ≡
(0, a) for a ∈

∏
g∈G F1.

The morphism µF1 : GF1 ×GF1 → GF1 is indeed a group law: its identity is the
morphism εF1 : ∗F1 → GF1 given by

Γ εF1 :

∏
g∈G

F1 −→ F1

(ag)g∈G 7−→ ae

where e is the identity element of G and its inverse is the morphism ιF1 : GF1 →

GF1 given by
Γ εF1 :

∏
g∈G

F1 −→
∏
g∈G

F1.

(ag)g∈G 7−→ (ag−1)g∈G

This shows that GF1 together with µF1 is a group object in Schrk
F1

and therefore in
SchT . In particular, GF1 is a Tits model of GZ.

The Weyl kernel e of GF1 is its identity component GF1,0 = SpecF1. Thus
the canonical torus of GF1 equals the identity component GZ,0 of GZ, which
is a maximal torus of GZ. Both, its centralizer and its normalizer is the whole
group scheme GZ ' G rk,+

Z . Thus the morphism Ψe : G rk,+
Z /e+Z → W (T ) is an

isomorphism only for the trivial group scheme ∗F1 .

Split tori. We proceed with the description of a Tits–Weyl model of the split
torus +Gr

m,Z of rank r , which is SpecZ[T±1
1 , . . . , T±1

r ]
+ as a scheme. Its group

law µ+Gr
m,Z
:
+Gr

m,Z ×
+Gr

m,Z→
+Gr

m,Z is given by the comultiplication

Γ µ+Gr
m,Z
: Z[T±1

1 , . . . , T±1
r ]
+
−→ Z[(T ′1)±1, . . . , (T ′r )

±1, (T ′′1 )
±1, . . . , (T ′′r )

±1
]
+

that maps Ti to T ′i ⊗ T ′′i for i = 1, . . . , r .
This group scheme has the Tits model (Gr

m,F1
,µ) where Gr

m,F1
= SpecF1[T±1

1 ,

. . . , T±1
r ] and µ : Gr

m,F1
×Gr

m,F1
→ Gr

m,F1
given by the morphism

Γ µ : F1[T±1
1 , . . . , T±1

r ] −→ F1[(T ′1)
±1, . . . , (T ′r )

±1, (T ′′1 )
±1, . . . , (T ′′r )

±1
]
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that maps Ti to T ′i ⊗ T ′′i for i = 1, . . . , r . Note that Gr
m,F1

has precisely one point,
which is of indefinite characteristic, and that Gr

m,F1
is reduced. This means that

Gr
m,F1

is of pure rank and that µ is Tits. Its identity is the morphism ε : ∗F1 →Gr
m,F1

given by the morphism Γ ε : F1[T±1
1 , . . . , T±1

r ] → F1 that maps all elements a 6= 0
to 1 in F1. Its inverse is the morphism ι : Gr

m,F1
→ Gr

m,F1
given by the morphism

Γ ι : F1[T±1
1 , . . . , T±1

r ] → F1[T±1
1 , . . . , T±1

r ] that maps Ti to T−1
i for i = 1, . . . , r .

Thus Gr
m,F1

is a group object in Schrk
F1

and therefore in SchT .
The Weyl kernel of Gr

m,F1
is Gr

m,F1
itself. The canonical torus T of Gr

m,F1
is

+Gr
m,Z, which is further its own normalizer N . Thus T is a maximal torus of

Gr
m,F1

and the morphismΨe : (Gr
m,F1

)
rk,+
Z /e+Z →W (T ) is an isomorphism of group

schemes. This shows that Gr
m,F1

is a Tits–Weyl model of +Gr
m,Z. Its Weyl group

is the trivial group and consequently (Gr
m,F1

)T (F1) is the trivial group. Since the
rank of +Gr

m,Z is r , the group (Gr
m,F1

)T (F12) is (Z/2Z)r .

Semidirect products of split tori by constant group schemes. Group schemes
N of the form +Gr

m,Z oθ GZ appear as normalizers of split maximal tori in
reductive group schemes and will be of a particular interest in the following. We
will describe groups in Schrk

F1
that base extend to the group, but we can already

conclude for abstract reasons that a model of N exists in Schrk
F1

if θ descends to a
morphism in Schrk

F1
. More precisely, the conjugation action θ : GZ ×

+

Z
+Gr

m,Z →
+Gr

m,Z restricts to morphisms

θg : {g} ×+Z
+Gr

m,Z ' {g} ×
+

Z
+Gr

m,Z ×
+

Z {g
−1
}

µ◦(µ,id)
−→

+Gr
m,Z

for every g ∈ G. This yields blueprint morphisms Γ θg : Z[T±1
1 , . . . , T±1

r ] →

Z[T±1
1 , . . . , T±1

r ]. If the images θg(Ti) are of the form
∏r

j=1 T ei, j (g)
j for certain

exponents ei, j(g) ∈ Z for all i, j = 1, . . . , r and g ∈ G, then the action θ descends
to an action θ̃ of GF1 on Gr

m,F1
. Thus we can form the semidirect product Ñ =

Gr
m,F1

oθ̃ GF1 in Schrk
F1

, which is a group scheme whose base extension to rings is
N . By definition, +Gr

m,Z is normal in N . Thus if the centralizer of T is T itself,
then Ñ is a Tits–Weyl model of N . We summarize this in the following statement.

PROPOSITION 4.15. Let G be a group and θ : GZ ×
+

Z
+Gr

m,Z →
+Gr

m,Z be a
group action that is defined by integers ei, j(g) as above. Then θ descends to a
group action θ̃ : GF1 ×Gr

m,F1
→ Gr

m,F1
and Ñ = Gr

m,F1
oθ̃ GF1 is a group in Schrk

F1

whose base extension to Z is Ñ+Z =
+Gr

m,Z oθ GZ.
If for every g ∈ G different from the neutral element e ∈ G, the matrix A(g) =

(ai, j(g))i, j=1,...,r is different from the identity matrix, then Ñ is a Tits–Weyl model
of N .
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5. Tits–Weyl models of Chevalley groups

In this section, we prove for a wide class of Chevalley groups that they
have a Tits–Weyl model. Namely, for special linear groups, general linear
groups, symplectic groups, special orthogonal groups and all Chevalley groups
of adjoint type. As a first step, we establish Tits–Weyl model for the special
linear groups. Tits–Weyl models for all other groups of the above list but the
adjoint Chevalley groups can be obtained by a general principle for subgroups
of the special linear groups, which is formulated in Theorem 5.7, a central result
of this section. Finally, we find Tits–Weyl models of adjoint Chevalley groups
by a close examination of explicit formulae for their adjoint representation over
algebraically closed fields.

The precise meaning of the term Chevalley group varies within the literature.
The original works of Chevalley refer to simple groups (cf. [8]) and, later, to
semisimple groups (cf. [9]). When we refer to a Chevalley group in this text, we
mean, in a more loose sense, a split reductive group scheme. But note that in fact
almost all of the Chevalley groups that occur in the following are semisimple.
As a general reference for background on Chevalley groups and split reductive
group schemes, see SGA3 [1–3], Demazure and Gabriel’s book [17] or Conrad’s
lecture notes [12]. There are plenteous more compact and readable accounts of
root systems and Chevalley bases of Chevalley groups (for instance, cf. [7]).

5.1. The special linear group. In this section, we describe a Tits–Weyl model
SLn of the special linear group SL+n,Z.

To begin with, consider a closed subscheme of +An
Z of the form X =

SpecZ[T1, . . . , Tn]
+/I where I is an ideal of Z[T1, . . . , Tn]

+. The set

RI =

{∑
ai ≡

∑
b j

∣∣∣ ∑ ai −
∑

b j ∈ I
}

is a pre-addition for F1[T1, . . . , Tn] and defines a blueprint B = F1[T1, . . . ,

Tn]�RI . We call the blue scheme X = Spec B an F1-model of the scheme
X . It satisfies X+Z ' X . Further, the canonical morphism F1[T1, . . . , Tn] → B
of blueprints defines a closed embedding ι : X → An

F1
, and ι+Z is equal to the

embedding of X = X+Z as closed subscheme of +An
Z.

The underlying topological space of X is a subspace of the underlying
topological space of An

F1
. Recall from Example 2.11 that the prime ideals of

F1[T1, . . . , Tn] are of the form pI = (Ti)i∈I where I ranges through all subsets
of n = {1, . . . , n}. Thus the underlying topological space of An

F1
is finite and

completely determined by the rule pI 6 pI ′ if and only if I ⊂ I ′ (cf. Section 2.2).
In particular, this applies to the special linear group SL+n,Z, that is, the scheme

SpecZ[SLn]
+ together with the group law µ+Z : SL+n,Z×

+

Z SL+n,Z → SL+n,Z where
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Z[SLn]
+
= Z[Ti, j ]

+

i, j∈n/I for the ideal I that is generated by the element

∑
σ∈Sn

(
sign(σ) ·

n∏
i=1

Ti,σ(i)

)
− 1

(which expresses the condition that the determinant of a matrix (ai, j) equals 1)
and where µ+Z is defined by the comultiplication

m+Z = Γ µ
+

Z : Z[SLn]
+
−→ (Z[SLn]

+)⊗+Z (Z[SLn]
+).

Ti, j 7−→

n∑
k=1

T ′i,k ⊗ T ′′k, j

Thus SL+n,Z is a closed subscheme of +An2

Z , and therefore has an F1-model SLn =

SpecF1[Ti, j ]�RI .
Before we describe the group law for SLn in SchT , we determine the rank

space of SLn . Since SLn is a closed subscheme of An2 , each point of SLn is of
the form pI = (Ti, j)(i, j)∈I where I is a subset of n2. We write pσ = pI (σ) for
I (σ) = n− {(i,σ(i))}i∈n where σ ∈ Sn is a permutation.

PROPOSITION 5.1. The underlying set of SLn is

{pI | I ⊂ I (σ) for some σ ∈ Sn}.

The rank of SLn is n − 1 and the set of pseudo-Hopf points of minimal rank is

Z (SLn) = {p
σ
| σ ∈ Sn},

which equals the set of closed points of SLn . The residue field of pσ is

κ(pσ) = F1[T±1
i,σ(i)]�

〈 n∏
i=1

Ti,σ(i) ≡ 1
〉

if σ is an element of the alternating group An and

κ(pσ) = F12[T±1
i,σ(i)]�

〈 n∏
i=1

Ti,σ(i) + 1 ≡ 0
〉

if σ ∈ Sn − An . The rank space is

SLrk
n =

∐
σ∈Sn

Specκ(pσ)

and embeds into SLn .
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Proof. The pre-addition R of the global sections F1[SLn] = F1[Ti, j ]�R of SLn

is generated by the relation∑
σ∈An

n∏
i=1

Ti,σ(i) ≡
∑

σ∈Sn−An

n∏
i=1

Ti,σ(i) + 1. (5.1)

Thus pI is a prime ideal if and only if there is at least one σ ∈ Sn such that∏n
i=1 Ti,σ(i) /∈ pI . In other words, a prime ideal pI of F1[Ti, j ]i, j∈n generates a prime

ideal of F1[SLn] if and only if there is a σ ∈ Sn such that pI ⊂ pσ. Consequently,
the closed points of SLn are the prime ideals pσ for σ ∈ Sn .

We determine the pseudo-Hopf points of SLn . For a point pI , the coordinate
blueprint of the closed subscheme pI of SLn is Γ pI = F1[Ti, j |i, j ∈ n]�〈R〉
whose pre-addition R is generated by the relation (5.1) together with the relations
Ti, j ≡ 0 for (i, j) ∈ I . If I = I (σ) for some σ ∈ Sn , then Γ pσ = κ(pσ) and in
the relation (5.1) survive only the ‘1’ and one other term if Ti, j is substituted by 0
for all (i, j) ∈ I , that is, it looks like

n∏
i=1

Ti,σ(i) ≡ 1 or
n∏

i=1

Ti,σ(i) + 1 ≡ 0

depending on the sign of σ. In both cases, Ti,σ(i) is invertible in Γ pσ for i = 1,
. . . , n. Thus κ(pσ) is as claimed in the proposition. Further, it is clear that pσ
is affine, that pσ? = pσ, that pσ+Z is a free Z-module and that pσ is of indefinite
characteristic. Thus pσ is pseudo-Hopf. Note that pσ is of rank r , independently
of σ.

If I is properly contained in I (σ) for some σ ∈ Sn , then there are at least two
terms besides to the ‘1’ in relation (5.1) that are not trivial when Ti, j is substituted
by 0 for all (i, j) ∈ I . Therefore, none of the Ti, j is invertible and pI

?
= F1. This

shows that pI is not pseudo-Hopf in this case.
We conclude that the rank of SLn is r and that Z (SLn) = {p

σ
|σ ∈ Sn}, which

equals the set of closed points of SLn . Therefore, υSLn : SL∼n → SLrk
n is an

isomorphism, and SLrk
n embeds into the finite blue scheme SLn (cf. the comments

in Section 3.1). This also proves the form of the rank space as claimed in the
proposition.

Let e be the Weyl kernel of SLn . Then the canonical torus T equals e+Z , which is
the diagonal torus of SL+n,Z. Thus T is a maximal torus of SLn,Z, which equals its
own centralizer. The normalizer of T is the subgroup N = (SLrk

n )
+

Z of monomial
matrices.

THEOREM 5.2.

(i) The group law µN : N × N → N descends to a unique group law µrk
:

SLrk
n ×SLrk

n → SLrk
n in Schrk

F1
.
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(ii) The group law µ+Z of SL+n,Z descends to a unique monoid law µ+ :
SL+n,N×SL+n,N→ SL+n,N in Sch+N .

(iii) The pair µ = (µrk,µ+) is a Tits morphism µ : SLn ×SLn → SLn that makes
SLn a Tits–Weyl model of SL+n,Z.

(iv) The group SLT
n (F1) of F1-rational Tits points is isomorphic to the

alternating group An .

(v) For a semiring B, the monoid SLn(B) is the monoid of all matrices
n × n-matrices (ai, j) with coefficients ai, j ∈ B that satisfy the determinant
condition (5.1).

Proof. We prove (i). As a scheme, N =
∐
σ∈Sn

Specκ(pσ)+Z , and κ(pσ)+Z =
Z[Ti,σ(i)]i=1,...,n/I where the ideal I is generated by

∏n
i=1 Ti,σ(i) + (−1)signσ. The

group law µN : N ×+ N → N is given by the ring homomorphism

Γ µN :
∏
σ∈Sn

κ(pσ)+Z −→

(∏
τ∈Sn

κ(pτ )+Z

)
⊗
+

Z

(∏
τ ′∈Sn

κ(pτ
′

)+Z ).

Ti,σ(i) 7−→

∑
ττ ′=σ

Ti,τ (i) ⊗ Tτ (i),σ(i).

This descends to a morphism µrk
: SLrk

n ×SLrk
n → SLrk

n that is defined by

Γ µrk
:

∏
σ∈Sn

κ(pσ) −→
∏
τ∈Sn

κ(pτ ) ⊗F1

∏
τ ′∈Sn

κ(pτ
′

) =
∏

τ ,τ ′∈Sn

κ(pτ )× κ(pτ
′

)�R

Ti,σ(i) 7−→ (aτ ,τ ′)τ ,τ ′∈Sn

where R is the pre-addition that defines the tensor product and where aτ ,τ ′ =
(Ti,,τ (i), Tτ (i),σ(i)) if ττ ′ = σ and aτ ,τ ′ = 0 otherwise. This means that the diagram

∏
σ∈Sn

κ(pσ)+Z
µN //

(∏
τ∈Sn

κ(pτ )+Z

)
⊗
+

Z

(∏
τ ′∈Sn

κ(pτ
′

)+Z

)

∏
σ∈Sn

κ(pσ)
µrk

//

OO

∏
τ∈Sn

κ(pτ ) ⊗F1

∏
τ ′∈Sn

κ(pτ
′

)

OO

commutes. Since
∏
σ∈Sn

κ(pσ) is cancellative, the vertical arrows are inclusions.
Consequently, µrk is uniquely determined by µN . It is easily seen that µrk is a
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group law in Schrk
F1

with identity εrk
: ∗F1 → SLrk

n given by

Γ εrk
:

∏
σ∈Sn

κ(pσ) −→ F1

(aσ)σ∈Sn 7−→ ae

where e ∈ Sn is the trivial permutation and with inverse ιrk : SLrk
n → SLrk

n given by

Γ ιrk :
∏
σ∈Sn

κ(pσ) −→
∏
σ∈Sn

κ(pσ)

Ti,σ(i) 7−→ T−1
σ(i),i

where we understand the element Ti,σ(i) of κ(pσ) as the element (aσ′) of∏
σ∈Sn

κ(pσ) with aσ′ = Ti,σ(i) if σ′ = σ and aσ′ = 0 otherwise. This shows (i).
We continue with (ii). The group law µ+Z : SL+n,Z×

+ SL+n,Z → SL+n,Z is defined
by the ring homomorphism

Γ µ+Z : Z[Ti, j ]i, j∈n / I −→ (Z[T ′i, j ]i, j∈n / I ′) ⊗+Z (Z[T ′′i, j ]i, j∈n / I ′′)

Ti, j 7−→

n∑
k=1

T ′i,k ⊗ T ′′k, j

where the ideals I , I ′ and I ′′ are generated by the relation that expresses that the
determinant equals 1 (as explained in the beginning of this section). Since µ+Z
can be defined without the use of additive inverses, it descends to a morphism
µ+ : SL+n ×SL+n → SL+n . Uniqueness follows, as in the case of µrk, because SL+n
is cancellative. It is easily seen that µ+ is a semigroup law in Sch+N with identity
ε+ : ∗N → SL+n that is given by the blueprint morphism Γ ε+ : N[SLn] → N that
maps Ti, j to 1 if i = j and to 0 if i 6= j . This shows (ii). Note that µ+ does not
have an inverse since the inverse of µ+Z involves additive inverses of the Ti, j . Note
further that (µ+)+Z = µ

+

Z , which justifies the notation.
We proceed with (iii). It is clear from the definitions of µrk and µ+ that the

diagram

N ×+ N
µrk,+
Z =µN //

ρ+SLn ,Z×ρ
+

SLn ,Z
��

N

ρ+SLn ,Z
��

SL+n,Z×
+ SL+n,Z

µ+Z // SL+n,Z

commutes. Thus µ = (µrk,µ+) is a Tits morphism that is a semigroup law for SLn

in SchT with identity ε = (εrk, ε+). This shows that SLn is a Tits model of SL+n,Z.
We already reasoned that the canonical torus T = e+Z of SLn is the diagonal torus

https://doi.org/10.1017/fms.2018.17 Published online by Cambridge University Press

https://doi.org/10.1017/fms.2018.17


O. Lorscheid 62

of SL+n,Z, which is a maximal torus and its own centralizer, and that N = SLrk
n,Z is

its normalizer. Thus the morphism Ψe : SLrk
n /e

+

Z → N/T is an isomorphism of
group schemes, which shows that SLn is a Tits–Weyl model of SL+n,Z. This proves
(iii).

We proceed with (iv). A morphism ∗F1 → SLrk
n is determined by its image point

pσ and a morphism κ(pσ)→ F1, which is necessarily unique. The latter morphism
exists if σ ∈ An since in this case κ(pσ) is a monoid (cf. Proposition 5.1). In case,
σ ∈ Sn − An , the residue field κ(pσ) contains −1 and does not admit a blueprint
morphism to F1.

We show (v). Let B be a semiring. A morphism Spec B → SLn is given
by a blueprint morphism f : F1[Ti, j ]�R → B where R is the pre-addition
generated by the relation (5.1). Such a morphism is determined by the images
ai, j = f (Ti, j) ∈ B of the generators Ti, j , and a family of elements (ai, j) occurs as
images of a blueprint morphism f if and only if the Ai, j satisfy relation (5.1). It is
clear that the multiplication on SLn(B) that is induced by the monoid law of SLn

is the usual matrix multiplication. This concludes the proof of the theorem.

5.2. The cube lemma. In the rest of this part of the paper, we will establish
Tits–Weyl models of subgroups G of SL+n,Z. To show that the semigroup law of
SLn restricts to a given F1-model G of G , we will often need to prove the existence
of a morphism h1 : X1 → Y1 that completes a commuting diagram of the form

X ′2
h′2 //

fX,2
��

Y ′2

fY,2

��

X ′1

g′X
66

h′1 //

fX,1

��

Y ′1
g′Y

66

fY,1

��

X2
h2 // Y2

X1

gX
55

Y1

gY

66

(5.2)

to a commuting cube

X ′2
h′2 //

fX,2
��

Y ′2

fY,2

��

X ′1

g′X
66

h′1 //

fX,1

��

Y ′1
g′Y

66

fY,1

��

X2
h2 // Y2

X1
h1 //

gX
55

Y1

gY

66

(5.3)
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of morphisms. In this section, we provide the necessary hypotheses that yield the
morphism in question for the categories Sets, Top and SchF1 .

LEMMA 5.3 (The cube lemma for sets). Consider a commutative diagram of the
form (5.2) in the category Sets. If fX,1 : X ′1 → X1 is surjective and gY injective,
then there exists a unique map h1 : X1 → Y1 such that the resulting cube (5.3)
commutes.

Proof. Let x ∈ X1. Then there is a x ′ ∈ X ′1 such that fX,1(x ′) = x . Define h1(x) =
fY,1 ◦ h′1(x

′).
We verify that the definition of h1 does not depend on the choice of x ′. Let x ′1

and x ′2 be two elements of X ′1 with fX,1(x ′1) = fX,1(x ′2) = x . Then

gY ◦ fY,1 ◦ h′1(x
′

i) = fY,2 ◦ g′Y ◦ h′1(x
′

i)

= fY,2 ◦ h′2 ◦ g′X (x
′

i)

= h2 ◦ fX,2 ◦ g′X (x
′

i)

= h2 ◦ gX ◦ fX,1(x ′i)
= h2 ◦ gX (x)

is the same element in Y2 for i = 1, 2. Since gY is injective, fY,1 ◦ h′1(x
′

1) =

fY,1 ◦ h′1(x
′

2) in Y1, which means that the definition of h1(x) does not depend on
the choice of x ′ in f −1

X,1(x).
By definition of h1, the diagram

X ′1
h′1 //

fX,1

��

Y ′1
fY,1

��
X1

h1 // Y1

commutes. The same calculation as above shows that gY ◦h1(x)= gY ◦ fY,1◦h′1(x
′)

equals h2 ◦ gX (x), which means that the diagram

X2
h2 // Y2

X1
h1 //

gX
99

Y1

gY

::

commutes. This proves the lemma.

LEMMA 5.4 (The cube lemma for topological spaces). Consider a commutative
diagram of the form (5.2) in the category Top. If fX,1 : X ′1→ X1 is surjective and
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gY an immersion, then there exists a unique continuous map h1 : X1 → Y1 such
that the resulting cube (5.3) commutes.

Proof. By the cube lemma for sets (Lemma 5.3), a unique map h1 : X1 → Y1

exists such that the cube (5.3) commutes. We have to show that h1 is continuous.
Let U be an open subset of Y1. Then there is an open subset U ′ of Y2 such that
g−1

Y (U
′) = U since gY is an immersion. Then the subset

h−1
1 (U ) = h−1

1 ◦ g−1
Y (U

′) = g−1
X ◦ h−1

2 (U
′)

of X1 is open as an inverse image of U ′ under a continuous map. This proves the
lemma.

A quasisubmersion of blue schemes is a morphism f : X → Y that is surjective
and satisfies for every affine open subset U of Y that V = f −1(U ) is affine and
that f #(U ) : Γ (OY ,U ) → Γ (OX , V ) is an inclusion as a subblueprint, that is,
f #(U ) is injective and the pre-addition of Γ (OY ,U ) is the restriction of the pre-
addition of Γ (OX , V ) to Γ (OY ,U ) (cf. [24, Section 2.1]).

LEMMA 5.5. If f : B ↪→ C is an inclusion of a subblueprint B of C, then f ∗ :
Spec C → Spec B is a quasisubmersion.

Proof. Every affine open U of X = Spec B is of the form U = Spec S−1 B for
some finitely generated multiplicative subset S of B. The inverse image f ∗(U ) is
isomorphic to Spec S−1C and therefore affine. We have to show that the induced
blueprint morphism g : S−1 B → S−1C is an inclusion of a subblueprint.

We show injectivity of g. If g(a/s) = g(a′/s ′), that is, f (a)/s = f (a′)/s ′, for
a, b ∈ B and s, s ′ ∈ S, then there is a t ∈ S such that ts ′ f (a)= ts f (a′) in C . Since
B is a subblueprint of C , we have ts ′a = tsa′ in B, which shows that a/s = a′/s ′

in B. Thus g : S−1 B → S−1C is injective.
We show that S−1 B is a subblueprint of S−1C . Consider an additive relation∑
( f (ai)/si) ≡

∑
( f (b j)/r j) in S−1C . Then there is a t ∈ S such that∑

ts i f (ai) ≡
∑

tr j f (b j) in C where s i
= (

∏
k 6=i sk) · (

∏
l rl) and r j

= (
∏

k sk) ·

(
∏

l 6= j rl). Since B is a subblueprint of C , we have
∑

ts i ai ≡
∑

tr j b j in B, which
means that

∑
(ai/si) ≡

∑
(b j/r j) in S−1 B. This shows that g : S−1 B → S−1C

is an inclusion of a subblueprint and finishes the proof of the lemma.

LEMMA 5.6 (The cube lemma for blue schemes). Consider a commutative
diagram of the form (5.2) in the category SchF1 . Suppose that fX,1 : X ′1 → X1

is a quasisubmersion and gY is a closed immersion. Then there exists a unique
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morphism h1 : X1 → Y1 of blue schemes such that the resulting cube (5.3)
commutes.

Proof. By the cube lemma for topological spaces (Lemma 5.4), a unique
continuous map h1 : X1 → Y1 exists such that the cube (5.3) commutes. We have
to show that there exists a morphism Γ h1 : OY1 → OX1 between the structure
sheaves of X1 and Y1. Since a morphism of sheaves can be defined locally, we
may assume that all blue schemes in question are affine.

If we denote by Γ Z the coordinate ring of the blue scheme Z , then there is
a morphism Γ h1 : Γ Y1 → Γ X1 of blueprints that completes the commutative
diagram

Γ X ′2 oo
Γ h′2

OO

Γ fX,2

Γ Y ′2OO

Γ fY,2Γ X ′1
uu

Γ g′X

oo Γ h′1

OO

Γ fX,1

Γ Y ′1
uu Γ g′Y

OO
Γ fY,1

Γ X2
oo Γ h2

Γ Y2

Γ X1
uu

Γ gX

Γ Y1
uu Γ gY

to a commuting cube. Since gY is a closed immersion, Γ gY is a surjective
morphism of blueprints. Since fX,1 is a quasisubmersion, we may assume further
that fX,1 : X ′1 → X1 is still surjective and Γ fX,1 is an injective morphism of
blueprints. Then by the cube lemma for sets (Lemma 5.3), there is a unique map
Γ h1 : Γ Y1 → Γ X1.

To verify that Γ h1 is a morphism of monoids, let a, b ∈ Γ Y1. Then there are
elements a′, b′ ∈ Γ Y2 such that Γ gY (a′) = a and Γ gY (b′) = b. Therefore,

Γ h1(ab) = Γ gY ◦ Γ h1(a′b′) = Γ h2 ◦ Γ gX (a′b′)
= (Γ h2 ◦ Γ gX (a′)) · (Γ h2 ◦ Γ gX (b′)),

which is, tracing back the above calculation for both factors, equal to Γ h1(a) ·
Γ h1(b). Thus Γ h1 is multiplicative. Similarly, the calculation Γ h1(1) = Γ gY ◦

Γ h1(1) = Γ h2 ◦ Γ gX (1) = 1 shows that Γ h1 is unital.
We are left with showing that Γ h1 maps the pre-addition of Γ Y1 to the pre-

addition of Γ X1. Consider an arbitrary additive relation
∑

ai ≡
∑

b j in Γ Y1.
Applying the morphism Γ h′1 ◦ Γ fY,1, we see that∑

Γ h′1 ◦ Γ fY,1(ai) ≡
∑

Γ h′1 ◦ Γ fY,1(b j)
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in Γ X ′1. Since Γ fX,1 is the inclusion of Γ X1 as a subblueprint of Γ X ′1 and
Γ h′1 ◦ Γ fY,1 = Γ fX,1 ◦ Γ h1, this relation restricts to Γ X1, that is,

∑
Γ h1(ai) ≡∑

Γ h1(b j) in Γ X1. This finishes the proof of the lemma.

5.3. Closed subgroups of Tits–Weyl models. In this section, we formulate a
criterion for subgroups H of a group scheme G that yields a Tits–Weyl model
of H . Applied to G = SL+n,Z, this will establish a variety of Tits–Weyl models
of prominent algebraic groups that we discuss in more detail at the end of this
section: general linear groups, special orthogonal groups, symplectic groups and
some of their isogenies.

If G = Spec
(

A � R
)

is an F1-model of G and ιH : H ↪→ G a closed
immersion, then we can consider the pre-addition R ′ on A that is generated by
R and all defining relations of H in elements of A. This defines an F1-model
H = Spec

(
A�R ′

)
of H together with a closed immersion ι : H ↪→ G that base

extends to ιH = ι+Z .
Let G be an affine smooth group scheme of finite type with an F1-model G. We

say that a torus T ⊂ G is diagonal with respect to G if for every x ∈ G, the group
law µG of G restricts to morphisms

T ×+Z x+Z −→ x+Z and x+Z ×
+

Z T −→ x+Z .

If G is the F1-model of G that is associated to an embedding ι : G ↪→ SL+n,Z,
then a torus T ⊂ G is diagonal with respect to G if and only if the image ι(T ) is
contained in the diagonal torus of SL+n,Z. In particular, the canonical torus of SLn

is diagonal.
If G is a Tits–Weyl model of G , then we say briefly that the canonical torus T

is diagonal if T is diagonal with respect to G.

THEOREM 5.7. Let G be an affine smooth group scheme of finite type with a Tits–
Weyl model G. Assume that the canonical torus T is diagonal and that N = G rk,+

Z
is the normalizer of T in G . Then C = e+Z is the centralizer of T where e is the
Weyl kernel of G.

Let H be a smooth closed subgroup of G and ι : H ↪→ G the associated F1-
model. Assume that T̃ = T ∩H is a maximal torus of H. Assume further that
the centralizer C̃ of T̃ in H is contained in C ∩H and that the normalizer Ñ of
T̃ in H is contained in N ∩H . Then the following holds true.

(i) The set of pseudo-Hopf points of H is Z (H)= ι−1(Z (G)). Thus the closed
immersion ι : H ↪→ G is Tits.

(ii) We have C̃ = C ∩H = ẽ+Z and Ñ = N ∩H = H rk,+
Z .
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(iii) The monoid law µG of G restricts uniquely to a monoid law µH of H.
The pair (H,µH ) is a Tits–Weyl model of H whose canonical torus T̃ is
diagonal. The Tits morphism (ιrk, ι+) : H ↪→ G is a monoid homomorphism
in SchT .

(iv) If G rk lifts to G, then H rk lifts to H.

Proof. First note that since Ψe : G rk,+
Z /e+Z

∼

→ N/C = W is an isomorphism and
G rk,+

Z = N , the centralizer C equals indeed e+Z . The proof of (i)–(iv) is somewhat
interwoven and does not follow the order of the statements.

Let x ∈ H and y = ι(x) be the image in G. Then x+Z = y+Z ∩H . Therefore,
both left and right actions of T on y+Z restrict to an action of T̃ on x+Z . This shows
that T̃ is diagonal with respect to H .

We show that there is an element ẽ in H rk such that ιrk(ẽ) = e. Let e ∈ Z (G)
be the pseudo-Hopf point such that e = ê

?
. Then T = e+Z . Since T̃ ⊂ T maps to

H , there is a point ẽ in H such that ι(ẽ) = e. As a closed subgroup of T = e+Z ,
the group scheme ẽ

+

Z is diagonalizable and its global sections are isomorphic to
a group ring. Thus ẽ

+

Z is flat, ẽinv is generated by its units, ẽ is affine and ẽ is
almost of indefinite characteristic since e is so and the morphism T̃ → e factorizes
through ẽ. Thus ẽ is pseudo-Hopf of rank r = rkT̃ . Since T̃ acts on x+Z for all
pseudo-Hopf points of H , the rank of a pseudo-Hopf point is at least r . Thus
ẽ ∈ Z (H), which defines a point ẽ ∈ H rk.

We show that C̃ = C∩H = ẽ+Z . Since e+Z = C , we have ẽ+Z = e+Z∩H = C∩H .
Since ẽ is an abelian group in SchF1 , ẽ+Z centralizes T̃ . Thus C̃ = ẽ+Z .

We show that Ñ = N ∩ H . By the hypothesis of the theorem, we already
know that Ñ ⊂ N ∩H . By the second isomorphism theorem for groups, Ñ/C̃
is a subgroup of the constant group scheme N/C . Thus Ñ is isomorphic to a
finite disjoint union of copies of C̃ as a scheme. Therefore, Ñ is flat and we
can investigate Ñ by considering complex points. Let n ∈ (N ∩H )(C). Then
nT̃ (C)n−1 is contained in both H (C) and T (C), whose intersection is T̃ (C).
Thus n is contained in the normalizer of T̃ (C) in H (C), which is Ñ (C).

We show that Ñ = H rk,+
Z and Z (H) = ι−1(Z (G)). Since Ñ = N ∩ H ,

the image of N → H is ι−1(Z (G)). Since Ñ is the disjoint union of schemes
isomorphic to C̃ , every point of ι−1(Z (G)) is pseudo-Hopf of rank r for the same
reason as the one that showed that e is pseudo-Hopf of rank r . Thus ι−1(Z (G)) ⊂
Z (H) and Ñ ⊂ H rk,+

Z .
To show the reverse conclusion, consider an arbitrary pseudo-Hopf point x of

H . Since we have a left–right double action

T̃ ×+Z x+Z ×
+

Z T̃ −→ x+Z
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of T̃ on x+Z , the rank of x is at least r . If the rank rkx = dim x+Q is r , then
T̃ (C)pT̃ (C) = pT̃ (C) for any p ∈ x(C). This means that for all t1, t2 ∈ T̃ (C),
there is a t3 ∈ T̃ (C) such that t1 pt2 = pt3. Multiplying the latter equation with
t−1
2 from the right yields t1 p = pt3t−1

2 , which shows that T̃ (C)p = pT̃ (C). This
means that p ∈ Ñ (C) =H (C) ∩ N (C), that is x ∈ Z (H).

This finishes the proof of (ii). Further we have proven that ι maps Z (H) to
Z (G), which implies that ι : H → G is Tits. This finishes the proof of (i).

We turn to the proof of (iii). We show that µ+G : G
+
×
+ G+→ G+ descends to

a morphism µH : H+ ×+ H+ → H+. Since H ↪→ G is a closed immersion, we
have a surjection Γ G � Γ H and a surjection Γ G+� Γ H+. By Lemma 2.9, the
morphism H+→ G+ is a closed immersion. Since H is cancellative, Γ H+ is also
cancellative and Γ H+→ Γ H+Z is an inclusion as a subblueprint. By Lemma 5.5,
the morphism H+Z → H+ is a quasisubmersion. The same is true for H+Z ×

+

Z
H+Z → H+ ×+ H+. Therefore we can apply the cube lemma for blue schemes
(Lemma 5.6) to the commutative diagram

G ×+Z G
µG //

����

G

����

H ×
+

Z H
& �

44

µH //

����

H
( �

55

����

G+ ×+ G+
µ+G // G+ ,

H+ ×+ H+
& �

33

H+
( �

55

which shows that µ+G descends to a unique morphism µ+H : H+ ×+ H+→ H+. It
is easy to verify that µ+H is associative. That ε+G : ∗N→ G+ descends to an identity
ε+H : ∗N→ H+ of H+ is shown similarly.

To show that µrk
G : G

rk
× G rk

→ G rk of the rank space descends to a morphism
µrk

H : H rk
×H rk

→ H rk is more subtle since, in general, H rk
→ G rk is not a closed

immersion.
By Lemma 4.12, the Weyl kernel e of G is diagonalizable. Thus Γ e+Z is a

group ring Z[Λ] for an abelian group Λ and the group law of e+Z comes from the
multiplication of Λ. Therefore the unit field of e+Z is F?(e+Z ) = F12[Λ] = F1[Λ]inv.
Let e ∈Z (G) be the pseudo-Hopf point of G with e = ê

?
. Then ê is generated by

its units, which means that either e ' SpecF1[Λ] or e ' F12[Λ]. The analogous
statement is true for ẽ ∈ H rk. Since ẽ+Z → e+Z is a closed immersion, Γ e+Z → Γ ẽ+Z
is surjective, and so is Γ einv → Γ ẽinv. By Lemma 2.9, the morphism ẽinv → einv

is a closed immersion. Since for every point x ∈ H rk and y = ιrk(x) ∈ G rk, the
scheme x+Z is isomorphic to ẽ+Z and y is isomorphic to e+Z , the same argument as
above shows that H rk

inv → G rk
inv is a closed immersion.
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Since H rk
inv is cancellative, Γ H rk

inv ↪→ Γ Ñ is a subblueprint, and by Lemma 5.5,
Ñ → H rk

inv is a quasisubmersion. The same holds for Ñ ×+Z Ñ → H rk
inv × H rk

inv.
Therefore we can apply the cube lemma for blue schemes (Lemma 5.6) to the
commutative diagram

N ×+Z N
µN //

����

N

����

Ñ ×+Z Ñ
& �

44

µÑ //

����

Ñ
( �

66

����

G rk
inv × G rk

inv

µrk
G,inv // G rk

inv,

H rk
inv × H rk

inv

& �
44

H rk
inv

( �

55

which shows that µrk
G,inv descends to a unique morphism µH rk

inv
: H rk

inv×H rk
inv→ H rk

inv.
We show that µH rk

inv
descends to a morphism µrk

H : H rk
× H rk

→ H rk. Let
B = Γ H∼ and C = Γ

(
H∼ × H∼

)
. Then B+ and C+ are cancellative and

embed as subblueprints into the rings B+Z ' Γ Ñ and C+Z ' Γ (Ñ ×+Z Ñ ),
respectively. By Lemma 5.5, the canonical morphism Ñ ×+Z Ñ → H∼,+×+ H∼,+

is a quasisubmersion. Since D̂+ ' D+canc for an arbitrary blueprint D, the semiring
B+ is canonical isomorphic to the coordinate ring of

∐
x∈Z (H) x+canc. Since G

is a Tits–Weyl model of G , the morphism
∐

y∈Z (G) y → G is necessarily a
closed immersion. Therefore

∐
x∈Z (H) x → H is also a closed immersion. Since

Γ H+→ Γ x+→ Γ x+canc = x̂
+

is surjective, the induced morphism H∼,+→ H+

is a closed immersion. This shows that the commuting diagram

H ×
+

Z H
µH //

����

H

����

Ñ ×+Z Ñ
& �

33

µÑ //

����

Ñ
( �

66

����

H+ ×+N H+
µ+H // H+

H∼,+ ×+ H∼,+
% �

33

H∼,+
( �

55

satisfies the hypotheses of the cube lemma for schemes, which yields that µ+H
descends to a morphism µ∼,+ : H∼,+ ×+ H∼,+→ H∼,+. With B and C as above,
we have that

B?
= Γ H rk, B?

inv = Γ H rk
inv, B+ = Γ H∼,+ and B+Z = Γ Ñ ,
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and analogous identities for C?, C?
inv, C+ and C+Z . The morphisms µH rk

inv
, µ∼,+ and

µÑ yield a commutative diagram

B?
inv� _

��

ΓµH rk
inv // C?

inv� _

��

B?
( �

55

� _

��

C?
( �

55

� _

��

B+Z
ΓµÑ // C+Z

B+
( �

55

Γµ∼,+ // C+
( �

55

of cancellative blueprints. Since C? is the intersection of C?
inv with C+ inside C+Z ,

this yields the desired morphism Γ µrk
: B?
→ C? or, geometrically, µrk

: H rk
×

H rk
→ H rk.

The associativity of µrk
H can be easily derived from the associativity of µrk

G by
using the commutativity of certain diagrams. Similarly to the existence of µrk

H , one
shows that there are an identity εrk

H : ∗F1 → H rk and an inversion ιrkH : H rk
→ H rk

which turn H rk into a group object in Schrk
F1

.
Moreover, it is easy to see that the pairs µH = (µrk

H ,µ
+

H ) and εH = (εrk
H , ε

+

H ) are
Tits morphisms that give H the structure of a Tits monoid. The Weyl kernel of H
is ẽ and the canonical torus is T̃ , which is a maximal torus of H by hypothesis.
Since ẽ+Z = C̃ and H rk,+

Z = Ñ , the morphism Ψẽ : H rk,+
Z /ẽ+Z

∼

→ Ñ/C̃ is an
isomorphism of group schemes. This shows that H is a Tits–Weyl model of H .
It is clear by the definition of µH that ι : H → G is a monoid homomorphism in
SchT . This shows (iii).

We show (iv). Assume that G rk lifts to G. The existence of the inverse of υHinv :

H∼inv → H rk
inv follows an application of the cube lemma to

N id //

����

N

����

Ñ
( �

ιrk,+Z
55

id //

����

Ñ
( � ιrk,+Z

55

����

G rk
inv

υ−1
G,inv // G∼inv .

H rk
inv

( �
ιrk

66

H∼inv

( � ι∼

55

Since for x ∈ Z (X), the subscheme x̂ of H∼ is with −1 if and only if the
subscheme x̂

?
of H rk is with −1, it is clear that υ−1

Hinv
comes from an isomorphism

υ−1
H : H rk

→ H∼. This completes the proof of the theorem.
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5.3.1. The general linear group. As a first application of Theorem 5.7, we
establish Tits–Weyl models of general linear groups. The Tits–Weyl models GLn

of GL+n,Z are of importance for all other Chevalley group schemes since one can
consider them as closed subgroups of a general linear group. The standard way to
embed GL+n,Z as a closed subgroup in SL+n+1,Z is by sending an invertible n × n-
matrix A to the (n + 1)× (n + 1)-matrix whose upper left n × n block equals A,
whose coefficient at the very lower right equals (det A)−1 and whose other entries
are 0.

In other words, if Z[SLn]
+
= Z[Ti, j |i, j ∈ (n + 1)]+/I is the coordinate ring

of SL+n+1,Z where I is the ideal generated by
∑

σ∈Sn+1
(sign(σ)·

∏n+1
i=1 Ti,σ(i))−1 (cf.

Section 5.1), then the closed subscheme GL+n,Z of SL+n+1,Z is defined by the ideal
generated by Ti,n+1 and Tn+1,i for i = 1, . . . , n and by Tn+1,n+1 ·

∑
σ∈Sn

(sign(σ) ·∏n
i=1 Ti,σ(i))− 1.
It is clear that this embedding satisfies the hypothesis of Theorem 5.7. Thus we

obtain the Tits–Weyl model GLn of GL+n,Z. We describe the points of the blue
scheme GLn . Recall from Proposition 5.1 that the points of SLn+1 are of the
form pI = (Ti, j |(i, j) ∈ I ) for some I ∈ (n + 1) × (n + 1) such that there is
a permutation σ ∈ Sn+1 with I ⊂ I (σ). By the definition of GLn , it is clear that
a point pI of SLn is a point of GLn , if and only if pI contains Ti,n+1 and Tn+1,i for
i = 1, . . . , n, but does not contain Tn+1,n+1. This means that a point pI of SLn+1

is in GLn if and only if I ⊂ I (σ) for a permutation σ ∈ Sn+1 that fixes n + 1.
Since a permutation σ ∈ Sn+1 fixes n+1 if and only if it lies in the image of the

standard embedding ι : Sn ↪→ Sn+1, a point pI is contained in GLn if and only if
I ⊂ I (ι(σ)) for some σ ∈ Sn . This shows, in particular, that every prime ideal of
GLn is generated by a subset of {Ti, j }i, j∈n and that the rank space of GLn equals
GLrk

n = {p
ι(σ)
|σ ∈ Sn}.

The residue field of pσ depends, as in the case of SLn , on the sign of σ: if signσ
is even, then κ(pσ) ' F1[T±1

i,σ(i)]; if signσ is odd, then κ(pσ) ' F12[T±1
i,σ(i)]. Thus

GLT

n(F1) is equal to the alternating group inside W (GLn) = Sn . The rank of GLn

is n and the extended Weyl group equals GT(F12) ' (Z/2Z)n o Sn .
We specialize Theorem 5.7 for subgroups of G = GL+n,Z. Let diag(GL+n,Z) be

the diagonal torus of GL+n,Z and mon(GL+n,Z) the group of monomial matrices,
which is the normalizer of the diagonal torus.

COROLLARY 5.8. Let G be a smooth closed subgroup of GL+n,Z and G the
corresponding F1-model. Assume that T = diag(GL+n,Z) ∩ G is a maximal torus
of G whose normalizer N is contained in mon(GL+n,Z). Then the following holds
true.

(i) The monoid law of GLn restricts to G and makes G a Tits–Weyl model of G .
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(ii) The closed embedding G ↪→ GLn is Tits and a homomorphism of
semigroups in SchT .

(iii) The rank space G rk lifts to G and equals the intersection GLrk
n ∩G.

(iv) The canonical torus T of G is diagonal and equals e+Z where e is the Weyl
kernel of G. Its normalizer in G is Grk,+

Z .

5.3.2. Other groups of type An . It is interesting to reconsider SL+n,Z as a closed
subgroup of GL+n,Z. The Tits–Weyl model associated to this embedding is indeed
isomorphic to the Tits–Weyl model SLn that we described in Theorem 5.2. The
embedding SLn → GLn that we obtain from Corollary 5.8 is a homeomorphism
between the underlying topological spaces.

Corollary 5.8 yields a Tits–Weyl model of the adjoint group scheme G of type
An as follows. Let Mat+n,Z be the scheme of the n×n-matrices, which is isomorphic
to an affine space +An2

Z . The action of G on Mat+n,Z by conjugation has trivial
stabilizer. This defines an embedding G ↪→ GL+n2,Z as a closed subgroup. It is
easily seen that this embedding satisfies the hypotheses of Corollary 5.8 by using
the action of SL+n,Z on Mat+n,Z by conjugation, which factors through the action
of G on Mat+n,Z via the canonical isogeny SL+n,Z → G . This yields a Tits–Weyl
model G of G .

Note that the construction of Tits–Weyl models of adjoint groups in Section 5.4
also yields a Tits–Weyl model of G . We compare these two models in
Appendix A.2 in the case n = 1.

5.3.3. Symplectic groups. The symplectic groups Sp+2n,Z have a standard
representation in the following form. Let J be the 2n× 2n-matrix whose nonzero
entries are concentrated on the antidiagonal with Ji,2n−i = 1 if 1 6 i 6 n and
Ji,2n−i = −1 if n + 1 6 i 6 2n. Then the set Sp2n(k) of k-rational points can be
described as follows for every ring k: the elements of Sp2n(k) correspond to the
2n × 2n-matrices A = (ai, j) with entries in k that satisfy AJ At

= J , that is, the
equations

n∑
l=1

ai,la j,2n+1−l =

2n∑
l=n+1

ai,la j,2n+1−l + δi,2n+1− j

for all 1 6 i < j 6 2n where δi,2n+1− j is the Kronecker symbol. These equations
describe Sp+2n,Z as a closed subscheme of GL+2n,Z and thus yield an F1-model Sp2n .
The intersection of Sp+2n,Z with the diagonal torus of GL+2n,Z is a maximal torus
of Sp+2n,Z, and its normalizer is contained in the group of monomial matrices of
GL+2n,Z. Thus Theorem 5.7 applies and shows that Sp2n is a closed submonoid of
GL2n and a Tits–Weyl model of Sp+2n,Z.
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5.3.4. Special orthogonal groups. It requires some more thought to define a
model of (special) orthogonal groups over the integers. A standard way to do it
is the following (cf. [12, Appendix B] for more details). We first define integral
models of the orthogonal groups On . Define for each ring R the quadratic form

qn(x) =
m∑

i=1

xi xn+1−i for n = 2m, and

qn(x) = x2
m+1 +

m∑
i=1

xi xn+1−i for n = 2m + 1

where x = (x1, . . . , xn) ∈ Rn . The functor

On(R) = {g ∈ GLn(R) | qn(gx) = x for all x ∈ Rn
}

is representable by a scheme O+n,Z. It is smooth in case n is even, but not for
odd n, in which case only the base extension O+n,Z[1/2] to Z[1/2] is smooth
(cf. [12, Theorem B.1.8]). For odd n, we define the special orthogonal group
SO+n,Z as the kernel of the determinant det : O+n,Z →

+Gm,Z. For even n, we
define special orthogonal group SO+n,Z as the kernel of the Dickson invariant
Dq : O+n,Z → (Z/2Z)Z. Then the scheme SO+n,Z is smooth for all n > 1 (cf. [12,
Theorem B.1.8]).

We describe a maximal torus and its normalizer of these groups and show that
we can apply Theorem 5.7 in the following.

The Tits–Weyl model of SOn for odd n. We consider the case of odd n =
2m + 1 first. A maximal torus T (R) of SOn(R) is given by the diagonal matrices
with values λ1, . . . ,λn ∈ R on the diagonal that satisfy λn+1−i = λ

−1
i for all i ∈ n

and
∏n

i=1 λi = 1. This means that λ1, . . . ,λm can be chosen independently from
R× and that λm+1 = 1.

Its normalizer N (R) consists of all monomial matrices A = (ai, j) that satisfy
the following conditions. Let σ ∈ Sn be the permutation such that ai, j 6= 0 if and
only if j = σ(i). Then A ∈ N (R) if and only if det A = 1, if σ(n + 1 − i) =
n + 1− σ(i) and if an+1−i,σ(n+1−i) = a−1

i,σ(i) for all i ∈ n. This means, in particular,
that σ(m + 1) = m + 1 and that am+1,m+1 = signσ. The permutation σ permutes
the set of pairs Λ1 = {λ1,λn}, . . . , Λm = {λm,λm+2} and permutes each pair Λi

for i ∈ n. This means that the quotient W = N (R)/T (R), which corresponds to
all permutations σ ∈ Sn that occur, is isomorphic to a signed permutation group.
A set of generators is determined by the involutions s1 = (1, 2)(n − 1, n), . . . ,
sm−1 = (m − 1,m)(m + 2,m + 3) and sm = (m,m + 2). The Weyl group W
together with the generators s1, . . . , sm is a Coxeter group of type Bm .
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Since SO+n,Z ⊂ GL+n,Z is smooth, its maximal torus T is contained in the
diagonal matrices of GL+n,Z and the normalizer N of T is contained in the
monomial matrices of GL+n,Z, we can apply Theorem 5.7 to yield a Tits–Weyl
model SOn of SO+n,Z.

The Tits–Weyl model of SOn for even n. We consider the case of even n =
2m. Since O+n,Z is smooth, we can ask whether O+n,Z has a Tits–Weyl model On .
This is indeed the case as we will show now. A maximal torus T (R) of On(R) is
given by the diagonal matrices with values λ1, . . . ,λn ∈ R on the diagonal that
satisfy λn+1−i = λ

−1
i for all i ∈ n. Its normalizer N (R) in On(R) consists of all

monomial matrices A = (ai, j) that satisfy the following conditions. Let σ ∈ Sn

be the permutation such that ai, j 6= 0 if and only if j = σ(i). Then A ∈ N (R) if
and only if σ(n + 1− i) = n + 1− σ(i) and an+1−i,σ(n+1−i) = a−1

i,σ(i) for all i ∈ n .
Thus we can apply Theorem 5.7 to obtain a Tits–Weyl model On of O+n,Z.

Note that the Weyl group of On is the same as for SOn+1: a permutation σ
associated with an element of the normalizer N permutes the set of pairs Λ1 =

{λ1,λn}, . . . , Λm = {λm,λm+1} and permutes each pair Λi for i ∈ n. This means
the quotient W = N (R)/T (R), which corresponds to all permutations σ ∈ Sn

that occur, is isomorphic to a signed permutation group.
The subgroup SO+n,Z has the same maximal torus T as O+n,Z, but its normalizer

in SO+n,Z is a proper subgroup N ′ of the normalizer N of T in O+n,Z. Namely, a
matrix A ∈ N (R) is contained in N ′(R) if and only if the sign of the associated
permutation σ is 1. The Weyl group W = N ′(R)/T (R) is isomorphic to the
subgroup of all elements of sign 1 of a signed permutation group. A set of
generators is determined by the involutions s1 = (1, 2)(n − 1, n), . . . , sm−1 =

(m − 1,m)(m + 1,m + 2) and sm = (m − 1,m + 1)(m,m + 2). The Weyl group
W together with s1, . . . , sm is a Coxeter group of type Dm . This shows that we
can apply Theorem 5.7 to yield a Tits–Weyl model SOn of SO+n,Z.
We summarize the above results.

THEOREM 5.9. All of the Chevalley groups in the following list have a Tits–
Weyl model: the special linear groups SL+n,Z, the general linear groups GL+n,Z,
the adjoint Chevalley groups of type An , the symplectic groups Sp+2n,Z, the
special orthogonal groups SO+n,Z (for all n) and the orthogonal groups O+n,Z (for
even n).

5.4. Adjoint Chevalley groups. In this section, we establish Tits–Weyl
models of adjoint Chevalley schemes, which come from the action of the
Chevalley group on its Lie algebra g. Namely, the choice of a Chevalley basis
allows us to identify the automorphism group of g (as a linear space) with GL+n,Z
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and consider G as a subgroup of GL+n,Z. The intersection of the diagonal torus of
GL+n,Z with G is a maximal torus T of G . However, the normalizer of T is not
contained in the subgroup of monomial matrices of GL+n,Z (unless each simple
factor of G is of type A1), thus Theorem 5.7 does not apply to this situation.
Moreover, we will see that the rank space of the F1-model G associated with
the embedding of G into GL+n,Z does not lift (unless each simple factor of G is
type An , Dn or En). Though the situation is more difficult, the formalism of Tits
monoids applies to adjoint representations and we will see that there is a monoid
law µ = (µrk,µ+) for G that turns G into a Tits–Weyl model of G .

Chevalley bases and the adjoint action. Let G be an adjoint Chevalley group
scheme, that is, a split semisimple group scheme with trivial centre, and let g be
its Lie algebra. Then its adjoint representation G → Aut(g) is a closed embedding
as a subgroup (cf. [2, XVI, 1.5(a)] or [12, Theorem 5.3.5]). The choice of a Cartan
subalgebra h of g yields a root systemΦ. The choice of fundamental rootsΠ ⊂ Φ
identifies Φ with the coroots Φ∨, which can be seen as a subset {hr |r ∈ Φ} of h,
and decomposes Φ into the positive roots Φ+ and the negative roots Φ−. We
denote by Ψ the disjoint union of Φ and Π . Let {er }r∈Ψ be the Chevalley basis
given by the choices of h and Π . If r ∈ Π ⊂ Ψ , then er is the coroot hr . If
r ∈ Φ ⊂ Ψ , then we write lr for er to avoid confusion with the coroot hr . This
leads to the decomposition

g =
⊕
r∈Π

hr ⊕

⊕
r∈Φ

lr

of g into h-invariant 1-dimensional subspaces of g where hr is generated by hr for
r ∈ Π and lr is generated by lr for r ∈ Φ.

The choice of the Cartan subalgebra h corresponds to the choice of a maximal
torus T of G . Let N be its normalizer and W = N/T its Weyl group. Since
G is split, the ordinary Weyl group W is isomorphic to W (Z) = N (Z)/T (Z)
and W ' (W )Z. If we choose an ordering on the Chevalley basis, we obtain
an isomorphism GL(g) ' GL+n,Z where n = #Ψ is the dimension of g. Thus,
we can realize G as a closed subgroup of GL+n,Z. Independent of the ordering of
the Chevalley basis, the maximal torus T of G is the intersection of G with the
diagonal subgroup diag(GL+n,Z) of GL+n,Z.

The adjoint action of T factors into actions on each hr for r ∈ Π and lr for
r ∈ Φ. The action on h is trivial and the adjoint action of T on lr factorizes
through a character of T . The adjoint action of N factors into an action on h and
an action on l=

⊕
r∈Φ lr . The action on h has kernel T , which means that it factors

through the Weyl group W . The action of N on l restricts to nT × lr → lw(r) for
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each n ∈ N (Z) and each coset w = nT (Z) ∈ W . More precisely, we have

n.hr = hw(r) where hw(r) =
∑
s∈Π

λws,r hs for certain integers λws,r and

n.lr = ±lw(r)

for all r ∈ Φ, n ∈ N (Z) and w = nT (Z) (cf. [7, Proposition 6.4.2]).

The F1-model associated with a Chevalley basis. Let G be the F1-model
associated with the closed embedding G ↪→ GL+n,Z. Then G is a closed blue
subscheme of GLn , and every point of G is of the form pI for some I ⊂ n×n (cf.
Section 5.3.1). In this notation, the maximal torus T equals (pe)+Z where e is the
trivial permutation. If a point of the form pσ is contained in G, then it is a closed
point since it is closed in GLn . Note that T is diagonal with respect to G, that is, T
acts on (PI )

+

Z from the left and from the right for every point pI of G. Therefore
the rank of pseudo-Hopf points is at least equal to the rank r of T , which is the
same as the rank of pe. This shows that the rank of G is r .

LEMMA 5.10.

(i) The F1-scheme G contains the point pI if and only if there is an
algebraically closed field k and a matrix (ai, j) in G (k) ⊂ GLn(k) such that
ai, j = 0 if and only if (i, j) ∈ I .

(ii) The rank of a point pI of G equals r if and only if there is a matrix (ni, j) ∈

N (C) such that ni, j = 0 if and only if (i, j) ∈ I .

Proof. We show (i). Since G is cancellative, the morphism β : G+Z → G
is surjective (cf. Lemma 2.32). Thus there exists for every point pI of G an
algebraically closed field k such that pI lies in the image of βk : G+k → G. Since
pI is locally closed in G, the inverse image p+I,k under βk is locally closed in G+k ,
which means that p+I,k contains a closed point of G+k . By Hilbert’s Nullstellensatz,
such a closed point corresponds to a k-rational point a : k[G]+ → k, which is
characterized by ai, j = a(Ti, j) since k[G]+ is a quotient of k[GLn]

+ and therefore
generated by the Ti, j as a k-algebra. This defines the sought matrix (ai, j) ∈ G(k)
of claim (i).

Part (ii) is proven by the very same argument that we used already in the proof
of Theorem 5.7. Namely, we can consider the double action of T (C) on pI (C)
from the left and from the right. Then the rank of pI , which equals the complex
dimension of pI (C), is equal to the rank r of T (C) if and only if pI (C) is contained
in the normalizer N (C) of T (C), that is, pI (C) = nT (C) for some n = (ni, j) ∈

N (C), as claimed in (ii).
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The rank space. Let n ∈ N (Z) and w = nT (Z). For every root r ∈ Φ, we can
write the coroot hw(r) as an integral linear combination hw(r) =

∑
s∈Π λ

w
s,r hs of

fundamental coroots hs . We write pw = pI (w) where I (w) ⊂ Ψ × Ψ is defined as
the set

I (w) = Φ×Π∪Π×Φ∪{(r, s) ∈ Φ×Φ|s 6= w(r)}∪{(r, s) ∈Π×Π |λws,r = 0},

which is the set of all (i, j) such that ni, j = 0 if we regard n as a matrix of GL+n,Z
(cf. the above formulae in for N acting on g). Note that in general, pw is not a
closed point since |λws,r | might be larger than 1, which means that pw specializes
to a point whose potential characteristics are those primes that divide |λws,r | (this
situation occurs indeed for simple groups of types Bn , Cn , F4 and G2).

PROPOSITION 5.11. With the notation as above, we have

Z (G) = {pw | w ∈ W } and Γ p̂w
?

' F1ε[T±1
r,w(r)|r ∈ Π ]

where ε = 1 if w = e is the neutral element of W and ε = 2 otherwise. In
particular, N = G rk,+

Z .

Proof. To start with, we will show that the points pw are pseudo-Hopf. The
canonical torus T equals the intersection of G with the diagonal torus diag(GL+n,Z)
inside GL+n,Z since diag(GL+n,Z) normalizes T and the normalizer N of T in G is
of the form N =

⋃
n∈N (Z) nT where n is not of diagonal form unless n ∈ T (Z).

If n ∈ pw(Z), then n−1 pw ⊂
(
G ∩ diag(GL+n,Z)

)
= T . Thus pw+Z = nT , which

shows that pw+Z is a flat scheme.
By definition, we have

Γ p̂w = ((F1[G]�〈Tr,s ≡ 0|(r, s) ∈ I (w)〉)red)ˆ

which is a subblueprint of the coordinate ring Γ nT . In particular, the equations
Tr,s = λwr,s hold in Γ nT . In Γ p̂w, we have to read Tr,s = λwr,s as

Tr,s ≡ 1+ · · · + 1︸ ︷︷ ︸
λwr,s -times

or Tr,s + 1+ · · · + 1︸ ︷︷ ︸
(−λwr,s )-times

≡ 0,

depending on whether λwr,s is positive or negative.

Since Γ p̂w is cancellative, we can perform calculations in the ring Γ nT to
obtain information about Γ p̂w. Let det(Tr,s) be the determinant of the Tr,s with
r, s ∈ Ψ . Then the defining equation of GL+nZ is d · det(Tr,s) = 1 where d
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is the variable for the inverse of the determinant. If we substitute Tr,s by 0 if
(r, s) ∈ I (w) and by λ+r,s if (r, s) ∈ Π ×Π , then the determinant condition reads
as

d ·
∏
r∈Φ

Tr,w(r) · det(λwr,s)r,s∈Π = ±1.

Since the submatrix (λwr,s)r,s∈Π describes the action of w on the root system Φ in
the basis Π , the determinant of (λwr,s)r,s∈Π equals the sign of w. Thus we end up
with an equation d ·

∏
r∈Φ Tr,w(r) = ±1 in Γ nT , which implies an additive relation

in Γ p̂w inv. This means that Tr,w(r) is a unit in Γ p̂w for all r ∈ Φ. Therefore, Γ p̂w inv
is generated by its units.

Since {pw}(Q) = nT (Q), the only point in pw with potential characteristic 0 is
pw itself. Since G and pw are of finite type over F1, every other point in pw has
only finitely many potential characteristics. Since pw is a finite space and pw+Z is
a flat scheme, pw must be almost of indefinite characteristic. This completes the
proof that pw is pseudo-Hopf.

Clearly,

N =
⋃

n∈N (Z)

nT =
∐
w∈W

p̂w
+

Z =
∐
w∈W

(p̂w
?

)+Z = G rk,+
Z ,

thus Lemma 5.10(ii) implies that pseudo-Hopf point pI is of rank r = rkT if and
only if pI = pw for some w ∈ W . This shows that Z (G) = {pw|w ∈ W }.

We investigate the unit fields Γ p̂w
?

. Since Γ nT ' Z[T±1
r,w(r)|r ∈ Π ], the unit

fields of Γ p̂w are of the form F1ε[T±1
r,w(r)|r ∈ Π ] where ε is either 1 or 2. Since

the unit matrix of GLn(Z) is contained in G (Z), there is a morphism ∗F1 → G

whose image is pe. This shows that Γ p̂w
?

' F1[T±1
r,w(r)|r ∈ Π ]. If w is not the

neutral element of W , then there is a matrix n ∈ N (Z) such that w = wn

operates nontrivially on the coroots Φ∨ ⊂ h. This means that at least one of the
fundamental coroots hr is mapped to a negative coroot hw(r), that is, λwr,s < 0

for all s ∈ Π . Therefore Γ p̂w is with −1, and the unit field of p̂w equals
F12[T±1

r,w(r)|r ∈ Π ]. This finishes the proof of the proposition.

The Tits–Weyl model. Finally, we are prepared to prove that adjoint Chevalley
groups have Tits–Weyl models. More precisely, we formulate the following result.

THEOREM 5.12. Let G be the F1-model of G as described above.

(i) The group law µG descends uniquely to a monoid law µ+ of G+.

(ii) The restriction of µG to N descends uniquely to a group law µrk of G rk.
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(iii) The pair µ = (µrk,µ+) is a Tits morphism, which turns G into a Tits–Weyl
model of G .

(iv) The canonical torus is diagonal.

(v) The group GT(F1) is the trivial subgroup of W = W (G).

Proof. We prove (i). The existence and uniqueness of µ+ : G+ ×+ G+ → G+

with µ+Z = µG follows from an application of the cube lemma (Lemma 5.6) to the
commutative diagram

GL+n,Z×
+

Z GL+n,Z
µ+GLn ,Z //

����

GL+n,Z

����

G ×+Z G
& �

33

µG //

����

G
( �

55

����

GL+n ×
+

N GL+n
µ+GLn // GL+n .

G+ ×+N G+
% �

33

G+
( �

55

The identity of G+ is the unique morphism that completes the diagram

∗Z
ε+GLn ,Z //

����

GL+n,Z

����

∗Z
) 	

id
66

εG //

����

G
( �

55

����

∗N
ε+GLn // GL+n

∗N
) 	

id
66

G+
( �

55

to a commuting cube, which exists by the cube lemma. This proves (i).
We continue with (ii). Since N does not embed into the subgroup of monomial

matrices of GL+n,Z, we have to use a different argument as in the proof of
Theorem 5.7. The group law µN of N can be restricted to morphisms between
the connected components µw1,w2 : n1T × n2T → (n1n2)T where n1 and n2

range through N (Z) and w1 and w2 are the corresponding elements of the Weyl
group. Since nT is isomorphic to the spectrum of Z[T±1

r,w(r)]r∈Π where w = wn ,
the morphisms µw1,w2 yield ring homomorphisms

Γ µw1,w2 : Z[T
±1

r,w12(r)]r∈Π −→ Z[(T ′r,w1(r))
±1, (T ′′r,w2(r))

±1
]r,s∈Π ,
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where w12 = w1w2. These ring homomorphisms restrict to blueprint morphisms

Γ µ?w1,w2
: F12[T±1

r,w12(r)]r∈Π −→ F12[(T ′r,w1(r))
±1, (T ′′r,w2(r))

±1
]r,s∈Π ,

between the unit fields. Since the identity matrix is the neutral element of N (Z),
the morphism Γ µ?e,e must be compatible with the maps Tr,r 7→ 1. This means that
Γ µ?e,e is the base extension of a morphism

Γ µrk
e,e : Γ p̂e

?

−→ Γ ( p̂e
?

× p̂e
?

)

from F1 to F12 (note that by Proposition 5.11, p̂e
?

is without −1).
If one of n1 and n2 differs from e, then it follows from Proposition 5.11 that
ˆpw1
?

×F1
ˆpw2
?

is with −1. This means that Γ
(
ˆpw1
?

×F1
ˆpw2
?)
' F12[(T ′r,w1(r))

±1,

(T ′′r,w2(r))
±1
]r,s∈Π . Therefore we can define the restriction of µrk to ˆpw1

?

×F1
ˆpw2
?

by

Γ µrk
w1,w2
: Γ ˆpw12

?

⊂ F12[T±1
r,w12(r)]r∈Π

Γµ?w1,w2
−→ Γ ( ˆpw1

?

×F1
ˆpw2
?

).

This defines a morphism µ : G rk
× G rk

→ G rk that base extends to the group law
µN of N . The uniqueness of µrk is clear. The associativity of µrk follows easily
from the associativity of µN . Since the Weyl kernel e = p̂e

?

is without −1, the
identity ∗Z → N of µN descends to an identity ∗F1 → e ⊂ G rk of µrk. Similar
arguments as above show that the inversion of µN restricts to an inversion ιrk of
µrk. Thus µrk is a group law for G rk.

We proceed with (iii). Since µN = µ
rk,+
Z is the restriction of µG = µ

+

Z , the pair
µ = (µrk,µ+) is Tits. Since e+Z = T , the canonical torus is a maximal torus of G
and the morphism Ψ : G rk,+/e+Z → N/T is an isomorphism of group schemes.
Thus (G,µ) is a Tits–Weyl model of G .

Part (iv) is clear. Part (v) follows from the description of the unit fields of p̂w
?

in Proposition 5.11.

6. Tits–Weyl models of subgroups

In this part of the paper, we establish Tits–Weyl models of subgroups of
Chevalley groups, that is, split reductive group schemes. Namely, we will
investigate parabolic subgroups, their unipotent radicals and their Levi subgroups.

As a preliminary observation, consider a group scheme G of finite type and a
torus T in G . Let C be the centralizer of T in G and N the normalizer of T in
G . If H is a subgroup of G that contains T , then the centralizer C̃ of T in H
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equals the intersection of C and H , and the normalizer Ñ of T in H equals the
intersection of N and H .

This means that if we are in the situation of Theorem 5.7, that is, if G is an affine
smooth group scheme of finite type with Tits–Weyl model G such that G rk,+

Z is
the normalizer of the canonical torus T , then a smooth subgroup H of G that
contains T satisfies automatically all other hypotheses of Theorem 5.7.

6.1. Parabolic subgroups. Let G be a split reductive group scheme. A
parabolic subgroup of G is a smooth affine subgroup P of G such that for all
algebraically closed fields k, the algebraic group Pk is a parabolic subgroup of
Gk .

DEFINITION 6.1. Let G be the Tits–Weyl model of a split reductive group scheme
G . A closed submonoid P is a parabolic submonoid of G if it is the Tits–Weyl
model of P+Z where P+Z is a parabolic subgroup of G and if P rk contains the
Tits–Weyl kernel of G.

THEOREM 6.2. Let G be a reductive group scheme with Tits–Weyl model G and
canonical torus T . The parabolic submonoids P of G stay in bijection with the
parabolic subgroups P of G that contain T .

Proof. Given a parabolic submonoid P , then the parabolic subgroup P = P+Z
contains the canonical torus T = e+Z since P rk contains the Weyl kernel e of
G. If P is a parabolic subgroup of G that contains T , then it is an immediate
consequence of Theorem 5.7 that P has a Tits–Weyl model P . It is clear that this
two associations are inverse to each other.

6.2. Unipotent radicals. Let P be a parabolic subgroup of a reductive group
scheme G . Then P has a unipotent radical U , that is, the smooth closed normal
subgroup such that for all algebraically closed fields Uk is the unipotent radical of
Pk (cf. [3, XXII, 5.11.3, 5.11.4] or [12, Corollary 5.2.5] for the existence of U ).
The group schemes U that occur as unipotent radicals of parabolic subgroups of
reductive group schemes have the following properties.

As a scheme, U is isomorphic to an affine space +An
Z. The only torus contained

in U is the image T of the identity ε : ∗Z → U , which is a 0-dimensional torus.
Trivially, T is a maximal torus of U . The centralizer C(T ) and the normalizer
N (T ) of T in U both equal U . Therefore, the Weyl group W = N (T )/C(T ) of
U is the trivial group scheme ∗Z.

Let U be the F1-model of the inclusion U →P and P the Tits–Weyl model of
P . As a consequence of the cube lemma, µ+P restricts to a monoid law µ+U of U+.
Since T is the intersection of the maximal torus of P with U , U contains a point
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e such that ê
+

Z is T . Thus e ∈ Z (U ). If one can show that U does not contain any
other pseudo-Hopf point of rank 0, then U rk

= ê
?
' ∗F1 , and the group law µrk

P
of P rk restricts to the trivial group law µrk

U of U rk. In this case, U together with
(µrk

U ,µ
+

U ) is a Tits–Weyl model of U .

DEFINITION 6.3. Let G be the Tits–Weyl model of a reductive group scheme
and P a parabolic submonoid. A submonoid U of P is the unipotent radical of
P if U+Z is the unipotent radical of P+Z and if U is a Tits–Weyl model of U+Z .

REMARK 6.4. The uniqueness of U is clear: if U is the unipotent radical of
P = P+Z , then U must be the F1-model associated to U →P . It is, however, not
clear to me whether unipotent radicals always exist, that is, if always Z (U ) = {e}.

We can prove the existence of unipotent radicals in the following special
case. We call a parabolic subgroup of GL+n,Z that contains the subgroup of upper
triangular matrices a standard parabolic subgroup of GL+n,Z.

PROPOSITION 6.5. Let P be a standard parabolic subgroup of GL+n,Z and U
its unipotent radical. Let U ↪→ P be the associated F1-models. Then U is the
unipotent radical of P.

Proof. Everything is clear from the preceding discussion if we can show that
Z (U ) contains only one point. The unipotent radical of a standard parabolic
subgroup is of the form U = Spec[Ti, j ]/I where I is the ideal generated by
the equations Ti, j = 0 for i > j , Ti, j = 1 for i = j and Ti, j = 0 for certain pairs
(i, j) with i < j . Let I be the subset of n× n that contains all pairs (i, j) that did
not occur in the previous relations. Then U = SpecF1[Ti, j ](i, j)∈I ' A#I

F1
as a blue

scheme. It is clear that Z (U ) consists of only one point, which is the maximal
ideal (Ti, j)(i, j)∈I of F1[Ti, j ](i, j)∈I (cf. Example 3.7).

6.3. Levi subgroups. Let P be a parabolic subgroup of a reductive group
scheme G . Let U be the unipotent radical of P . If P contains a maximal
torus T of G , then P has a Levi subgroup M , that is, a reductive subgroup
that is isomorphic to the scheme theoretic quotient P/U such that for
every algebraically closed field k, Mk is the Levi subgroup of Pk (see [12,
Theorem 4.1.7, Proposition 5.2.3] or [13, Lemmas 2.1.5 and 2.1.8] for the
existence of M ). In particular, M contains the maximal torus T .

DEFINITION 6.6. Let G be the Tits–Weyl model of a reductive group scheme
G . Let P be a parabolic subgroup of G. A submonoid M of P is called a Levi
submonoid if M+Z is the Levi subgroup of P and if M is a Tits–Weyl model of M+Z .
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THEOREM 6.7. Let G be the Tits–Weyl model of a reductive group scheme G . Let
P be a parabolic submonoid of G. Then P contains a unique Levi submonoid M.

Proof. The uniqueness follows from the uniqueness of the Levi subgroup of
P+Z . The existence follows from the existence of the Levi subgroup of P+Z and
Theorem 5.7.

Appendix A. Examples of Tits–Weyl models

A.1. Nonstandard torus. There are different blue schemes together with a
monoid law in SchT that are Tits–Weyl models of the torus Gr

m,Z of rank r .
We give one example for r = 1, that is, a nonstandard Tits–Weyl model of the
multiplicative group scheme Gm,Z.

Namely, consider the blueprint B = F1[S, T±1
]�〈S ≡ 1+1〉. Its universal ring

is B+Z = Z[T±1
], the coordinate ring of Gm,Z. Thus G = Spec B is an F1-model

of Gm,Z. The blue scheme G consists of two points: the closed point x = (S),
which is of characteristic 2, and the generic point η = (0), which has all potential
characteristics except for 2. The point η is the only pseudo-Hopf point of G, that
is, Z (G) = {η}. The rank space of G is G rk

' SpecF1[T±1
] and its universal

semiring scheme is G+ ' SpecN[T±1
].

The group law of Gm,Z descends to a morphism µ : G ×G → G. Namely, it is
given by the morphism

Γ µ : B −→ B ⊗F1 B = F1[S1, S2, T±1
1 , T±1

2 ]�〈S1 ≡ 1+ 1 ≡ S2〉

between the global sections of G and G × G that is defined by Γ µ(S) = S1

and Γ µ(T ) = T1 ⊗ T2. Indeed G becomes a semigroup object in Schrk
F1

without
an identity: there is no morphism B → F1 since F1 contains no element S′ that
satisfies S′ ≡ 1+ 1.

However, the morphism µ maps Z (G × G) to Z (G), that is, µ is Tits. In the
category SchT , the pair

(
G,µ) is a group. Since the Weyl group of Gm,Z is the

trivial group and G rk consists of one point, G is a Tits–Weyl model of Gm,Z.
While it is clear that G is not isomorphic to Gm,F1 = SpecF1[T±1

] in SchF1 ,
the locally algebraic morphism ϕ : G → Gm,F1 that is defined by the obvious
inclusion F1[T±1

] ↪→ F1[S, T±1
]�〈S ≡ 1 + 1〉 is Tits and an isomorphism of

groups in SchT .
More generally, it can be shown that every cancellative Tits model G of Gr

m,Z

is the spectrum of a subblueprint of Z[T±1
1 , . . . , T±1

r ] that contains F1[T±1
1 , . . . ,

T±1
r ], but not −1. Moreover, the inclusion F1[T±1

1 , . . . , T±1
r ] ↪→ Γ G is Tits and

defines an isomorphism G → Gm,F1 of groups in SchT .
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Figure 4. The standard model of SL2.

A.2. Tits–Weyl models of type A1. In this section, we calculate explicitly the
different Tits–Weyl models that we described in the main text of the paper for
groups of type A1. Namely, we reconsider the standard model SL2 of the special
linear group, the Tits–Weyl model of the adjoint group G of type A1 given by the
conjugation action on Mat2×2 and the Tits–Weyl model of G given by the adjoint
representation.

The standard model of SL2. We reconsider the example SL2 = SpecF1[SL2]

with F1[SL2] = F1[T1, . . . , T4]�〈T1T4 ≡ T2T3 + 1〉 and make the heuristics from
the introduction precise. The prime ideals p of F1[SL2] are generated by a subset
of {T1, . . . , T4} such that not both T1T4 and T2T3 are contained in p. We illustrate
SL2 in Figure 4 where the encircled points are the pseudo-Hopf points of minimal
rank.

One sees clearly that the maximal ideal p2,3 = (T2, T3) corresponds to the
diagonal torus T =

{(
∗ 0
0 ∗

)}
of the matrix group SL2(k) (where k is a ring and ∗

stays for a nonzero entry) and p1,4 = (T1, T4) corresponds to the subset
{(

0 ∗
∗ 0

)}
of

antidiagonal matrices. The ideals p1 = (T1), p2 = (T2), p3 = (T3) and p4 = (T4)

correspond to the respective subsets
{(

0 ∗
∗ ∗

)}
,
{(
∗ 0
∗ ∗

)}
,
{(
∗ ∗

0 ∗

)}
and

{(
∗ ∗

∗ 0

)}
, while (0)

corresponds to the subset
{(
∗ ∗

∗ ∗

)}
.

The adjoint group of type A1 via conjugation. We turn to the adjoint group
G of type A1. Note that G (k) = PSL2(k) if we consider an algebraically closed
field k. One can represent PSL2(k) by the conjugation action on 2 × 2-matrices.
Consider

(
a b
c d

)
∈ SL2(k) and

(e f
g h

)
∈ Mat2×2(k). Then the product(

a b
c d

)(
e f
g h

)(
a b
c d

)−1

=

(
ade − ac f + bdg − bch −abe + a2 f − b2g + abh
cde − c2 f + d2g − cdh −bce + ac f − bdg + adh

)
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shows that PSL2(k) acts on the 4-dimensional affine space, generated by e, f , g
and h, via the matrices

A(a, b, c, d) =


ad −ac bd −bc
−ab a2

−b2 ab
cd −c2 d2

−cd
−bc ac −bd ad


with ad − bc = 1. This is a faithful representation of PSL2(k). The algebraic
group Gk over k that is associated to the group PSL2(k) = {A(a, b, c, d)|ad −
bc = 1} ⊂ +A4

k descends to an integral model G ⊂ GL+4,Z, which is an adjoint
Chevalley group of type A1. Let G be the associated F1-model. Then the prime
ideals of G are generated by subsets of {Ti, j }i, j=1,...,4 where Ti, j is the matrix
coefficient at (i, j). Since ad − bc = 1, one of ad and bc has to be nonzero for
A(a, b, c, d) ∈ PSL2(k). We consider the various possible combinations of a, b,
c and d being zero or not (as above, ∗ denotes a nonzero entry):

a = 0 :


0 0 ∗ ∗
0 0 ∗ 0
∗ ∗ ∗ ∗

∗ 0 ∗ 0

 b = 0 :


∗ ∗ 0 0
0 ∗ 0 0
∗ ∗ ∗ ∗

0 ∗ 0 ∗



c = 0 :


∗ 0 ∗ 0
∗ ∗ ∗ ∗

0 0 ∗ 0
0 0 ∗ ∗



d = 0 :


0 ∗ 0 ∗
∗ ∗ ∗ ∗

0 ∗ 0 0
∗ ∗ 0 0

 a = d = 0 :


0 0 0 ∗
0 0 ∗ 0
0 ∗ 0 0
∗ 0 0 0



b = c = 0 :


∗ 0 0 0
0 ∗ 0 0
0 0 ∗ 0
0 0 0 ∗


The case a, b, c, d 6= 0 corresponds to the matrices A(a, b, c, d) with no
vanishing coefficient. The zero entries of each case stay for the generators Ti, j of
the prime ideals of G. Without writing out the generating sets, we see in Figure 5
that the topological space of G is the same as the topological space of SL2.

Since the maximal points (which are encircled in Figure 5) correspond to the
diagonal and antidiagonal matrices, respectively, they are the pseudo-Hopf points
of minimal rank. The pre-rank space G∼ is discrete and G rk embeds into G.
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Figure 5. The Tits–Weyl model of type A1 defined by the conjugation action.

The adjoint group of type A1 via the adjoint action. Let G be the Tits–Weyl
model of the adjoint group G of type A1 that is defined by the adjoint action of
G on its Lie algebra. The roots system of type A1 is Φ = {±a} and the set of
primitive roots is Π = {a}. Thus a basis of the Lie algebra of G is given by the
ordered tuple Ψ = (l−a, ha, la) where we chose this ordering of Ψ to obtain nice
matrix representations below. Since G is defined as a closed subscheme of GL3,
every point x of G is of the form pI for some I ⊂ {1, 2, 3} × {1, 2, 3}. Since G
is cancellative, the morphism βG : G → G is surjective by Lemma 2.32. Thus a
point pI ∈ GL3 is contained in G ⊂ GL3 if and only if there is an algebraically
closed field k and a matrix (ai, j) ∈ G (k) such that ai, j = 0 if and only if
(i, j) ∈ I . This reduces the study of the topological space of G to the study of
matrices (ai, j) ∈ G (k), for which we can use explicit formulae.

There is a surjective group homomorphism ϕ : SL2(k)→ G (k) (see [7, Section
6]). We describe the image of certain elements of SL2(k) in G ⊂ GL3(k) with
respect to the basis Ψ = (l−a, ha, la):

ϕ

((
1 t
0 1

))
=

1 t −t2

0 1 −2t
0 0 1

 , ϕ

((
λ 0
0 λ−1

))
=

λ−2 0 0
0 1 0
0 0 λ2

 and

ϕ

((
0 1
−1 0

))
=

 0 0 −1
0 −1 0
−1 0 0

 .
For the first equation, see [7, Section 6.2], for the second equation Proposition
6.4.1 and for the last equation [7, Propositions 6.4.2 and 6.4.3].

The Bruhat decomposition of SL2(k) is SL2(k) = B(k)q BwB(k) where w =(
0 1
−1 0

)
and B is the upper triangular Borel subgroup of SL2, that is, B(k) is the

set of all matrices that can written as a product
(
λ 0
0 λ−1

)(
1 t
0 1

)
with λ ∈ k× and

t ∈ k. In other words, every element (ai, j) ∈ SL2(k) can be written as a product(
λ 0
0 λ−1

)(
1 t
0 1

)
or as a product

(
1 s
0 1

)(
0 1
−1 0

)(
λ 0
0 λ−1

)(
1 t
0 1

)
with λ ∈ k× and s, t ∈ k. Since
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ϕ : SL2(k)→ G (k) is a surjective group homomorphism, we yield

G (k) =


λ−2 λ−2t −λ−2t2

0 1 −2t
0 0 λ2


λ∈k×

t∈k

×q


λ−2s2

−s + λ−2ts2
−λ2
+ 2st − λ−2s2t2

2λ−2s −1+ 2λ−2st 2t − 2λ−2st2

−λ−2
−λ−2t λ−2t2


λ∈k×
s,t∈k

.

To find the points of G, we have to investigate for which λ, s, t a matrix coefficient
of the above matrices vanishes. Concerning the first matrix, we see that the
following cases appear:

t = 0 :

∗ 0 0
0 ∗ 0
0 0 ∗

 pe

t 6= 0, char k 6= 2 :

∗ ∗ ∗0 ∗ ∗
0 0 ∗

 x1 = p{(2,1),(3,1),(3,2)}

t 6= 0, char k = 2 :

∗ ∗ ∗0 ∗ 0
0 0 ∗

 x ′1 = p{(2,1),(2,3),(3,1),(3,2)}

where ∗ stays for a nonzero entry and the right hand side column lists the image
points in G ⊂ GL3 together with the notation used in Figure 6. Recall from
Section 5.1 that pe

= pI (e) where e ∈ S3 is the trivial permutation.
Concerning the second matrix, we have to consider more cases. If not both s

and t are nonzero, we obtain immediately the following list:

s = t = 0 :

0 0 ∗
0 ∗ 0
∗ 0 0

 pσ

s = 0, t 6= 0, char k 6= 2 :

0 0 ∗
0 ∗ ∗
∗ ∗ ∗

 x3 = p{(1,1),(1,2),(2,1)}

s = 0, t 6= 0, char k = 2 :

0 0 ∗
0 ∗ 0
∗ ∗ ∗

 x ′3 = p{(1,1),(1,2),(2,1),(2,3)}
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s 6= 0, t = 0, char k 6= 2 :

∗ ∗ ∗∗ ∗ 0
∗ 0 0

 x4 = p{(2,3),(3,2),(3,3)}

s 6= 0, t 6= 0, char k = 2 :

∗ ∗ ∗0 ∗ 0
∗ 0 0

 x ′4 = p{(2,1),(2,3),(3,2),(3,3)}.

To investigate the cases of vanishing matrix coefficients with s 6= 0 6= t , consider
the following cases:

−s + λ−2s2t = 0 ⇐⇒ ts = λ2

−λ2
+ 2st − λ−2s2t2

= 0 ⇐⇒ ts = λ2

−1+ 2λ−2st = 0 ⇐⇒ 2ts = λ2 (in this case char k 6= 2)

2t − 2λ−2st2
= 0 ⇐⇒ ts = λ2 (if char k 6= 2)

This yields the following additional points of G where s 6= 0 6= t :

st = λ2, char k 6= 2 :

∗ 0 0
∗ ∗ 0
∗ ∗ ∗

 x2 = p{(1,2),(1,3),(2,3)}

st = λ2, char k = 2 :

∗ 0 0
0 ∗ 0
∗ ∗ ∗

 x ′2 = p{(1,2),(1,3),(2,1),(2,3)}

2st = λ2, char k 6= 2 :

∗ ∗ ∗∗ 0 ∗
∗ ∗ ∗

 x5 = p{(2,2)}

st 6= λ2
6= 2st, char k 6= 2 :

∗ ∗ ∗∗ ∗ ∗

∗ ∗ ∗

 η = p∅

st 6= λ2
6= 2st, char k = 2 :

∗ ∗ ∗0 ∗ 0
∗ ∗ ∗

 η′ = p{(2,1),(2,3)}.

We summarize these calculations in Figure 6. The circled points are the pseudo-
Hopf points of minimal rank.

REMARK A.1. It is clear that this Tits–Weyl model of G differs in SchF1 from
the Tits–Weyl model that is defined by the conjugation action on 2 × 2-matrices
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Figure 6. The Tits–Weyl model of type A1 defined by the adjoint action.

(cf. Figure 5). It is, however, not clear to me whether these two models of G are
isomorphic in SchT or not.

References

[1] M. Artin, J. E. Bertin, M. Demazure, P. Gabriel, A. Grothendieck, M. Raynaud and and J.-P.
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