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#### Abstract

The basic problem in this paper is that of determining the geometry of an arbitrary doubly-connected region in $R^{2}$ together with an impedance condition on its inner boundary and another impedance condition on its outer boundary, from the complete knowledge of the eigenvalues $\left\{\lambda_{j}\right\}_{j=1}^{\infty}$ for the two-dimensional Laplacian using the asymptotic expansion of the spectral function $\theta(t)=\sum_{j=1}^{\infty} \exp \left(-t \lambda_{j}\right)$ for small positive $t$.


## 1. Introduction

The underlying problem is to deduce the precise shape of a membrane from the complete knowledge of the eigenvalues $\lambda_{j}$ for the Laplace operator $\Delta=$ $\sum_{i=1}^{2}\left(\partial / \partial x^{i}\right)^{2}$ in the $x^{1} x^{2}$-plane.

Let $\Omega \subseteq R^{2}$ be a simply connected bounded domain with a smooth boundary $\partial \Omega$. Consider the impedance problem

$$
\begin{equation*}
(\Delta+\lambda) u=0 \quad \text { in } \Omega, \quad(\partial / \partial n+\gamma) u=0 \quad \text { on } \partial \Omega, \tag{1.1}
\end{equation*}
$$

where $\partial / \partial n$ denotes differentiation along the inward pointing normal to $\partial \Omega$, $\gamma$ is a positive constant and $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$.

Denote its eigenvalues, counted according to multiplicity, by

$$
\begin{equation*}
0<\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \cdots \leq \lambda_{j} \leq \cdots \rightarrow \infty \quad \text { as } j \rightarrow \infty . \tag{1.2}
\end{equation*}
$$

The problem of determining the geometry of $\Omega$ and the impedance $\gamma$ has been discussed recently in [4] from the asymptotic behaviour of the spectral

[^0]function
\[

$$
\begin{equation*}
\theta(t)=\operatorname{tr}[\exp (-t \Delta)]=\sum_{j=1}^{\infty} \exp \left(-t \lambda_{j}\right), \quad \text { as } t \rightarrow 0 . \tag{1.3}
\end{equation*}
$$

\]

Problem (1.1) has been investigated in [2], [3], [5] in the following special cases:

Case 1. $\gamma=0$ (Neumann problem)

$$
\begin{align*}
& \theta(t)=\frac{|\Omega|}{4 \pi t}+\frac{|\partial \Omega|}{8(\pi t)^{1 / 2}}+a_{0}+\frac{7}{256}(t / \pi)^{1 / 2} \int_{\partial \Omega}(k(\sigma))^{2} d \sigma+O(t), \\
& \text { as } t \rightarrow 0 . \tag{1.4}
\end{align*}
$$

Case 2. $\gamma \rightarrow \infty$ (Dirichlet problem)

$$
\begin{array}{r}
\theta(t)=\frac{|\Omega|}{4 \pi t}-\frac{|\partial \Omega|}{8(\pi t)^{1 / 2}}+a_{0}+\frac{1}{256}(t / \pi)^{1 / 2} \int_{\partial \Omega}(k(\sigma))^{2} d \sigma+O(t), \\
\text { as } t \rightarrow 0 . \tag{1.5}
\end{array}
$$

In these formulae, $|\Omega|$ is the area of $\Omega,|\partial \Omega|$ is the total length of its boundary, $\sigma$ is the arc length of the counterclockwise oriented boundary $\partial \Omega$ and $k(\sigma)$ is the curvature of $\partial \Omega$. The constant term $a_{0}$ has geometric significance, e.g., if $\Omega$ is smooth and convex, then $a_{0}=1 / 6$ and if $\Omega$ is permitted to have a finite number " $H$ " of smooth convex holes, then $a_{0}=(1-H) / 6$.

Furthermore, it has been shown by Gottlieb [1] that if $L_{N}$ is the length of a part of the boundary $\partial \Omega$ with Neumann boundary condition and if $L_{D}$ is the length of the remaining part of $\partial \Omega$ with Dirichlet boundary condition, then

$$
\begin{equation*}
\theta(t)=\frac{|\Omega|}{4 \pi t}+\frac{L_{N}-L_{D}}{8(\pi t)^{1 / 2}}+a_{0}+O\left(t^{1 / 2}\right) \quad \text { as } t \rightarrow 0 . \tag{1.6}
\end{equation*}
$$

The object of this paper is to discuss the following inverse problem: Let $\Omega$ be an arbitrary doubly-connected region in $R^{2}$ surrounding internally by a simply connected bounded domain $\Omega_{1}$ with a smooth boundary $\partial \Omega_{1}$ and externally by a simply connected bounded domain $\Omega_{2}$ with a smooth boundary $\partial \Omega_{2}$. Suppose that the eigenvalues (1.2) are given for the impedance problem

$$
\begin{align*}
(\Delta+\lambda) u & =0 \quad \text { in } \Omega,  \tag{1.7}\\
\left(\partial / \partial n_{1}+\gamma_{1}\right) u & =0 \tag{1.8}
\end{align*} \quad \text { on } \partial \Omega_{1}, ~ \$
$$

and

$$
\begin{equation*}
\left(\partial / \partial n_{2}+\gamma_{2}\right) u=0 \quad \text { on } \partial \Omega_{2}, \tag{1.9}
\end{equation*}
$$

where $\partial / \partial n_{1}$ and $\partial / \partial n_{2}$ denote differentiations along the inward pointing normals to the boundaries $\partial \Omega_{1}$ and $\partial \Omega_{2}$ respectively, while $\gamma_{1}$ and $\gamma_{2}$ are positive constants. Determine the geometry of the arbitrary doubly-connected
region $\Omega$ as well as the impedances $\gamma_{1}$ and $\gamma_{2}$ from the asymptotic behaviour of $\theta(t)$ for small positive $t$.

Note that problem (1.7)-(1.9) has been investigated recently by Zayed [6] in the special case where

$$
\Omega=\{(r, \theta): a \leq r \leq b, 0 \leq \theta \leq 2 \pi\}
$$

is a circular annulus.

## 2. Statement of results

Suppose that the inner boundary $\partial \Omega_{1}$ of the region $\Omega$ is given locally by the equations $x^{i}=y^{i}\left(\sigma_{1}\right), i=1,2$ in which $\sigma_{1}$ is the arc length of the counterclockwise oriented inner boundary $\partial \Omega_{1}$ and $y^{i}\left(\sigma_{1}\right) \in C^{\infty}\left(\partial \Omega_{1}\right)$. Suppose also that the outer boundary $\partial \Omega_{2}$ of $\Omega$ is given by the equations $x^{i}=y^{i}\left(\sigma_{2}\right)$, $i=1,2$ in which $\sigma_{2}$ is the arc length of the counterclockwise oriented outer boundary $\partial \Omega_{2}$ and $y^{i}\left(\sigma_{2}\right) \in C^{\infty}\left(\partial \Omega_{2}\right)$. Let $L_{1}$ and $L_{2}$ be the lengths of $\partial \Omega_{1}$ and $\partial \Omega_{2}$ respectively. Let $k_{1}\left(\sigma_{1}\right)$ and $k_{2}\left(\sigma_{2}\right)$ be the curvatures of $\partial \Omega_{1}$ and $\partial \Omega_{2}$ respectively, where $\int_{\partial \Omega_{1}} k_{1}\left(\sigma_{1}\right) d \sigma_{1}=\int_{\partial \Omega_{2}} k_{2}\left(\sigma_{2}\right) d \sigma_{2}=2 \pi$. Thus, the results of our main problem (1.7)-(1.9) which will be constructed in Section 7 can be summarized in the following cases:

Case 1. $\left(0<\gamma_{1} \ll 1, \gamma_{2} \gg 1\right)$

$$
\begin{array}{r}
\theta(t)=\frac{|\Omega|}{4 \pi t}+\frac{1}{8(\pi t)^{1 / 2}}\left\{L_{1}-\left(L_{2}+2 \pi \gamma_{2}^{-1}\right)\right\}-\frac{\gamma_{1} L_{1}}{2 \pi}+O\left(t^{1 / 2}\right), \\
\text { as } t \rightarrow 0 . \tag{2.1}
\end{array}
$$

Case 2. $\left(\gamma_{1} \gg 1,0<\gamma_{2} \ll 1\right)$
In this case the asymptotic expansion of $\theta(t)$ as $t \rightarrow 0$ follows from (2.1) with the interchanges $L_{1} \leftrightarrow L_{2}$ and $\gamma_{1} \leftrightarrow \gamma_{2}$.

Case 3. $\left(\gamma_{1}, \gamma_{2} \gg 1\right)$

$$
\begin{array}{r}
\theta(t)=\frac{|\Omega|}{4 \pi t}-\frac{1}{8(\pi t)^{1 / 2}}\left\{\left(L_{1}+2 \pi \gamma_{1}^{-1}\right)+\left(L_{2}+2 \pi \gamma_{2}^{-1}\right)\right\}+O\left(t^{1 / 2}\right), \\
\text { as } t \rightarrow 0 . \tag{2.2}
\end{array}
$$

Case 4. $\left(0<\gamma_{1}, \gamma_{2} \ll 1\right)$

$$
\begin{equation*}
\theta(t)=\frac{|\Omega|}{4 \pi t}+\frac{L_{1}+L_{2}}{8(\pi t)^{1 / 2}}-\frac{1}{2 \pi}\left(\gamma_{2} L_{2}-\gamma_{1} L_{1}\right)+O\left(t^{1 / 2}\right), \quad \text { as } t \rightarrow 0 . \tag{2.3}
\end{equation*}
$$

With reference to formulae (1.4)-(1.6) the asymptotic expansions (2.1)(2.3) may be interpreted as follows:
(i) $\Omega$ is an arbitrary doubly-connected region in $R^{2}$ and we have the impedance boundary conditions (1.8), (1.9) with small/large impedances $\gamma_{1}$, $\gamma_{2}$ as indicated in the specifications of the four respective cases.
(ii) For the first three terms, $\Omega$ is an arbitrary doubly-connected region in $R^{2}$ of area $|\Omega|$.

In case 1 , it has $H=\left(1+\left(3 \gamma_{1} L_{1}\right) / \pi\right)$ holes, a part of the boundary of length $L_{1}$ with Neumann boundary condition and the other part of length ( $L_{2}+2 \pi \gamma_{2}^{-1}$ ) with Dirichlet boundary condition, provided $H$ is an integer.

In case 3, it has only one hole ( $H=1$ ), a boundary of length $\left\{\left(L_{1}+\right.\right.$ $\left.\left.2 \pi \gamma_{1}^{-1}\right)+\left(L_{2}+2 \pi \gamma_{2}^{-1}\right)\right\}$ together with Dirichlet boundary conditions on $\partial \Omega_{1}$ and $\partial \Omega_{2}$.

In case 4, it has $H=1+3\left(\gamma_{2} L_{2}-\gamma_{1} L_{1}\right) / \pi$ holes, a boundary of length $L_{1}+$ $L_{2}$ together with Neumann boundary conditions on $\partial \Omega_{1}$ and $\partial \Omega_{2}$, provided $H$ is an integer.

## 3. Formulation of the mathematical problem

With reference to [2] and using the same arguments of Section 1 in [4] and Section 2 in [6], we deduce that the spectral function $\theta(t)$ associated with our main problem (1.7)-(1.8) can be written in the form:

$$
\begin{equation*}
\theta(t)=|\Omega| /(4 \pi t)+K(t), \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
K(t)=\iint_{\Omega} x(\underset{\sim}{x}, \underset{\sim}{x} ; t) d x, \tag{3.2}
\end{equation*}
$$

where $|\Omega|$ is the area of the region $\Omega$, while $\chi\left(\underset{\sim}{x}, x_{2} ; t\right)$ is a regular part of the Green's function $G\left(\underset{\sim}{x},{\underset{\sim}{x}}_{2} ; t\right)$ for the heat equation $\Delta u=\partial u / \partial t$. In what follows, we shall use Laplace transforms with respect to $t$, and use $s^{2}$ as the Laplace transform parameter; thus

$$
\begin{equation*}
\bar{G}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)=\int_{0}^{+\infty} \exp ^{-\left(s^{2} t\right)} G(\underset{\sim}{x} 1, \underset{\sim}{x} ; t) d t . \tag{3.3}
\end{equation*}
$$

Consequently, we deduce that $\bar{G}\left(\underset{\sim}{x} 1, \underset{\sim}{x} ; s^{2}\right)$ satisfies the membrance equation

$$
\begin{equation*}
\left(\Delta-s^{2}\right) \bar{G}\left(\underset{\sim}{x} 1,{\underset{\sim}{x}}_{2}^{x} ; s^{2}\right)=-\delta(\underset{\sim}{x},-\underset{\sim}{x}) \quad \text { in } \Omega, \tag{3.4}
\end{equation*}
$$

together with the impedence conditions (1.8), (1.9), where $\delta\left({\underset{\sim}{x}}_{1}-{\underset{\sim}{2}}_{2}\right)$ is the Dirac delta function located at the source point $\underset{\sim}{x}{\underset{\sim}{x}}^{x}{\underset{\sim}{x}}_{2}$.

The asymptotic expansion of $K(t)$ as $t \rightarrow 0$ may then be deduced directly from the asymptotic expansion of $\bar{K}\left(s^{2}\right)$ as $s \rightarrow \infty$, where

$$
\begin{equation*}
\left.\bar{K}\left(s^{2}\right)=\iint_{\Omega} \bar{\chi} \underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right) d \underset{\sim}{x} \tag{3.5}
\end{equation*}
$$

## 4. Construction of Green's functions

It is well known [6] that the membrane equation (3.4) has the fundamental solution $\bar{G}_{0}\left(\underset{\sim}{x} 1, \underset{\sim}{x} ; s^{2}\right)=K_{0}\left(s{\underset{\sim}{x}}_{1}{\underset{\sim}{x}}_{2}\right) / 2 \pi$, where ${\underset{\sim}{x}}_{x_{1} x_{2}}=|\underset{\sim}{x} 1-\underset{\sim}{x}|$ is the distance between the points $\underset{\sim}{x}=\left(x_{1}^{1}, x_{1}^{2}\right), \underset{\sim}{x}=\left(x_{2}^{1}, x_{2}^{2}\right)$ of the region $\Omega$ and $K_{0}$ is the modified Bessel function of the second kind and of zero order. The existence of this solution enables us to construct integral equations for $\bar{G}\left(\underset{\sim}{x},{\underset{\sim}{x}}_{2} ; s^{2}\right)$ satisfying the impedance boundary conditions (1.8), (1.9) for small/large impedances $\gamma_{1}, \gamma_{2}$. Therefore, Green's theorem gives:
Case 1. $\left(0<\gamma_{1} \ll 1, \gamma_{2} \gg 1\right)$

$$
\begin{aligned}
& \bar{G}\left(\underset{\sim}{x} 1, \underset{\sim}{x} 2 ; s^{2}\right)=K_{0}\left(s_{\underset{\sim}{x}}^{r_{\sim}^{x}} \underset{\sim}{2}\right) / 2 \pi
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{\pi} \int_{\partial \Omega_{2}} \partial / \partial n_{2 \underset{\sim}{y}} \bar{G}\left(\underset{\sim}{x}, \underset{\sim}{y} ; s^{2}\right)\left\{\left(K_{0}\left(s r_{\underset{\sim}{y}}^{\underset{\sim}{x}}\right)+\gamma_{2}^{-1} \partial / \partial n_{2 \underset{\sim}{y}} K_{0}\left(s{\underset{\sim}{\underset{\sim}{x}}}_{\underset{\sim}{x}}\right)\right\} d \underset{\sim}{y} .\right. \tag{4.1}
\end{align*}
$$

Case 2. ( $\gamma_{1} \gg 1,0<\gamma_{2}<1$ )
In this case $\bar{G}\left(\underset{\sim}{x},{\underset{\sim}{x}}_{2}^{x} ; s^{2}\right)$ has the same form (4.1) with the interchange $\partial \Omega_{1} \leftrightarrow \partial \Omega_{2}, \gamma_{1} \leftrightarrow \gamma_{2}$ and $\underset{\sim}{n} \boldsymbol{n}_{1} \leftrightarrow{\underset{\sim}{n}}_{2}$.
Case 3. $\left(\gamma_{1}, \gamma_{2} \gg 1\right)$
In this case $\bar{G}\left(\underset{\sim}{x} 1,{\underset{\sim}{x}}_{2} ; s^{2}\right)$ has the same form (4.1) except its second term which is different from the second term of (4.1). In case 3 , the second term of $\bar{G}\left(\underset{\sim}{x} 1, \underset{\sim}{x} ; s^{2}\right)$ is equal to the negative of the third term of (4.1) with the interchanges $\partial \Omega_{1} \leftrightarrow \partial \Omega_{2}, \gamma_{1} \leftrightarrow \gamma_{2}$ and $\underset{\sim}{n} \leftrightarrow{\underset{\sim}{n}}_{2}$.
Case 4. $\left(0<\gamma_{1}, \gamma_{2} \ll 1\right)$
In this case $\bar{G}\left(\underset{\sim}{x},{\underset{\sim}{x}}_{2} ; s^{2}\right)$ has the same form (4.1) except its third term which is different from the third term of (4.1). In case 4, the third term of $\bar{G}\left(\underset{\sim}{x} 1,{\underset{\sim}{x}}_{2}^{x} ; s^{2}\right)$ is equal to the negative of the second term of (4.1) with the interchanges $\partial \Omega_{1} \leftrightarrow \partial \Omega_{2}, \gamma_{1} \leftrightarrow \gamma_{2}$, and $\underset{\sim}{\eta_{1}} \leftrightarrow{\underset{\sim}{n}}_{2}$.

On applying the iteration method (see [4]) to the integral equation (4.1), we obtain the Green's function $\bar{G}\left(\underset{\sim}{x},{\underset{\sim}{x}}_{2} ; s^{2}\right)$ which has the regular part:

$$
\begin{aligned}
& +\frac{1}{2 \pi^{2}} \int_{\partial \Omega_{1}} \int_{\partial \Omega_{1}} K_{0}\left(s r_{\underset{\sim}{x}}^{1} \underset{\sim}{y}\right) M_{1}\left(\underset{\sim}{y},{\underset{\sim}{x}}^{\prime}\right) \\
& \times\left\{\frac{\partial}{\partial n_{1}{\underset{\sim}{y}}^{\prime}} K_{0}\left(s r_{\underset{\sim}{y^{\prime}}}^{\underset{\sim}{x}}{ }_{2}\right)+\gamma_{1} K_{0}\left(s{\underset{\sim}{\underset{y}{y}}}^{\prime}{\underset{\sim}{x}}^{2}\right)\right\} d \underset{\sim}{y} d{\underset{\sim}{y}}^{\prime} \\
& +\frac{1}{2 \pi^{2}} \int_{\partial \Omega_{2}} \int_{\partial \Omega_{2}} \frac{\partial}{\partial n_{2 \underset{\sim}{y}}} K_{0}\left(s r_{\sim}^{x}, \underset{\sim}{y}\right) M_{2}(\underset{\sim}{y}, \underset{\sim}{y})
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{2 \pi^{2}} \int_{\partial \Omega_{1}}\left\{\int_{\partial \Omega_{2}} \frac{\partial}{\partial n_{2 \sim}} K_{\sim} K_{0}\left(s r_{\underset{\sim}{x}} \underset{\sim}{y}\right) M_{3}(\underset{\sim}{y}, \underset{\sim}{y}) d \underset{\sim}{y}\right\} \\
& \times\left\{\frac{\partial}{\partial n_{1 \underset{\sim}{y^{\prime}}}} K_{0}\left(s{\underset{\sim}{\underset{\sim}{y^{\prime}}}}^{x_{2}}\right)+\gamma_{1} K_{0}\left(s{\underset{\underset{\sim}{y^{\prime}}}{ }{\underset{\sim}{x}}^{2}}\right)\right\} d \underset{\sim}{y^{\prime}} \\
& +\frac{1}{2 \pi^{2}} \int_{\partial \Omega_{2}}\left\{\int_{\partial \Omega_{1}} K_{0}\left(s r_{\underset{\sim}{x}} \underset{\sim}{y}\right) M_{4}(\underset{\sim}{y}, \underset{\sim}{y}) d \underset{\sim}{y}\right\} \\
& \times\left\{K_{0}\left(s{\underset{\sim}{\underset{\sim}{y}}}^{\prime} \underset{\sim}{x}\right)+\gamma_{2}^{-1} \frac{\partial}{\partial n_{2{\underset{\sim}{2}}_{\prime}^{\prime}}} K_{0}\left(s{\underset{\sim}{{\underset{\sim}{x}}^{\prime}}}_{\underset{\sim}{x}}\right)\right\} d{\underset{\sim}{y}}^{\prime}, \tag{4.2}
\end{align*}
$$

where

$$
\begin{align*}
& M_{i}(\underset{\sim}{y}, \underset{\sim}{y})=\sum_{\nu=0}^{\infty} K_{i}^{(\nu)}\left(\underset{\sim}{y^{\prime}}, \underset{\sim}{y}\right), \quad i=1-4,  \tag{4.3}\\
& K_{1}(\underset{\sim}{( }, \underset{\sim}{\prime}, \underset{\sim}{y})=\frac{1}{\pi}\left\{\frac{\partial}{\partial n_{1} \underset{\sim}{r}} K_{0}\left(s r_{\underset{\sim}{y}}^{{\underset{\sim}{x}}^{\prime}}\right)+\gamma_{1} K_{0}\left(s{\underset{\sim}{y}}_{{\underset{\sim}{y}}^{\prime}}\right)\right\} \text {, }  \tag{4.4}\\
& K_{2}(\underset{\sim}{\prime}, \underset{\sim}{y})=\frac{1}{\pi}\left\{\frac{\partial}{\partial n_{2{\underset{\sim}{2}}^{\prime}}} K_{0}\left(s{\underset{\sim}{\underset{\sim}{y}}}^{y^{\prime}}\right)+\gamma_{2}^{-1} \frac{\partial^{2}}{\partial n_{2 \underset{ }{2}} \partial n_{2{\underset{\sim}{y}}^{\prime}}} K_{0}\left(s r_{\underset{\sim}{y^{\prime}}}\right)\right\}, \tag{4.5}
\end{align*}
$$

$$
\begin{equation*}
K_{3}\left({\underset{\sim}{y}}^{\prime}, \underset{\sim}{y}\right)=\frac{1}{\pi}\left\{K_{0}\left(s{\underset{\sim}{\underset{\sim}{y}}}^{r^{\prime}}\right)+\gamma_{2}^{-1} \frac{\partial}{\partial n_{2 \underset{\sim}{y}}} K_{0}\left(s{\underset{\sim}{\underset{\sim}{y}}}^{\prime}\right)\right\}, \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{4}\left(\underset{\sim}{y^{\prime}}, \underset{\sim}{y}\right)=\frac{i}{\pi}\left\{\frac{\hat{\partial}^{2}}{\partial n_{1 \underset{\sim}{y}}} \partial n_{2{\underset{\sim}{y}}^{\prime}} K_{0}\left(s{\underset{\sim}{y}}_{{\underset{\sim}{y}}^{\prime}}\right)+\gamma_{1} \frac{\hat{\partial}}{\partial n_{2 y^{\prime}}} K_{0}\left(s r_{\underset{\sim}{y} y^{\prime}}\right)\right\} . \tag{4.7}
\end{equation*}
$$

Similarly, we can find $\bar{\chi}\left(\underset{\sim}{x} 1,{\underset{\sim}{x}}_{2}^{x} ; s^{2}\right)$ for the other three cases.
On the basis of (4.2) the function $\bar{\chi}\left(\underset{\sim}{x},{\underset{\sim}{x}}_{2}^{x} ; s^{2}\right)$ will be estimated for large values of $s$ together with small $\gamma_{1}$ and large $\gamma_{2}$. The case when $\underset{\sim}{x} 1$ and $\underset{\sim}{x} \underset{2}{x}$ lie in the neighbourhood of the inner boundary $\partial \Omega_{1}$ or in the neighbourhood of the outer boundary $\partial \Omega_{2}$ is particularly interesting. To this end we shall use coordinates similar to those obtained in [4] as follows:

## 5. Differential geometry of the boundaries $\partial \Omega_{1}$ and $\partial \Omega_{2}$

Let $n_{1}, n_{2}$ be the minimum distances from a point $\underset{\sim}{x}=\left(x^{1}, x^{2}\right)$ of the region $\Omega$ to the boundaries $\partial \Omega_{1}, \partial \Omega_{2}$ respectively. Letters $\underset{\sim}{n}\left(\sigma_{1}\right), \underset{\sim}{n}\left(\sigma_{2}\right)$ denote the inward drawn unit normals to $\partial \Omega_{1}, \partial \Omega_{2}$ respectively. We note that the coordinates in the neighbourhood of $\partial \Omega_{2}$ and its diagrams (see Figure 1(a), Figure 2) are in the same form as in Section 3 of [4] with the interchanges $\sigma \leftrightarrow \sigma_{2}, n \leftrightarrow n_{2}, h \leftrightarrow h_{2}, I \leftrightarrow I_{2}, C(I) \leftrightarrow C\left(I_{2}\right), \delta \leftrightarrow \delta_{2}$. Thus, we have the same formula (3.1)-(3.4) of Section 3 in [4] with the interchanges $c(\sigma) \leftrightarrow k_{2}\left(\sigma_{2}\right), n \leftrightarrow n_{2}$ and $\underset{\sim}{n}(\sigma) \leftrightarrow \underset{\sim}{n} n_{2}\left(\sigma_{2}\right)$. Similarly, the coordinates in the neighbourhood of $\partial \Omega_{1}$ and its diagrams (see Figure 1(b), Figure 2) are similar to those obtained in Section 3 of [4] with the interchanges $\sigma \leftrightarrow \sigma_{1}$, $n \leftrightarrow n_{1}, h \leftrightarrow h_{1}, I \leftrightarrow I_{1}, C(I) \leftrightarrow C\left(I_{1}\right), \delta \leftrightarrow \delta_{1}$. The only remark here is that the two unit normal vectors on $\partial \Omega_{1}$ and $\partial \Omega_{2}$ are in the opposite direction.

Therefore, we have the same formulas (3.1)-(3.4) of Section 3 in [4] with the following interchanges: $c(\sigma) \leftrightarrow k_{1}\left(\sigma_{1}\right), n \leftrightarrow n_{1}, n(\sigma) \leftrightarrow{\underset{\sim}{1}}_{1}^{\left(\sigma_{1}\right)}$, the plus sign of the second term of (3.1) by the minus sign, the minus sign of the second term in the third equation of (3.2) by the plus sign, the constant $-1 / 12$ in (3.3) by $+7 / 12$ and finally the minus sign in the second term of (3.4) by the plus sign.
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## 6. Some local expansions

It now follows that the local expansions of the functions

$$
\begin{equation*}
K_{0}\left(s r_{\underset{\sim}{x y}}\right), \frac{\partial}{\partial n_{1 \underset{\sim}{y}}} K_{0}\left(s r_{\underset{\sim}{x}}\right), \frac{\partial}{\partial n_{2 \boldsymbol{q}}} K_{0}\left(s r_{\underset{\sim}{x y}}\right), \tag{6.1}
\end{equation*}
$$

when the distance between $\underset{\sim}{x}$ and $\underset{\sim}{y}$ is small, are very similar to those obtained in Sections 4, 5 or [4]. Consequently, for small $\gamma_{1}$ and large $\gamma_{2}$ the local behaviour of the following kernels:

$$
\begin{align*}
& K_{1}(\underset{\sim}{\prime}, \underset{\sim}{y}), K_{4}\left(\underset{\sim}{y^{\prime}}, \underset{\sim}{y}\right),  \tag{6.2}\\
& K_{2}(\underset{\sim}{y}, \underset{\sim}{y}), K_{3}\left(\underset{\sim}{y^{\prime}}, \underset{\sim}{y}\right), \tag{6.3}
\end{align*}
$$

when the distance between $\underset{\sim}{y}$ and $\underset{\sim}{y}{ }^{\prime}$ is small, follows directly from the knowledge of the local expansions of the functions (6.1). This follows from the definition of $e^{\lambda}$-functions (see [3], [4]) in small domains $C\left(I_{1}\right)$ and $C\left(I_{2}\right)$. Thus, using methods similar to those obtained in Sections 6-10 of [4], we can show that the functions (6.1) are $e^{\lambda}$-functions with degrees $\lambda=0,-1,-1$ respectively. Consequently, for small impedance $\gamma_{1}$ the functions (6.2) are $e^{\lambda}$ functions with degrees $\lambda=0,-1$ while for large impedence $\gamma_{2}$ the functions (6.3) are $e^{\lambda}$-functions with degrees $\lambda=0,1$ respectively.

Definition. If $\underset{\sim}{x}, \underset{\sim}{x}$ are points in a large domain $\Omega+\partial \Omega_{1}$ or $\Omega+\partial \Omega_{2}$, then we define

$$
\hat{r}_{12}=\min _{\sim}^{y}\left(r_{\sim}^{r_{1}} \underset{\sim}{y}+r_{\sim}^{x_{2}} \underset{\sim}{y}\right) \text { if } \underset{\sim}{y} \in \partial \Omega_{1},
$$

or

$$
\widehat{R}_{12}=\min _{\underset{\sim}{y}}\left(r_{\underset{\sim}{x}, y}+r_{\sim}^{r_{x} y}{\underset{\sim}{x}}\right) \text { if } \underset{\sim}{y} \in \partial \Omega_{2} .
$$

An $E^{\lambda}\left(\underset{\sim}{x},{\underset{\sim}{x}}_{2}^{x} ; s\right)$-function is defined and infinitely differentiable with respect to ${\underset{\sim}{x}}_{1}$ and ${\underset{\sim}{x}}_{2}$ when these points belong to a large domain $\Omega+\partial \Omega_{1}$ or $\Omega+\partial \Omega_{2}$ except when $\underset{\sim}{x}{\underset{\sim}{1}}^{x} \underset{\sim}{x} \underset{2}{ } \in \partial \Omega_{1}$ or $\partial \Omega_{2}$. Thus the $E^{\lambda}$-function has a similar local expansion of the $e^{\lambda}$-function (see [3], [4]).

By the help of Sections 8, 9 in [4] it is easily seen that formula (4.2) is an $E^{0}\left(\underset{\sim}{x},{\underset{\sim}{x}}_{2}^{x} ; s\right)$-function and consequently

$$
\begin{equation*}
\bar{G}\left(\underset{\sim}{x} 1, \underset{\sim}{x} ; s^{2}\right)=O\left\{\left[1+\left|\log s \hat{r}_{12}\right|\right] e^{-A s \hat{r}_{12}}\right\}+O\left\{\left[1+\left|\log s \widehat{R}_{12}\right|\right] e^{-B s \widehat{R}_{12}}\right\} \tag{6.4}
\end{equation*}
$$

which is valid for $s \rightarrow \infty$ and for small $\gamma_{1}$ and large $\gamma_{2}$, where $A$ and $B$ are positive constants. Formula (6.4) shows that $\bar{G}\left({\underset{\sim}{x}}_{1},{\underset{\sim}{x}}_{2} ; s^{2}\right)$ is exponentially small for $s \rightarrow \infty$. Similar statements are true in the other three cases.

With reference to Section 10 in [4], if the $e^{\lambda}$-expansions of the functions (6.1)-(6.3) are introduced into (4.2) and if we use formulae similar to (6.4), (6.9) of Section 6 in [4], we obtain the following local behaviour of
$\widehat{\chi}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)$ when $\hat{r}_{12}$ or $\widehat{R}_{12}$ is small which is valid for $s \rightarrow \infty$ and for small $\gamma_{1}$ and large $\gamma_{2}$ :

$$
\begin{equation*}
\bar{\chi}\left(\underset{\sim}{x}, \underset{\sim}{x} 2 ; s^{2}\right)=\bar{\chi}_{1}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{x}\right)+\bar{\chi}_{2}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s_{2} ;\right. \tag{6.5}
\end{equation*}
$$

where if $\underset{\sim}{x}, \underset{\sim}{x}{\underset{\sim}{2}}^{x}$ belong to a sufficiently small domain $C\left(I_{1}\right)$, then

$$
\begin{equation*}
\bar{\chi}_{1}\left(\underset{\sim}{x} 1, \underset{\sim}{x} ; s^{2}\right)=-\frac{1}{2 \pi}\left\{1-\gamma_{1}\left(\frac{\partial}{\partial \xi_{1}^{2}}\right)^{-1}\right\} K_{0}\left(s \hat{\rho}_{12}\right)+O\left(s^{-1} e^{-A s \hat{p}_{12}}\right), \tag{6.6}
\end{equation*}
$$

while, if $\underset{\sim}{x}, \underset{\sim}{x}$ belong to a sufficiently small domain $C\left(I_{2}\right)$, then

$$
\begin{equation*}
\bar{\chi}_{2}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)=-\frac{1}{2 \pi}\left\{1-\gamma_{2}^{-1}\left(\frac{\partial}{\partial \xi_{1}^{2}}\right)\right\} K_{0}\left(s \hat{\rho}_{12}\right)+O\left(s^{-1} e^{-B s \hat{\rho}_{12}}\right) . \tag{6.7}
\end{equation*}
$$

When $\hat{r}_{12} \geq \delta_{1}>0$ or $\hat{R}_{12} \geq \delta_{2}>0$ the function $\bar{\chi}\left(\underset{\sim}{x} 1,{\underset{\sim}{x}}_{2}^{x} ; s^{2}\right)$ is of order $O\left(e^{-N s}\right), s \rightarrow \infty, N>0$. Thus, since $\lim \hat{r}_{12} / \hat{\rho}_{12}=1$ or $\lim \hat{R}_{12} / \hat{\rho}_{12}=1$ when $\hat{r}_{12}$ or $\widehat{R}_{12}$ tends to zero, then we have the asymptotic formulae (6.6) and (6.7) with $\hat{\rho}_{12}$ in the small domains cases being replaced by $\hat{r}_{12}$ or $\widehat{R}_{12}$ in the large domain $\Omega+\partial \Omega_{1}$ or $\Omega+\partial \Omega_{2}$ respectively. Similar formulae for the other three cases can be found.

## 7. Construction of our results

Since for $\xi^{2} \geq h_{1}>0$ or $\xi^{2} \geq h_{2}>0$ the function $\bar{\chi}_{1}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)$ is of $O\left(\exp -\left(2 A s h_{1}\right)\right)$ while the function $\bar{\chi}_{2}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)$ is of $O\left(\exp \left(-2 B s h_{2}\right)\right)$, the integral over the region $\Omega$ of the function $\bar{\chi}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)$ can be approximated in the following way (see (3.5)):

$$
\begin{align*}
\bar{K}\left(s^{2}\right)= & \int_{\xi^{2}=0}^{h_{2}} \int_{\xi^{1}=0}^{L_{2}} \bar{x}_{2}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)\left\{1-k_{2}\left(\xi^{1}\right) \xi^{2}\right\} d \xi^{1} d \xi^{2} \\
& -\int_{\xi^{2}=0}^{h_{1}} \int_{\xi^{1}=0}^{L_{1}} \bar{\chi}_{1}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)\left\{1+k_{1}\left(\xi^{1}\right) \xi^{2}\right\} d \xi^{1} d \xi^{2} \\
& +O\left(\exp \left(-2 A s h_{1}\right)\right)+O\left(\exp \left(-2 B s h_{2}\right)\right) \text { as } s \rightarrow \infty \tag{7.1}
\end{align*}
$$

If the $e^{\lambda}$-expansions of $\bar{\chi}_{1}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)$ and $\bar{\chi}_{2}\left(\underset{\sim}{x}, \underset{\sim}{x} ; s^{2}\right)$ are introduced into (7.1), one obtains an asymptotic series of the form:

$$
\begin{equation*}
\bar{K}\left(s^{2}\right)=\sum_{n=1}^{j} a_{n} s^{-n}+O\left(s^{-j-1}\right) \text { as } s \rightarrow \infty \tag{7.2}
\end{equation*}
$$

where the coefficients $a_{n}$ for all four cases are calculated from the $e^{\lambda}$-expansions by the help of formula (11.3) of Section 11 in [4].

Finally, on inverting Laplace transforms and using (3.1) we arrive at our results (2.1)-(2.3).

## 8. Discussions and conclusions

In this paper we note that the definitions and the local expansions of $e^{\lambda}$ functions and $E^{\lambda}$-functions in the small domain $C\left(I_{2}\right)$ and the large domain $\Omega+\partial \Omega_{2}$ respectively are exactly the same as in Pleijel [3] and Sleeman and Zayed [4]. But the definitions and the local expansions of these functions in the small domain $C\left(I_{1}\right)$ and the large domain $\Omega+\partial \Omega_{1}$ may be different from those obtained in [3], [4] in the inclusion of the terms $\left(\partial / \partial \xi^{1}\right)^{l}$ and $\left(\partial / \partial \xi^{2}\right)^{m}$ and because the two unit normal vectors on $\partial \Omega_{1}$ and $\partial \Omega_{2}$ are in the opposite direction.

Pleijel has introduced these functions to estimate $\bar{\chi}\left({\underset{\sim}{x}}_{1},{\underset{\sim}{x}}_{2} ; s^{2}\right)$ as $s \rightarrow \infty$ for Neumann or Dirichlet problem when $\underset{\sim}{x},{\underset{\sim}{x}}_{2}$ lie in the neighbourhood of a smooth boundary of a general simply connected bounded domain, while in the present paper the author has used these functions to estimate $\bar{\chi}\left(\underset{\sim}{x},{\underset{\sim}{x}}^{x} ; s^{2}\right)$ as $s \rightarrow \infty$ for the impedance problem (1.7)-(1.9) with small/large impedances $\gamma_{1}, \gamma_{2}$, when $\underset{\sim}{x}, \underset{\sim}{x} 2$ lie in the neighbourhood of the inner and outer boundaries of a general doubly-connected domain in $R^{2}$. From these discussions we conclude that the reference [3] plays an important role in the present paper. Because of that, I am deeply grateful to the Swedish mathematician Professor A. Pleijel.
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