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Abstract

Introduction: Health technology assessment (HTA) plays a vital role in healthcare decision-
making globally, necessitating the identification of key factors impacting evaluation outcomes
due to the significant workload faced by HTA agencies.
Objectives: The aim of this study was to predict the approval status of evaluations conducted by
the Brazilian Committee for Health Technology Incorporation (CONITEC) using natural
language processing (NLP).
Methods:Data encompassing CONITEC’s official report summaries from 2012 to 2022. Textual
data was tokenized for NLP analysis. Least Absolute Shrinkage and Selection Operator, logistic
regression, support vector machine, random forest, neural network, and extreme gradient
boosting (XGBoost), were evaluated for accuracy, area under the receiver operating character-
istic curve (ROCAUC) score, precision, and recall. Cluster analysis using the k-modes algorithm
categorized entries into two clusters (approved, rejected).
Results: The neural network model exhibited the highest accuracy metrics (precision at 0.815,
accuracy at 0.769, ROC AUC at 0.871, and recall at 0.746), followed by XGBoost model. The
lexical analysis uncovered linguistic markers, like references to international HTA agencies’
experiences and government as demandant, potentially influencing CONITEC’s decisions.
Cluster and XGBoost analyses emphasized that approved evaluations mainly concerned drug
assessments, often government-initiated, while non-approved ones frequently evaluated drugs,
with the industry as the requester.
Conclusions: NLP model can predict health technology incorporation outcomes, opening
avenues for future research using HTA reports from other agencies. Thismodel has the potential
to enhance HTA system efficiency by offering initial insights and decision-making criteria,
thereby benefiting healthcare experts.

Introduction

Health demands constantly grow and evolve tomeet the emerging and changing needs of society in
response to social, political, economic, and technological changes. The health technology assess-
ment (HTA) process has been increasingly applied throughout the world as the main method to
inform policy and decision-making in healthcare on different types of technologies such as
medical-hospital materials, equipment, drugs, and procedures; besides, the HTA approach can
give information about organizational or educational systems, care programs and protocols (1).

Over the years, several HTA agencies have been created in different countries with the purpose
of improving decision-making regarding investments and disinvestments in health. These HTA
processes have been the object of several studies to compare differences and similarities between
them (e.g., criteria, health priorities, challenges or limitations, among other aspects) (2–4).
Heupink et al. (5) highlight that the HTA process requires time and resources. Because of this,
the application of the reusing process of existing HTAs can be useful, particularly for critical

International Journal of
Technology Assessment in
Health Care

www.cambridge.org/thc

Assessment

Cite this article: Cardoso MMA, Machado-
Rugolo J, Thabane L, da Rocha NC, Barbosa
AMP, Komoda DS, de Almeida JTC, Curado
DSP, Weber SAT, de Andrade LGM (2024).
Application of natural language processing to
predict final recommendation of Brazilian
health technology assessment reports.
International Journal of Technology Assessment
in Health Care, 40(1), e19, 1–8
https://doi.org/10.1017/S0266462324000163.

Received: 09 October 2023
Revised: 04 March 2024
Accepted: 23 March 2024

Keywords:
health technology assessment; Brazil;
prediction analysis; machine learning; natural
language process

Corresponding author:
Marilia Mastrocolla de Almeida Cardoso;
Email: marilia.cardoso@unesp.br

© The Author(s), 2024. Published by Cambridge
University Press. This is an Open Access article,
distributed under the terms of the Creative
Commons Attribution licence (http://
creativecommons.org/licenses/by/4.0), which
permits unrestricted re-use, distribution and
reproduction, provided the original article is
properly cited.

https://doi.org/10.1017/S0266462324000163 Published online by Cambridge University Press

https://orcid.org/0000-0002-6231-5425
https://doi.org/10.1017/S0266462324000163
mailto:marilia.cardoso@unesp.br
http://creativecommons.org/licenses/by/4.0
http://creativecommons.org/licenses/by/4.0
https://doi.org/10.1017/S0266462324000163


policy decisions. The author called this process as transferring
existing HTAs between different contexts (i.e., countries, regions,
or HTA agencies). The benefits could be to accelerate the produc-
tion of HTA’s reports, reduce duplication, improve knowledge
sharing, and subsidy countries with fewer resources for HTA (5).

Still, in the field ofHTA, researchers have studied implicit factors
involved in the deliberative process. A systematic review published
in 2022 identified studies that categorized these factors in different
countries. The HTA deliberative process is influenced by implicit
factors related to the behavior and personal values of the individuals
involved as well as to the context in which this process is performed.
According to the authors, personal biases had consequences in
resource allocation which compromise the fairness and legitimacy
of HTA decisions. To tackle these hazards, someHTA agencies have
been using frameworks for deliberative processes. However, accord-
ing to the authors, inconsistencies, variability, and lack of predict-
ability have been reported in current HTA value frameworks (6).

The quality of HTA reports has been increasingly gaining the
attention of researchers (7–11). The World Health Organization
conducted two global surveys in 2015 and 2020/2021 about HTA
processes (12). Among the responses from 127 countries, data
related to the recommendation process showed if, and how organ-
izations share HTA information. Almost 50 percent of respondents
answered that reports and recommendations are the most likely
materials to be published and publicly available (12).

These surveys highlight the importance of understanding how
HTA reports are developed, as these are the main formats to share
information (e.g., evidence synthesis, economic evaluation), and it’s
themain document used byHTA agencies to get the information to
support decision-making.

According to Demner-Fushman et al. (13), the narrative text is
an important component of communication in health care, which
includes, besides patient-accessible information in health reports,
general biomedical knowledge papers, information from textbooks,
and web resources. For Harrison and Sidey‑Gibbons (14), medical
records, patient feedback, assessments of doctors’ performance, and
social media comments are examples of data that support clinical
decision-making and quality improvement.

Natural language processing (NLP) is an artificial intelligence
(AI) technique that has been used to analyze narrative/written text
in a variety of fields such as environment, governance, health,
education, and finance. NLP techniques receive complex text as
input, and can interpret data as outputs, after automated processing
of the original data (14;15).

Some initiatives have been exploring studies that discuss NLP as
a means to predict health outcomes (16;17). A scoping review
mapped AI methods used to generate outcome data to provide
decision-makers with knowledge and expand perspectives for
HTA. NLP represented 1.4 percent of all methods and was pre-
dominantly used to predict the following outcomes: safety, efficacy/
effectiveness, and morbidity. Considering the type of technology
under assessment, NLP has been applied to evaluate aspects related
to drugs and medical devices (18).

As an example of the applicability of NLP in the prediction of
outcomes, one could mention the judicial field, in which NLP has
been applied to identify facts, relationships, and affirmation in the
textual data. Additionally, NLP contributed to the time and cost
reduction of judicial services (19). Furthermore, it could unveil
data patterns driving decisions with high accuracy (20–24). Alcán-
tara Francia et al. (19) identified several advantages of this appli-
cation such as the reduction of case complexity. Complementary,
courts can use Al to expand the workforce to achieve higher

productivity with limited resources. Not only that, but the authors
also mentioned the use of AI could potentially reduce human bias
and guarantee impartiality (19).

In considering all the points discussed above, this study aimed to
build an NLP model to predict the HTA final decisions. Our main
hypothesis is that based on the semantic analysis of summaries from
HTA reports, this model could potentially improve the throughput
ofHTAsystems by supporting decision-makerswith a set of features
or elements that could indicate odds of approval. As a pre-analytical
step, it could identify technologies according to the public health
system´s priorities compare patterns in earlier decisions with the
same characteristics or even reduce the time of the process.

Method

In studies that applied NLP in the judicial system, different models
that differ in terms of method and accuracy are presented and
compared (19, 21, 24). In this sense, it was decided to carry out
an analysis applying different prediction models such as Least
Absolute Shrinkage and Selection Operator (LASSO), logistic
regression, support vector machine (SVM), random forest, neural
network, and extreme gradient boosting (XGBoost) in order to
verify which one has the greatest capacity to process the data of
interest with greater accuracy, area under the receiver operating
characteristic curve (ROC AUC), precision and recall.

Data source

Data were obtained from the official website of the Brazilian
National Committee for Health Technology Incorporation
(CONITEC), including all summaries of official recommendation
reports conducted between 2012 and 2022, (https://www.gov.br/
conitec/pt-br/assuntos/avaliacao-de-tecnologias-em-saude/reco
mendacoes-da-conitec).

On the website of the CONITEC, since 2012, all HTAdocuments
are available for public access, which include updated guidelines,
HTA recommendation reports, and new guidelines. For this study,
were considered all HTA recommendations reports because these
documents precede all updated guidelines, new guidelines, and
present all information to support decision-making (economic
evaluation, budget impact, clinical evidence, public consultation,
and preliminary and final CONITEC´s decision). There is a tem-
plate for this HTA recommendation report. However, since 2012,
this template has been modified and one of these modifications was
the inclusion of a summary where all information about all topics
mentioned above is included. The initial idea for this first experi-
ment is to apply themodel only in this summary. TheCONITEC is a
permanent committee of theMinistry ofHealth, with the purpose of
advising the Federal Government in the attributions related to the
incorporation, exclusion, or alteration of health technologies, as well
as in the constitution or alteration of clinical protocols and thera-
peutic guidelines at the public health system (SUS). This Committee
was created by Law12,401, of 28April 2011, and from2012 theHTA
documents analyzed were available for public access.

The analysis was developed using Jupyter Notebook and Python
3.9.12.

Data preparation

Definition of sample and outcome
All reports that met the following criteria were considered for
analysis: (1) were classified as a recommendation report;
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(2) presented a report summary; and (3) presented a final result
“incorporated” or “not incorporated.”

For each synthesis the following data were analyzed: (i) type of
requester/demandant (government, industry, or society); (ii) type
of technology (drug, procedure, product); (iii) data on evidence
synthesis; (iv) data on recommendations by other agencies; (v) data
on technological horizon scanning; (vi) data on patients’ perspec-
tives and; and (vii) general/final considerations.

The report’s synthesis contains a section describing the prelim-
inary and final recommendation by CONITEC. Sections regarding
these decisions were excluded from the analyzed text. Documents
published as clinical guidelines were not eligible for this study.

Text normalization
Text fields were preprocessed using an automated form by cleaning
the text data by removing any irrelevant information such as stop
words (e.g., articles, adverbs, prepositions, and conjunctions),
punctuation marks, and accents. Stop words are those that are
frequently used in a language but do not carry any meaning on
their own (e.g., in English “the,” “a/an,” in Portuguese, “o/a/os/as,”
and “um/uma/uns/umas,” respectively). Removing them helps to
reduce the dimensionality of the dataset and to improve the accur-
acy of the model. Punctuation marks and accents were also
removed to standardize the text data. Finally, all text data were
converted to lowercase to ensure consistency in the data.

Stemming is another technique in data preprocessing performed
in an automated way. It shortens words to their base or root form,
for example, derived words such as “running,” “run,” and “runner”
can be reduced to their base form “run” decreasing the dimension-
ality of the dataset. This technique improves the accuracy of the
model by reducing the number of features.

Text vectorization
Feature extraction involves converting the text data into numer-
ical values that can be used in machine learning algorithms. The
most commonly used method for feature extraction in NLP is the
Term Frequency-Inverse Document Frequency (TF-IDF)
method. TF-IDF is a statistical approach that gives weights to
words in a document based on their frequency and importance.
The TF-IDF score is higher for words that are crucial but rare in
the document. Therefore, a term’s TF-IDF score is more signifi-
cant if it appears frequently in the document but seldom in the
corpus. This indicates the term’s importance for that specific
document and its potential to differentiate it from other docu-
ments in the collection (25).

Another technique of feature extraction is n-grams, which
involves capturing the context of the text (26). n-Grams are
sequences of “n” words, and by considering “n” as 2 or 3, we can
capture the context of the text. They can capture the frequency and
co-occurrence of words in a text, as well as their order and context.
For instance, in the sentence “Conduct market research before
launch,” the 2-grams (also known as bigrams) are “Conduct
market,” “market research,” “research before,” and “before
launch.”

After preprocessing, tokenization of the summary field was
performed and the NLP techniques TF-IDF and n-grams were
applied for different data sizes. Tokenization is the process of
breaking down a text into smaller units called tokens. These tokens
are typically words, phrases, or symbols, and they serve as the
building blocks for various NLP tasks. Tokenization is a crucial
step in language processing pipelines, enabling computers to
analyze and understand textual data more effectively (27;28).

Train/test split
To evaluate the performance of themodel, the preprocessed dataset
was randomly split into a training set (75 percent of the reports, n =
324) and a testing set (25 percent of the reports, n = 108) using sci-
kit-learn. The training set is used to train the model, and the testing
set is used to evaluate the performance of themodel on unseen data.
Additionally, tenfold cross-validation was applied during the train-
ing process to ensure robustness and reliability in assessing the
model’s generalization capabilities.

Modeling

Model type
In this step, we evaluate several classificationmodels to predict the
label of the text data. We started by using LASSO regression with
an alpha value of 0.01 to reduce the noise in the data and improve
the accuracy of the model. LASSO regression is a linear model
that uses L1 regularization to shrink the less important features to
zero (29).

In sequence, logistic regression and SVM models were applied.
Logistic regression is a linear model used for binary classification,
and SVM is a nonlinear model used for both binary andmulti-class
classification (30;31). Additionally, a random forest classifier was
used, which is an ensemble learning method that utilizes decision
trees. Random forests can capture the complex interactions
between features and are known for their high accuracy (32).

Deep learning involves building Neural Networks with multiple
layers to improve the accuracy of themodel. In this study, Keras and
Tensorflow were used to build a neural network with ten epochs, a
batch size of thirty-two, and a validation split of 0.1. A binary cross-
entropy loss function and the Adam optimizer for training the
neural network were used. Lastly, the XGBoost algorithm, which
is an ensemble learning method that utilizes decision trees was
applied (33). XGBoost is known for its high accuracy and is widely
used in NLP applications. The max depth to 5 and the learning rate
of 0.1 was set. The optimal hyperparameters for the model were
selected using tenfold cross-validation resampling techniques with
the aim of maximizing the area under the ROC curve.

Model selection. Eachmodel on the preprocessed data was trained
and its performance was evaluated using various metrics, such as
accuracy, precision, recall, and the ROC AUC. Based on
these metrics, the best-performing model was selected for further
analysis.

The accuracy indicates the overall performance of the model of
all the classifications, and how many did the models classified
correctly. The precision is a metric that evaluates the number of
true positives over the sum of all positive values. Recall (Sensitivity)
evaluates the ability of the method to successfully detect results
classified as positive (34)

The ROC AUC is a graph that allows you to evaluate a binary
classifier. This visualization takes into account the rate of true
positives (sensitivity) and the rate of false positives (specificity),
in other words, the rate of “approved” predicted by the model that
was recommended in the report, and the rate of “rejected” accord-
ing to the model, and not recommended in the report. This graph
allows you to compare different classifiers and define which one is
better based on different cut-off points.

K-mode clustering analysis. Once we had extracted the features
from the text data, we performed a k-mode clustering analysis. K-
mode clustering is a variant of k-means clustering that is designed
to work with categorical data, such as text data (35;36).
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We used the elbow curve method to determine the optimal
number of clusters to use in our analysis. The elbow curve plots
the sum of squared errors (SSE) for each number of clusters, and we
selected the point where the SSE begins to level off (the “elbow” of
the curve) as the optimal number of clusters to use. Based on this
analysis, we built two clusters.

Model evaluation. Finally, we evaluated the performance of the
selected model by comparing its accuracy to the accuracy of the
other models. We also analyzed the results of the k-mode clustering
analysis to identify any patterns or trends within each cluster.

Overall, this methodology allowed us to identify patterns and
trends in the text data and build a model that accurately predicted
the recommendation outcome.

Interpretability
The interpretability of the model is a critical aspect, and
XGBoost incorporates strategies such as SHAP (SHapley Addi-
tive exPlanations) plots to facilitate model explanation
(Figure 2). The SHAP is used to generate interpretable explan-
ations for individual predictions. By highlighting the features
that significantly influence the model’s decision, this approach
makes the decision process more understandable. The SHAP
offers a distinct advantage over more sophisticated NLP models
in terms of providing transparent insights into the model’s
decision-making process. The simplicity and clarity offered by
SHAP plots can be particularly beneficial for understanding and

communicating the model’s behavior, making it a valuable tool
in scenarios where interpretability is paramount.

Results

During the period from 2012 to 2022, 627 reports were published
on the CONITEC website, after considering the exclusion criteria,
432 remained for the final analysis (Supplementary Figure S1. Flow
Diagram adapted from Page et al., 2020 (37)).

Model statistics

The neural network model demonstrated the best accuracy metrics
with a precision of 0.815, accuracy of 0.769, ROCAUCof 0.871, and
a recall of 0.746, followed by the XGBoost model with a precision of
0.745, accuracy of 0.704, ROC AUC of 0.811, and a recall of 0.695.
Table 1 presents the accuracy metrics of all models in the test set.

According to the XGBoost model, the variables with the stron-
ger influence on the committee’s decision are presented in Figure 1.

It is possible to observe that the variables related to government
(“demandante_0,” “secret vigilanc saud,” “demand secret cienc,”
“secret cienc tecnolog,” “demand secret vigilanc”) had a great weight
in the final decision. Also, variables related to international experi-
ence (“internac nation institut,” “experienc internac encontr,”
“experienc intern nic,” “and car excellence”) had either a positive
or negative weight for incorporation.

Figure 1. The top twenty important features are determined by SHAP values for the XGBoost model. The mean absolute SHAP values on the left side show global feature
importance, while the local explanation summary on the right side indicates the relationship between a variable and the process outcome. Positive SHAP values indicate approval,
while negative values indicate non-approval.

4 Cardoso et al.

https://doi.org/10.1017/S0266462324000163 Published online by Cambridge University Press

http://doi.org/10.1017/S0266462324000163
https://doi.org/10.1017/S0266462324000163


Regarding the type of action, the reports that propose to expand
the use of technology had a greater weight for the incorporation
(“acao_0”). Likewise, procedural technology, even less frequently
presented when compared to drugs, had a greater weight for the
incorporation (“tipo_1”).

Cluster analysis

In the cluster analysis, the k-modes clustering algorithm to further
investigate the results. Based on the elbow method, two clusters
were selected, one was the “recommended technology group” being
labeled as “0” and the second one, the “non-recommended tech-
nology group” being labeled as “1.”

In both analyses, presented in Figures 2 and 3, the clustering
algorithm, and the top twenty features by importance from SHAP
Value (XGBoost model) showed similar results. Approved technolo-
gies were predominantly composed of drug analysis, with the gov-
ernment as the main requester. In contrast, for those not approved,
most were drug analysis, but the industry was the main requester.

Figure 2. Composition of groups 0 and 1 by proponent: government, industry, and
society.

Table 1. Performance (accuracy, ROC AUC, precision, and recall) of each model, Brazil, 2023

Accuracy ROC AUC Precision Recall

LASSO 0.639 0.672 0.727 0.542

(0.546–0.731) (0.560–0.741) (0.591–0.860) (0.415–0.672)

Logistic regression 0.704 0.710 0.776 0.644

(0.611–0.787) (0.620–0.792) (0.645–0.889) (0.521–0.762)

SVM 0.750 0.759 0.848 0.661

(0.676–0.833) (0.685–0.833) (0.733–0.942) (0.550–0.778)

Random forest 0.630 0.594 0.598 0.983

(0.537–0.722) (0.538–0.655) (0.490–0.694) (0.945–1.000)

Neural network 0.769 0.871 0.815 0.746

(0.630–0.880) (0.649–0.880) (0.667–0.978) (0.517–0.879)

XGBoost 0.704 0.811 0.745 0.695

(0.583–0.843) (0.583–0.851) (0.592–0.920) (0.516–0.847)

LASSO, least absolute shrinkage and selection operator; ROC AUC, area under the receiver operating characteristic curve; SVM, support vector machine; XGBoost, extreme gradient boosting.

Figure 3. Composition of groups 0 and 1 by type: drugs, procedures, and products.

Figure 4. Composition of groups 0 and 1 by action: expansion, incorporation, and
modification.
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Similarly, technology involving “procedure,” also classified in
group 0 and ranked 12th in SHAP values, has a higher chance of
approval than “Drug” and “Product” projects as presented in Figure 4.

Projects that involve expansion have been classified into group
0, which primarily includes approved projects. Furthermore, based
on the SHAP values in the XGBoostmodel, expansion projects have
been identified as the fourth most important feature. As a result,
these projects have a higher likelihood of approval when compared
to those involving incorporation or modification.

Discussion and implementation consideration

According to the Brazilian legislation for the incorporation of
technologies in the SUS, several criteria must be in the evaluations,
namely: scientific evidence on the efficacy, accuracy, effectiveness,
and safety of the drugs, product, or procedure under analysis. Also,
a comparative economic evaluation must show the benefits and
costs concerning the technologies already incorporated into the
SUS, as well as, the budget impact of incorporation into the health
system. However, Souza et al. (38) found that despite not being
explicit in the legislation, in practice there are other criteria that are
taken into account in the decision process, depending on the
rapporteur or the opinion of the members of the commission.

The result of this study showed that some characteristics of the
reports (type of technology and the requester’s profile) predict the
incorporation, and are not directly related to the criteria settled
down. Previous studies that characterized the CONITEC by other
methods, in particular descriptive analysis, showed a similar profile,
with the drug technology being the most evaluated and approved,
and the “government” claimant having the highest number of
approved technologies (4;9;39).

Another aspect identified by the model was the presence of
tokens with greater weight associated with a favorable outcome
for technology recommendation, which is related to the inter-
national experiences of other agencies.

Brazilian researchers have compared Brazilian processes with
international agencies since the selected countries are relevant to
the incorporation processes, due to the consolidation time and
because they have contexts of universal health systems. The study
by Lima SGG et al. (7) analyzed the technology incorporation
process in Brazil, Australia, Canada, and the UK. One of the key
topics of their discussion is the process of (pre)selection and/or
prioritization of themes to be analyzed by the agencies, adopted by
all countries, except CONITEC. According to the survey, the coun-
tries have defined criteria for a pre-selection: alternative technolo-
gies; budget impact; clinical impact; controversial nature of
proposed technology; disease burden; economic impact; ethical,
legal, and psychosocial implications; availability and relevance of
evidence; level of interest (government, health professionals and
patients); review opportunity; variation in the utilization rate.

Still, at the international level, researchers have also sought to
know implicit factors in the deliberative processes in HTA. In 2022,
a systematic review identified and categorized these factors for the
deliberative process of drugs inGermany, France, Italy, theUK, and
Spain. According to the authors, the HTA deliberative process is
influenced by implicit factors related to the behavior and personal
values of the involved individuals, as well as the context in which
this process is performed. They characterized the categories based
on the frequency mentioned in the literature: ethics, psychology,
qualification and experience, politics and society, culture, func-
tional role, and disease perception. Ethical issues were the most

frequent category, especially value judgments. Psychologies
(personality and subjective), culture, functional role, qualification
and experience, and disease perception were factors that were
related to who provided the recommendations. Political (process,
pressure, and influence), and organizational culture were also
observed. According to the authors, personal biases had conse-
quences on resource allocation compromising the fairness and
legitimacy of HTA decisions. To handle these aspects, some HTA
agencies have used frameworks for specific deliberative processes.
However, according to the authors, inconsistencies, variability, and
lack of predictability have been reported in the current HTA value
frameworks (6).

For Furtado and Lassance (40), taking a new decision, or main-
taining (or not) the same in public policy, often involves questions
of criticality, urgency, dimension, multi-causality, political-
institutional multiplicity, and implementation deadline limitations.
For the authors, computational models contribute to evaluation
structures through inductive and deductive processes based on
algorithms. These methods can detail the results, thus allowing
the interlocutors previously to understand the effects and to par-
ticipate in the decision-making process. Through simulations, it is
possible to reduce uncertainties, as well as, to identify measures and
anticipate other possibilities. Similarly, NLP is inserted in the
judicial systems in several countries for the screening of outcomes
prediction, helping in the simulation of an appeal, and dropping the
number of unsuccessful ones (21).

Enhance the workflow of the courts by automatically evaluating
an appeal and suggesting the best outcome, creating automated
management systems for the most common cases. This technology
could potentially improve the throughput of legal systems by
supporting federal judges and their staff (24).

This study confirmed that an IA model of semantic analysis of
the HTA process can predict the CONITEC recommendation
outcome, which means that specific characteristics will influence
the decision. These results enhance the necessity of reflection for
the creation of new structures that potentially might improve the
throughput of the HTA system by supporting experts’ decision-
making in a pre-selection step.

However, in addressing the concern about the possibility of
misalignment between the classifier’s predictions and the decisions
of the review committee, the present approach is centered on
enhancing the interpretability and transparency of the model to
foster trust and facilitate seamless integration of the classifier into
the decision-making workflow.

Thus, some strategies are proposed in the following sections.

Model documentation

This documentation will serve as a comprehensive resource for the
review committee, offering insights into themodel’s inner workings
and its learning process. This transparency is crucial for ensuring
that decision-makers can confidently assess and understand the
model’s capabilities and limitations.

User-friendly interface

A user-friendly interface could be designed that allows decision-
makers to interact with the model easily. This interface could
provide not only the final predictions but also relevant information
on the features contributing to each prediction. A clear and intuitive
presentation of the model’s output can significantly enhance inter-
pretability.
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Continuous collaboration with decision-makers

Collaboration with the review committee could be ongoing, involv-
ing regularmeetings to address any concerns, provide clarifications,
and receive feedback. This iterative process ensures that decision-
makers are actively involved in the deployment and evolution of the
model, fostering a sense of ownership and confidence in its utility.

Education and training
A training session could be offered to familiarize decision-makerswith
the underlying concepts of the model and its application. This edu-
cational initiative aims to empower the committeewith the knowledge
necessary to interpret and critically assess the mode’s predictions.

By implementing these strategies, the potential confusion and
obstacles in the decision-making process can be minimized, ensur-
ing that the classifier serves as a valuable tool that aids, rather than
complicates, the HTA.

It is important to highlight that in 2023, a newHTA process was
implemented in Brazil, in which the CONITEC is no longer com-
posed of a single group of members, but of three thematic commit-
tees (drugs, guidelines, or products and procedures). Therefore, in
this scenario, models such as the one proposed can facilitate the
decision-making process.

Limitations

The analysis was made in the text of decisions from synthesis and
not from all reports. Although the accuracy was with a value
considered adequate, it is believed that there are possibly other
factors that have greater weight in decision-making and that were
excluded from the synthesis, especially those related to the numer-
ical values contained in the economic and budget impact analyses.
The other limitation is not having HTA studies with similar ana-
lyses to compare.

The fact that there is no computerized system for including
HTA report data, as is the case in the judicial system, was also
considered a limitation. Therefore, for the model to be applied
throughout the report, it would be important to analyze compu-
terized forms of application of the evaluation processes. Once
computerized, in addition to the analysis performed, it would be
possible to identify other data of interest through the creation of
fields established according to criteria. For example, data that
represent importance for the patient, and priority for the health
system, among others.

The last limitation to point out is the use of simpler NLPmodels,
as compared to complex ones. Tokenization, n-grams, and TF-IDF
are considered simpler because they operate on more basic linguistic
principles, but have a clear and more interpretable structure, while
GPT models, besides powerful, are more complex and involve intri-
cate neural network architectures, making them harder to interpret
and understand. The choice between these approaches often depends
on the specific task and the available resources. Further studies are
suggested to explore other more complex models.

Conclusion

This study presented an NLP model for the identification of pos-
sible predictors for the final decision process on the incorporation
of health technologies in the Brazilian Public Health System (SUS),
opening paths for future work using HTA reports coming from
other HTA agencies. This model could potentially improve the

throughput of HTA systems by supporting experts given some
prediction/factors/criteria for approval or not as a previous
pre-section step.

In addition, thismodel could be validated and replicated in other
similar contexts using the complete report from HTA agencies.
However, considering the different application systems in different
countries, it will be necessary to adequate the model to the HTA
process in each context.

In this sense, one of the challenges for themodel proposed in this
study is to adjust it based on what you want to extract from the
unknown data of the new database and make reliable predictions.
Another challenge is to think of this model as a proposal that is not
restricted to just the known base but has the ability to generalize to
bases that differ from the one used in training.

Supplementary material. The supplementary material for this article can be
found at http://doi.org/10.1017/S0266462324000163.
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Key messages.

1. What was known before this study?
• Considering the high volume of submissions processed by
health technology assessment (HTA) agencies, an automated
approach based on artificial intelligence to determine key
factors associated with timely evaluation approval would be
beneficial.

• The HTA deliberative process could be influenced by implicit
factors related to behavior aspects and personal values of
individuals involved as well as to the context in which this
process is performed. To handle these aspects, some HTA
agencies have been using frameworks for specific deliberative
processes. However, inconsistencies, variability, and lack of
predictability have been reported in currentHTAvalue frame-
works.

2. What are the key findings from the study?
• Some tokenization identified that linguistic markers could
potentially contribute to the prediction of incorporation deci-
sions by the Brazilian HTA Committee, such as quotes about
international HTA agencies’ experience and the government
as the main requester (demandant).

• A cluster analysis was conducted, revealing the existence of
two primary groups. The first group consists mainly of drug
evaluations, which were primarily requested by the govern-
ment and had a high approval rate for most projects. The
second group, which also evaluated drugs, was mostly com-
posed of industry applicants and had a low approval rate for
most projects. Some similarities were found between the
extreme gradient boosting and cluster analysis results, such
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as the government being the primary “demandant,” expansion
as the primary “action,” and procedure as the primary “type”
for approved projects.

3. What are the implications of the findings?
• The use of natural language processing allowed the identifi-
cation of predictive features within the Brazilian HTA Com-
mittee associated with the final decision process on health
technology incorporation.

• Artificial intelligence could be used as an auxiliary to the early
identification of factors that could indicate odds of approval
or, as a pre-analytical step, it could identify technologies
according to the public health system´s priorities or compare
patterns in earlier decisions with the same characteristic or
even reduce the time of the process.
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