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Notes for Contributors
Editorial policy
The Knowledge Engineering Review has been established to provide a general source of information and analysis in all areas 
relevant to research and development in knowledge based systems and applied artificial intelligence. The editors wish to encourage 
careful preparation of original papers analysing developments in the field. In particular we wish to see tutorial and survey articles, 
and commentary, criticism and debate. Primary research papers on specialised technical topics are unlikely to be appropriate but 
research papers on broad topics such as development methodology or general evaluations of tools and techniques, are of interest. 
Descriptions of specific projects or particular computer systems will be considered if their presentation draws out general issues 
in the design, implementation or impact of knowledge based systems. 

Submission of manuscripts
Contributions for publication should be submitted as PDF files in an email attachment to either Professor Simon Parsons, 
Department of Computer and Information Science, Brooklyn College, City University of New York (parsons@sci.brooklyn.cuny.
edu) or to Dr Peter McBurney, Department of Computer Science, University of Liverpool, UK (mcburney@liverpool.ac.uk). 
Submission implies that the manuscript has not been published previously, nor currently submitted for publication elsewhere. 
Upon acceptance of a manuscript, the author will be asked to transfer copyright to the publisher. 

All contributions, whether articles, correspondence or reviews, must be sent in electronic form. Authors are encouraged to provide 
the final version of the contribution in LaTeX, TeX, or Word format.

Authors using LaTeX should ideally use the KER LaTeX style file which can be obtained using anonymous FTP from the internet 
address ftp://ftp.cambridge.org/pub/texarchive/journals/latex/ker-cls. In case of difficulties obtaining these files, there is a 
help-line available via e-mail; please contact texline@cup.cam.ac.uk. Tables and figures should be embedded in the article in the usual
way, with figures in .eps form, which should be also supplied as separate files.

Contributions should follow the general style of papers in recent issues of The Knowledge Engineering Review. The author is 
invited to nominate up to five possible referees, who will not necessarily be used. 

Articles must be accompanied by a brief, informative rather than indicative, abstract. 

If you are not using the ker.cls file, then please adopt the following layout rules. Headings should be set out clearly but not 
underlined. Primary headings should be in lower case, at margin, with Arabic numeral; subheadings should be numbered 2.a., 2.b., etc., 
and tertiary headings, 2.a.1., 2.a.2. No cross-references should be given by page number, but ‘above’ and ‘below’ should be used 
with the section specified, e.g. Section 2.a.2. The SI system of units should be used. The author should mark in the margin of the 
manuscript where figures and tables may be inserted. References to points in larger works should, where possible, quote the page 
reference, e.g. Ager, 1981, p. 102. 

Tables should be typed with double-line spacing on sheets separate from the running text. Each table must have a caption that will 
make the data in the table intelligible without reference to the text. 

Illustrations should be drafted for reproduction as full page (148 mm) width. Originals should normally be drawn at twice final 
area and must be sent in a flat package; larger drawings may delay publication. Lettering should be of a size so that when reduces 
the smallest lower-case letters will not be less than about 1 mm. Avoid gross disparities in lettering size on a drawing. Duplicates 
of illustrations should be sent, and may be prints or, preferably, photocopies reduced to final size. Illustrations in the text, both 
line drawings and photographs for halftone reproductions, will be referred to as figures (Fig. 2, 2a, etc.). Folding plates will not 
be accepted. Figures composed of photographs should be glossy prints presented at publication scale. Figure captions must be 
typed with double-line spacing on sheets separate from the running text. 

The preferred graphics package is Freehand 5 but files from many others can be accepted. Please indicate clearly the file format 
(e.g. TIFF, EPS, DCS, Freehand etc), computer operating system and graphics software used for originating the artwork files. The 
typefaces used in electronic artwork supplied should be restricted to Monotype, Adobe and Bitstream font libraries. Illustrations 
should be supplied as EPS files and never as Postscript files, or as the native format files from the graphics package used. They 
should be accompanied by laser proofs with the name and version number of the graphics package used, and also the names of 
the fonts used. 
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Ph.D. thesis, Univ. London, 1988’, and not included in the reference list unless in the press. 

Proof Reading:
Typographical or factual errors only may be changed at proof stage. The publisher reserves the right to charge authors for 
correction of non-typographical errors. No page charge is made.
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New Titles from Cambridge!

Forthcoming…

Bayesian Reasoning 
and Machine Learning
David Barber

“With approachable text, examples, 
exercises, guidelines for teachers, 
a MATLAB toolbox and an 
accompanying web site, Bayesian 
Reasoning and Machine Learning by 
David Barber provides everything 
needed for your machine learning 
course. Only students not included.” 

–Jaakko Hollmén, Aalto University

$85.00: Hb: 978-0-521-51814-7: 650 pp.

Bayesian Time 
Series Models
Edited by David Barber, 
A. Taylan Cemgil, 
and Silvia Chiappa

The fi rst unifi ed treatment of  time series 
modeling techniques spanning machine 
learning, statistics, engineering and 
computer science.

$78.00: Hb: 978-0-521-19676-5: 450 pp.

Machine Ethics
Edited by Michael Anderson
and Susan Leigh Anderson

The subject of  this book is a new 
fi eld of  research: developing ethics for 
machines, in contrast to developing 
ethics for human beings who use 
machines. The essays in this volume 
represent the fi rst steps by philosophers 
and artifi cial intelligence researchers 
toward explaining why it is necessary to 
add an ethical dimension to machines 
that function autonomously.

$99.00: Hb: 978-0-521-11235-2: 546 pp.

Phase Transitions in 
Machine Learning
Lorenza Saitta, 
Attilio Giordana,
and Antoine Cornuéjols

$90.00: Hb: 978-0-521-76391-2: 416 pp.

Multibiometrics for 
Human Identification
Edited by Bir Bhanu 
and Venu Govindaraju

$90.00: Hb: 978-0-521-11596-4: 408 pp.

Face Geometry and 
Appearance Modeling
Concepts and Applications

Zicheng Liu
and Zhengyou Zhang

$80.00: Hb: 978-0-521-89841-6: 320 pp.

Graph-based Natural 
Language Processing and 
Information Retrieval
Rada F. Mihalcea 
and Dragomir R. Radev

$65.00: Hb: 978-0-521-89613-9: 208 pp.

Reliability in 
Scientific Research
Improving the Dependability of 
Measurements, Calculations, 
Equipment, and Software

I. R. Walker

$79.00: Hb: 978-0-521-85770-3: 610 pp.

Evaluating 
Learning Algorithms
A Classification Perspective

Nathalie Japkowicz 
and Mohak Shah

$90.00: Hb: 978-0-521-19600-0: 422 pp.

www.cambridge.org/us/computerscience
800.872.7423

Prices subject to change.
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