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#### Abstract

In this paper a class of optimal control problems with distributed parameters is considered. The governing equations are nonlinear first order partial differential equations that arise in the study of heterogeneous reactors and control of chemical processes. The main focus of the present paper is the mathematical theory underlying the algorithm. A conditional gradient method is used to devise an algorithm for solving such optimal control problems. A formula for the Frechet derivative of the objective function is obtained, and its properties are studied. A necessary condition for optimality in terms of the Fréchet derivative is presented, and then it is shown that any accumulation point of the sequence of admissible controls generated by the algorithm satisfies this necessary condition for optimality.


## 1. Introduction

In this paper, a conditional gradient technique is used to develop and study a computational method for a class of optimal control problems with distributed parameters. The partial differential equations involved form a system of nonlinear first order partial differential equations that arise in the study of heterogeneous reactors and control of chemical processes (cf. [5], [8]). In [4] we have studied the existence and uniqueness of $L_{p}$-solution, norm and pointwise estimates, as well as the stability of this class of partial differential equations. The problem of developing computational algorithms for solving optimal control problems with distributed parameter has been the subject of a number of recent studies (cf. [3], [7], [11], [13]).

Pontryagin-type necessary conditions for optimality of the control process considered in this paper have been obtained in [12] and by the author in [2].

In the present study we impose control constraints but no state or terminal state constraints. The approach of this paper is motivated by those of [6], [9], [10], [11]

[^0]and [13]. As will be seen from the presentation, the technique employed here is by no means particular to the governing equations (see also [11]). What is required is a rather thorough understanding of the governing equations.

In Section 2, we describe the optimal control problem, notation, and the hypotheses required. We will also recall certain results from [4] that are required in subsequent developments. In Section 3, the adjoint system of equations (the linear conjugate problem) is introduced. In Section 4 we obtain an integral representation of the increment of the functional as well as a bound on the remainder term. In Section 5 the properties of the objective function are studied, in particular, it is shown that the cost functional is Fréchet differentiable, and its Fréchet derivative is found. Finally, in Section 6, we describe the algorithm and study its convergence properties.

## 2. Problem statement

In the rectangular region $G:=[a, a+h] \times[b, b+k]$, we consider a controlled process described by a system of first order partial differential equations of the form

$$
\begin{gather*}
\frac{\partial x}{\partial s}=f(s, t, x(s, t), y(s, t), u(s, t)), \quad \text { a.e. } \quad(s, t) \in G  \tag{2.1}\\
\frac{\partial y}{\partial t}=g(s, t, x(s, t), y(s, t), u(s, t)), \quad \text { a.e. } \quad(s, t) \in G \\
x(a, t)=\varphi(t) \quad b \leq t \leq b+k \\
y(s, b)=\psi(t) \quad a \leq s \leq a+h \tag{2.2}
\end{gather*}
$$

where $z(s, t):=(x(s, t), y(s, t)) \in \mathbb{R}^{n_{1}+n_{2}}, u(s, t)=\left(u_{1}, u_{2}, \ldots, u_{m}\right) \in \mathbb{R}^{m}$ are the state and control of the system, respectively; $\varphi(t)$ and $\psi(s)$ are given vector functions in the respective intervals.

Let $U$ be a fixed compact and convex subset of $\mathbb{R}^{m}$, and let $\Omega$ be defined by

$$
\begin{equation*}
\Omega:=\left\{u \in L_{\infty}\left(G, \mathbb{R}^{m}\right) \mid u(s, t) \in U \quad \text { for all } \quad(s, t) \in G\right\} \tag{2.3}
\end{equation*}
$$

Any function in $\Omega$ will be called an admissible control.
The optimal control problem consists of finding a control $u \in \Omega$ that minimizes the cost functional

$$
\begin{equation*}
J(u):=\int_{a}^{a+h} P(s, y(s, b+k)) d s+\int_{b}^{b+k} R(t, x(a+h, t)) d t, \tag{2.4}
\end{equation*}
$$

where $z(s, t):=(x(s, t), y(s, t))$ is the solution of (2.1)-(2.2) corresponding to $u$.
Notation. For the vector $X=\left(X_{1}, \ldots, X_{n}\right) \in \mathbb{R}^{n}$, we write $|X|:=\sum_{i=1}^{n}\left|X_{i}\right|$; for a matrix $M=\left(m_{i j}\right)$, we write $|M|:=\sum_{i, j}\left|m_{i j}\right|$. For $z \in L_{p}(G), 1 \leq p \leq \infty$,
$\|z\|_{p}$ denotes the usual $L_{p}$ norm, in particular, $\|z\|_{\infty}:=$ ess $\sup |z|$. As usual, $L_{p}\left(G, \mathbb{R}^{n}\right)$ will denote the Banach space of $n$-vector functions $F(s, t)=\left(F_{1}, \ldots, F_{n}\right)$ such that $F_{i} \in L_{p}(G)$. For such a function, we write $\|F\|_{p}:=\sum_{i=1}^{n}\left\|F_{i}\right\|_{p}$, and $F_{\beta}:=\left(F_{1 \beta}, \ldots, F_{n \beta}\right)$ for the generalized derivatives of $F$ with respect to $\beta$.

We require the following assumptions:
$\mathrm{A}_{1}$ : The vector functions $\varphi(t)=\left(\varphi_{1}, \ldots, \varphi_{n_{1}}\right), \psi(s)=\left(\psi_{1}, \ldots, \psi_{n_{2}}\right)$ belong to $L_{p}$ for some $p, 1 \leq p \leq \infty$.
$\mathrm{A}_{2}$ : For fixed $z$ and $u$, the functions $f(s, t, z, u)$ and $g(s, t, z, u)$ are measurable in $G$. For each $u \in \Omega$, the functions $f_{1}(s, t):=f(s, t, 0, u(s, t)), g_{1}(s, t):=$ $g(s, t, 0, u(s, t))$ belong to $L_{p}(G)$ with $p$ as in $\left(\mathrm{A}_{1}\right)$.
$\mathrm{A}_{3}$ : The partial derivatives of $f$ and $g$ with respect to $z, u$ exist and furthermore there are constants $K_{1}, K_{2}$ such that on $G \times R^{n} \times R^{m}$,

$$
\begin{gathered}
\left|f_{d}\right| \leq K_{1},\left|g_{d}\right| \leq K_{1} \\
\left|f_{d}(t, s, z, u)-f_{d}(t, s, \zeta, v)\right| \leq K_{2}\{|z-\zeta|+|u-v|\}, \\
\left|g_{d}(t, s, z, u)-g_{d}(t, s, \zeta, v)\right| \leq K_{2}\{|z-\zeta|+|u-v|\},
\end{gathered}
$$

where $f_{d}$ denotes any of the derivative matrices $f_{z}:=\left(f_{i z_{j}}\right), f_{u}:=\left(f_{i u_{j}}\right)$. Similarly for $g_{d}$.
$\mathrm{A}_{4}$ : The function $P(s, y)$ is measurable in $s$ for fixed $y$ and twice continuously differentiable in $y$ for fixed $s ; R(t, x)$ is measurable in $t$ for fixed $x$ and twice continuously differentiable in $x$ for fixed $t$.
We require the following results, proved in [4]. Let $X$ denote the subspace of $L_{p}\left(G, \mathbb{R}^{n_{1}+n_{2}}\right)$ consisting of all vector functions $z(s, t)=(x(s, t), y(s, t))$ for which the generalized derivatives $x_{s}$ and $y_{t}$ exist and belong, respectively, to $L_{p}\left(G, \mathbb{R}^{n_{1}}\right)$ and $L_{p}\left(G, \mathbb{R}^{n_{2}}\right)$.

THEOREM 2.1. Under assumptions $\left(A_{1}\right)-\left(A_{3}\right)$, for each $u \in L_{\infty}\left(G, \mathbb{R}^{m}\right)$, the system of partial differential equations (2.1)-(2.2) has a unique solution $z:=z(u)$ in $X$.

Let $u, v \in L_{\infty}\left(G, \mathbb{R}^{m}\right)$ and let $z(u), z(v)$ be the corresponding solutions of (2.1)(2.2). For $z(u)(s, t):=(x(u)(s, t), y(u)(s, t))$, we set

$$
\Delta_{u, v} f(s, t):=f(s, t, z(u)(s, t), v(s, t))-f(s, t, z(u)(s, t), u(s, t))
$$

with similar definition for $\Delta_{v, u} g(s, t)$.

THEOREM 2.2. Under the assumptions $\left(A_{1}\right)-\left(A_{3}\right)$, there exists a nonnegative constant $C$ such that

$$
\begin{aligned}
&|x(v)(s, t)-x(u)(s, t)| \leq C {\left[\int_{a}^{s}\left|\Delta_{v, u} f(\alpha, t)\right| d \alpha+\right.} \\
&\left.\iint_{G}\left(\left|\Delta_{v, u} f(\alpha, \beta)\right|+\left|\Delta_{v, u} g(\alpha, \beta)\right|\right) d \alpha d \beta\right], \\
&|y(v)(s, t)-y(u)(s, t)| \leq C\left[\int_{b}^{t}\left|\Delta_{v, u} g(s, \beta)\right| d \beta+\right. \\
&\left.\iint_{G}\left(\left|\Delta_{v, u} f(\alpha, \beta)\right|+\left|\Delta_{v, u} g(\alpha, \beta)\right|\right) d \alpha d \beta\right] .
\end{aligned}
$$

REMARK. Under the assumption ( $\mathrm{A}_{4}$ ), it follows from Theorem 2.2 that the cost functional $J$ defined in (2.4) is well-defined and bounded.

## 3. The adjoint equations

To obtain the adjoint system of equations (the linear conjugate problem) for the optimal control problem, we first linearize the state equations (2.1) around a fixed pair ( $u, z(u)$ ), find the adjoint linear operator corresponding to the linearized differential system, and then introduce suitable boundary conditions using (2.2) and (2.3). We omit the details. The resulting adjoint equations are:

$$
\begin{gather*}
\frac{\partial \lambda}{\partial s}=-\frac{\partial H}{\partial x}(s, t, z(u)(s, t), u(s, t), \lambda(s, t), \mu(s, t)) \\
\frac{\partial \mu}{\partial t}=-\frac{\partial H}{\partial y}(s, t, z(u)(s, t), u(s, t), \lambda(s, t), \mu(s, t))  \tag{3.1}\\
\lambda(a+h, t)=\frac{\partial R(t, x(u)(a+h, t))}{\partial x}, \quad \mu(s, b+k)=\frac{\partial P(s, y(u)(s, b+k))}{\partial y} \tag{3.2}
\end{gather*}
$$

where

$$
H(s, t, z, u, \lambda, \mu):=\lambda \cdot f(s, t, z, u)+\mu \cdot g(s, t, z, u)
$$

It follows from Theorem 2.1 that for a given pair $u, z(u)$, the linear system of equations (3.1)-(3.2) has a unique solution $(\lambda, \mu) \in L_{p}\left(G, \mathbb{R}^{n_{1}+n_{2}}\right)$.

## 4. Integral representation of the increment

In order to find the gradient of the cost functional and study its properties for later developments, we need an integral representation of the increment.

Thus let $(u, z(u))$ and $(v, z(v))$ be two admissible pairs, and let $\lambda=\lambda(u), \mu=$ $\mu(u)$, be the solution of (3.1)-(3.2) corresponding to $(u, z(u))$. Then

$$
\begin{align*}
J(v)-J(u)= & \int_{a}^{a+h}[P(s, y(v)(s, b+k))-P(s, y(u)(s, b+k))] d s \\
& +\int_{b}^{b+k}[R(t, x(v)(a+h, t))-R(t, x(u)(a+h, t))] d t \\
= & \int_{a}^{a+h}\left[P_{y}(s, y(u)(s, b+k) \cdot(y(v)-y(u))(s, b+k)] d s\right. \\
& +\int_{b}^{b+k}\left[R_{x}(t, x(u)(a+h, t)) \cdot(x(v)-x(u))(a+h, t)\right] d t \\
& +o(|\Delta x|)+\mathrm{o}(|\Delta y|) \tag{3.3}
\end{align*}
$$

where $\Delta x:=x(v)-x(u), \Delta y:=y(v)-y(u)$.
In what follows we will also use the following notations. We use $\lambda(s, t):=$ $\lambda(u)(s, t), \mu(s, t):=\mu(u)(s, t)$; we write $\Delta_{v, u} H(s, t)$ for the difference

$$
H(s, t, z(u)(s, t), v(s, t), \lambda(s, t), \mu(s, t))-H(s, t, z(u)(s, t), u(s, t), \lambda(s, t), \mu(s, t))
$$

and denote by $\eta$ the remainder term

$$
\begin{aligned}
& \iint_{G}\left[H_{z}(s, t, \tilde{z}(s, t), v(s, t), \lambda(s, t), \mu(s, t))\right. \\
&\left.\quad-H_{z}(s, t, z(u)(s, t), u(s, t), \lambda(s, t), \mu(s, t))\right] d s d t
\end{aligned}
$$

where $\tilde{z}:=z(u)+\theta(s, t)(z(v)-z(u))$, for some $\theta(s, t) \in(0,1)$. Using (3.1)-(3.2), integration by parts and boundary conditions (2.2), we continue (3.3):

$$
\begin{aligned}
J(v)-J(u)= & \iint_{G}\left[\mu_{t} \cdot \Delta y+\mu \cdot \Delta y_{t}\right] d s d t \\
& +\iint_{G}\left[\lambda_{s} \cdot \Delta x+\lambda \cdot \Delta x_{s}\right] d s d t+\mathrm{o}(|\Delta x|)+\mathrm{o}(|\Delta y|) \\
= & \iint_{G} \Delta_{v, u} H(s, t) d s d t \\
& +\iint_{G} H_{z}(s, t, \tilde{z}(s, t), v(s, t), \lambda(s, t), \mu(s, t) \cdot \Delta z d s d t \\
& -\iint_{G} H_{2}(s, t, z(u)(s, t), u(s, t), \lambda(s, t), \mu(s, t) \cdot \Delta z d s d t \\
& +\mathrm{o}(|\Delta x|)+\mathrm{o}(|\Delta y|) \\
= & \iint_{G} \Delta_{v, u} H(s, t) d s d t+\eta+\mathrm{o}(|\Delta x|)+\mathrm{o}(|\Delta y|)
\end{aligned}
$$

The remainder term $\eta$ can be estimated as

$$
\begin{aligned}
|\eta|= & \iint_{G}\left|H_{z}(s, t, \tilde{z}, v, \mu)-H_{z}(s, t, z(u), u, \lambda, \mu)\right||\Delta z| d s d t \\
\leq & \iint_{G}\left|H_{z}(s, t, \tilde{z}, v, \lambda, \mu)-H_{z}(s, t, z(u), v, \lambda, \mu)\right||\Delta z| d s d t \\
& +\iint_{G}\left|H_{z}(s, t, z(u), v, \lambda, \mu)-H_{z}(s, t, z(u), u, \lambda, \mu)\right||\Delta z| d s d t
\end{aligned}
$$

Using $\left(\mathrm{A}_{3}\right)$, and noting that $|\tilde{z}-z(u)| \leq|z(v)-z(u)|$, we continue the above estimate:

$$
\begin{aligned}
|\eta| & \leq C\left[\iint_{G}|z(v)-z(u)|^{2} d s d t+\iint_{G}|v-u||z(v)-z(u)| d s d t\right] \\
& \leq C\left[\iint_{G}|z(v)-z(u)|^{2} d s d t+\|v-u\|_{\infty} \iint_{G}|z(v)-z(u)| d s d t\right]
\end{aligned}
$$

Now the estimates of Theorem 2.2, the mean value theorem, and the boundedness of $\left|f_{u}\right|,\left|g_{u}\right|$ in $\left(\mathrm{A}_{3}\right)$ yield

$$
|\eta| \leq K\|v-u\|_{\infty}^{2}
$$

Note also, from Theorem 2.2, that $o(|\Delta x|$ and $o(|\Delta y|)$ can be replaced by $o(|v-u|)$.
In conclusion, we have the following integral representation of the increment of the cost functional

$$
\begin{equation*}
J(v)-J(u)=\iint_{G} \Delta_{v, u} H(z(u)(s, t)) d s d t+\eta \tag{3.4}
\end{equation*}
$$

where, for some nonnegative constant $C$,

$$
\begin{equation*}
|\eta| \leq C\|v-u\|_{\infty}^{2} \tag{3.5}
\end{equation*}
$$

## 5. Properties of the cost functional

In this section we show that the cost functional $J$ is Frechet differentiable, find its Fréchet derivative and study its properties.

We first recall the definition of Fréchet differentiability.
DEFINITION 5.1. A functional $J: L_{\infty}\left(G, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ is said to be Fréchet differentiable at $u^{0} \in L_{\infty}\left(G, \mathbb{R}^{m}\right)$, if there exists a continuous linear functional $J^{\prime}(u)$ : $L_{\infty}\left(G, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\lim _{\left\|u-u^{0}\right\|_{\infty} \rightarrow 0} \frac{\left|J(u)-J\left(u^{0}\right)-J^{\prime}\left(u^{0}\right)\left(u-u^{0}\right)\right|}{\left.\| u-u^{0}\right) \|_{\infty}}=0 . \tag{5.1}
\end{equation*}
$$

The linear functional $J^{\prime}\left(u^{0}\right)$ is called the Fréchet derivative of $J$ at $u^{0} \in L_{\infty}\left(G, \mathbb{R}^{m}\right)$.

THEOREM 5.1. The cost functional $J: L_{\infty}\left(G, \mathbb{R}^{m}\right) \rightarrow \mathbb{R}$ defined in (2.4) is Fréchet differentiable everywhere on $L_{\infty}\left(G, \mathbb{R}^{m}\right)$. Furthermore, the derivative of $J$ at $u^{0} \in$ $L_{\infty}\left(G, \mathbb{R}^{m}\right)$ is given by

$$
\begin{align*}
J^{\prime}\left(u^{0}\right)= & \iint_{G}\left[\lambda\left(u^{0}\right)(s, t) \cdot f_{u}\left(s, t, z\left(u^{0}\right)(s, t), u^{0}(s, t)\right)\right. \\
& \left.+\mu\left(u^{0}\right)(s, t) \cdot g_{u}\left(s, t, z\left(u^{0}\right)(s, t), u^{0}(s, t)\right)\right] u(s, t) d s d t \tag{5.2}
\end{align*}
$$

Proof. Let $u, u^{0} \in L_{\infty}\left(G, \mathbb{R}^{m}\right)$. Using (3.4)-(3.5), we have

$$
\begin{aligned}
J(u)-J\left(u^{0}\right) & -J^{\prime}\left(u^{0}\right)\left(u-u^{0}\right) \\
& =\iint_{G}\left[\Delta_{u, u^{0}} H\left(z\left(u^{0}\right)(s, t)\right)-H\left(z\left(u^{0}\right)(s, t)\right) \cdot\left(u-u^{0}\right)\right] d s d t+\eta
\end{aligned}
$$

Applying the mean value theorem to the term $\Delta_{u, u^{0}} H\left(z\left(u^{0}\right)(s, t)\right)$ in the above integral we obtain

$$
\begin{aligned}
& \left|J(u)-J\left(u^{0}\right)-J^{\prime}\left(u^{0}\right)\left(u-u^{0}\right)\right| \\
& \leq \\
& \leq \iint_{G} \mid H_{u}\left(s, t, z\left(u^{0}\right)(s, t), \lambda(s, t), \mu(s, t), \tilde{u}(s, t)\right) \\
& \\
& \quad
\end{aligned}
$$

where $u(s, t):=u^{0}(s, t)+\theta(s, t)\left(u(s, t)-u^{0}(s, t)\right)$, for some $\theta(s, t), 0 \leq \theta(s, t) \leq 1$. Using assumption $\left(\mathrm{A}_{3}\right)$, and noting that $\left|\tilde{u}(s, t)-u^{0}(s, t)\right| \leq\left|u(s, t)-u^{0}(s, t)\right|$, we have

$$
\left|J(u)-J\left(u^{0}\right)-J^{\prime}(u)\left(u-u^{0}\right)\right| \leq C^{\prime}\left\|u-u^{0}\right\|_{\infty}^{2}
$$

from which the theorem follows.

We next investigate the continuity of the derivative $J^{\prime}(u)$. We will require this property in establishing the convergence of the algorithm, to be presented in the next section.

LEMMA 5.1. Let $f_{d}: L_{\infty}\left(G, \mathbb{R}^{m}\right) \rightarrow L_{\infty}\left(G, \mathbb{R}^{n \times r}\right)$ be defined by

$$
\begin{equation*}
f_{d}(u):=f_{d}(\cdot, \cdot, z(u)(\cdot, \cdot), u(\cdot, \cdot)) \tag{5.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\|f_{d}(u)\right\|_{\infty} \leq K, \text { for all } u \in L_{\infty}\left(G, \mathbb{R}^{m}\right) \tag{5.4}
\end{equation*}
$$

where $K$ is a nonnegative constant independent of $u$ and $z(u)$. Furthermore, $f_{d}(u)$ is uniformly continuous on $L_{\infty}\left(G, \mathbb{R}^{n \times r}\right)$.

REMARK. The same statement as in Lemma 5.1 holds for $g_{d}$.
Proof of Lemma 5.1. The estimate (5.4) is an immediate consequence of assumption $\left(A_{3}\right)$. To prove the second part of the lemma, note from assumption $\left(A_{3}\right)$ that for $u, v \in L_{\infty}\left(G, \mathbb{R}^{m}\right)$,

$$
\begin{aligned}
& \left|f_{d}(s, t, z(v)(s, t), v(s, t))-f_{d}(s, t, z(u)(s, t), u(s, t))\right| \\
& \quad \leq K_{2}(|z(v)(s, t)-z(u)(s, t)|+|v(s, t)-u(s, t)|)
\end{aligned}
$$

Using Theorem 2.2,

$$
\begin{aligned}
&|z(v)(s, t)-z(u)(s, t)| \leq K_{3}\left[\int_{a}^{s}\left|\Delta_{v, u} f(\alpha, t)\right| d \alpha+\int_{b}^{t}\left|\Delta_{v, u} g(s, \beta)\right| d \beta\right. \\
&\left.+\iint_{G}\left(\left|\Delta_{v, u} f(\alpha, \beta)\right|+\left|\Delta_{v, u} g(\alpha, \beta)\right|\right) d \alpha d \beta\right]
\end{aligned}
$$

In view of assumption $\left(\mathrm{A}_{3}\right)$, we have

$$
\left|\Delta_{v, u} f(s, t)\right|,\left|\Delta_{v, u} g(s, t)\right| \leq C|v(s, t)-u(s, t)| \leq C\|v-u\|_{\infty}
$$

for almost all $(s, t) \in G$. Therefore, for almost all $(s, t) \in G$,

$$
\left|f_{d}(s, t, z(v)(s, t), v(s, t))-f_{d}(s, t, z(u)(s, t), u(s, t))\right| \leq C^{\prime}\|v-u\|_{\infty}
$$

where $C^{\prime}$ denotes a nonnegative constant depending only on the dimensions of the rectangular region $G$. Finally, it follows from the last inequality that

$$
\left\|f_{d}(v)-f_{d}(u)\right\| \leq C^{\prime}\|v-u\|_{\infty}
$$

completing the proof of the lemma.
Recall from (3.1)-(3.2) that the adjoint variables $\lambda$ and $\mu$ depend on $u$. In the following lemma we shall prove the uniform boundedness and uniform continuity of $\lambda$ and $\mu$ with respect to $u$.

## LEMMA 5.2.

(a) $\|\lambda(u)\|_{\infty} \leq K,\|\mu(u)\|_{\infty} \leq K$ for some constant $K$, and for all $u \in L_{\infty}\left(G, \mathbb{R}^{m}\right)$.
(b) $\lambda(u)$ and $\mu(u)$ are uniformly continuous on $L_{\infty}\left(G, R^{m}\right)$.

Proof. Note from (3.1)-(3.2) that $(\lambda, \mu)$ is the unique solution of a linear system of partial differential equations of the same form as (2.1)-(2.2). Thus Theorem 2.1 applies to the system (3.1)-(3.2). Noting in this case that $f_{1} \equiv 0, g_{1} \equiv 0$ (see ( $\mathrm{A}_{2}$ )
for definitions of $f_{1}$ and $g_{1}$ ), Theorem 2.1 shows that the pointwise norms of $\lambda$ and $\mu$ depend on the norms of $P_{y}$ and $R_{x}$. Thus (a) follows from assumption ( $\mathrm{A}_{4}$ ).

To see the uniform continuity of $\lambda$ and $\mu$ with respect to $u$, apply Theorem 2.2 (along with assumption $\left(\mathrm{A}_{3}\right)$ ) to the adjoint system (3.1)-(3.2), which is a linear version of (2.1)-(2.2). This completes the proof of the lemma.

Let us finally check the uniform continuity of the derivative $J^{\prime}(u)$ on $L_{\infty}(G$, $\left.\mathbb{R}^{m}\right)$. Let $u, v \in L_{\infty}\left(G, \mathbb{R}^{m}\right)$. Then it follows from Theorem 5.1 that, for any $w \in L_{\infty}\left(G, \mathbb{R}^{m}\right)$

$$
\begin{aligned}
\left|J^{\prime}(v)(w)-J^{\prime}(u)(w)\right| \leq \iint_{G} & {\left[\mid \lambda(v)(s, t) \cdot f_{u}(s, t, z(v)(s, t), v(s, t))\right.} \\
& -\lambda(u)(s, t) \cdot f_{u}(s, t, z(u)(s, t), u(s, t)) \mid \\
& +\mid \mu(v)(s, t) \cdot g_{u}(s, t, z(v)(s, t), v(s, t)) \\
& \left.-\mu(u)(s, t) \cdot g_{u}(s, t, z(u)(s, t), u(s, t)) \mid\right]\|w\|_{\infty} d s d t
\end{aligned}
$$

Using assumption ( $\mathrm{A}_{3}$ ) and Lemma 5.2, we have

$$
\begin{aligned}
\left|J^{\prime}(v)(w)-J^{\prime}(u)(w)\right| \leq & \|w\|_{\infty}\left[\|\lambda(v)-\lambda(u)\|_{\infty}+\|\mu(v)-\mu(u)\|_{\infty}\right] \\
& +C_{2}\left[\left\|\Delta_{v, u} f_{u}\right\|_{\infty}+\left\|\Delta_{v, u} g_{u}\right\|_{\infty}\right]
\end{aligned}
$$

where $C_{1}$ and $C_{2}$ are constants independent of $u, v$, and $w$. It then follows that

$$
\begin{align*}
\left\|J^{\prime}(v)(w)-J^{\prime}(u)(w)\right\| \leq & C_{1}\left[\|\lambda(v)-\lambda(u)\|_{\infty}+\|\mu(v)-\mu(u)\|_{\infty}\right] \\
& +C_{2}\left[\left\|\Delta_{v, u} f_{u}\right\|_{\infty}+\left\|\Delta_{v, u} g_{u}\right\|_{\infty}\right] \tag{5.5}
\end{align*}
$$

where

$$
\left\|J^{\prime}(v)-J^{\prime}(u)\right\|:=\sup _{u \in L_{\infty}\left(G, R^{m}\right)} \frac{\left|J^{\prime}(v)(w)-J^{\prime}(u)(w)\right|}{\|w\|_{\infty}}
$$

Applying Lemmas 5.2 and 5.3 to the above estimate (5.5) we can state the following
THEOREM 5.2. The derivative $J^{\prime}(u)$ of the cost functional $J(u)$, which maps $L_{\infty}\left(G, \mathbb{R}^{m}\right)$ into its dual space $L_{\infty}^{*}\left(G, \mathbb{R}^{m}\right)$ is uniformly continuous on $L_{\infty}\left(G, \mathbb{R}^{m}\right)$.

## 6. The algorithm

Based on the analysis of the previous section, following the lines of the algorithm devised in [11, pages 148-149] we can now devise the following conditional gradient algorithm for the optimal control problem (2.1)-(2.4).

Step 1: Choose $\alpha, \beta \in(0,1)$, and let $u^{0} \in \Omega$ be an initial control. Set $k=0$.
STEP 2: Solve (2.1)-(2.2) for $z\left(u^{k}\right)$, and (3.1) for $\lambda\left(u^{k}\right), \mu\left(u^{k}\right)$. Using (5.2), compute $J^{\prime}\left(u^{k}\right)$.
STEP 3: Find a control $\bar{u}^{k}$ such that

$$
\begin{align*}
& {\left[\lambda\left(u^{k}\right)(s, t) \cdot f_{u}\left(s, t, z\left(u^{k}\right)(s, t), u^{k}(s, t)\right)\right.} \\
&\left.+\mu\left(u^{k}\right)(s, t) \cdot g_{u}\left(s, t, z\left(u^{k}\right)(s, t), u^{k}(s, t)\right)\right] \bar{u}^{k}(s, t) \\
& \leq\left[\lambda\left(u^{k}\right)(s, t) \cdot f_{u}\left(s, t, z\left(u^{k}\right)(s, t), u^{k}(s, t)\right)\right. \\
&\left.+\mu\left(u^{k}\right)(s, t) \cdot g_{u}\left(s, t, z\left(u^{k}\right)(s, t), u^{k}(s, t)\right)\right] u^{k}(s, t) \tag{6.1}
\end{align*}
$$

for all $u \in \Omega$ and for a.a. $(s, t) \in G$.
STEP 4: If $J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}-u^{k}\right)=0$ then set $u^{k+l}:=u^{k}$ for $l=1,2, \ldots$, and stop;
otherwise go to the next step.
STEP 5: Choose $\alpha^{m}$ to be the first element in the sequence $1, \alpha, \alpha^{2}, \ldots$, such that

$$
\begin{equation*}
J\left(u^{k}+\alpha^{k}\left(\bar{u}^{k}-u^{k}\right)\right)-J\left(u^{k}\right) \leq \alpha^{k} \beta J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}-u^{k}\right) \tag{6.2}
\end{equation*}
$$

STEP 6: Set $u^{k+1}:=u^{k}+\alpha^{k}\left(\bar{u}^{k}-u^{k}\right)$. Go to Step 2 with $k=k+1$.
Our next aim is to show that the above algorithm is well-defined. Steps 1 and 2 are well-defined. In Lemma 6.1 below we will prove the existence of a control function $\bar{u}^{k}$ defined in Step 3. Recall that $\Omega$ is convex and so for any $0 \leq \theta \leq 1$, $u^{k}+\theta\left(\bar{u}^{k}-\bar{u}\right) \in \Omega$. We have

$$
\lim _{\theta \rightarrow 0}\left[J\left(u^{k}+\theta\left(\bar{u}^{k}-u^{k}\right)\right)-J\left(u^{k}\right)\right] / \theta=J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}-u^{k}\right)
$$

Thus there does, in fact, exist $\alpha^{k}$ satisfying (6.2). (Note from (6.1) that terms on both sides of (6.2) are negative.) Finally, Step 6 is well-defined by the convexity of $\Omega$, that is, $u^{k+1} \in \Omega$.

Lemma 6.1. For each $u \in \Omega$, there exists a control $\bar{u} \in \Omega$ that minimizes the linear functional $J^{\prime}(u)(\cdot)$.

Proof. Proof is based on the Fillipov implicit function theorem, cf. [11, Lemma 4.6.1].
The following theorem gives a necessary condition for optimality of the optimal control problem (2.1)-(2.4), in terms of the derivative of the cost functional.

THEOREM 6.1. Let $\bar{u} \in \Omega$ be an optimal control for problem (2.1)-(2.4). Then

$$
\begin{equation*}
J^{\prime}(\bar{u}) \bar{u} \leq J^{\prime}(\bar{u}) u, \quad \text { for all } u \in \Omega . \tag{6.3}
\end{equation*}
$$

Proof. Let $u \in \Omega$ and $\alpha \in(0,1]$. We have $(1-\alpha) \bar{u}+\alpha u \in \Omega$, and so $J(1-\alpha) \bar{u}+$ $\alpha u) \geq J(\bar{u})$, from which we have $[J((1-\alpha) \bar{u}+\alpha u)-J(\bar{u})] / \alpha \geq 0$. Letting $\alpha \rightarrow 0$, we obtain $J^{\prime}(\bar{u})(u-\bar{u}) \geq 0$. This completes the proof.

In the following theorem, we establish a convergence property of the algorithm.

THEOREM 6.2. Let $\left\{u^{k}\right\}$ be a sequence of admissible controls generated by the above algorithm. If $u^{*}$ is an accumulation point of $\left\{u^{k}\right\}$, then $u^{*}$ satisfies the optimality condition (6.3).

Proof. The proof is similar to the one given for [11, Theorem IV.6.2]. If, for some $k, u^{k}$ satisfies the optimality condition (6.3), then by Step 4 of the algorithm, we have $u^{k+i}=u^{k}, i=1,2, \ldots$. In this case, the theorem is obvious. We thus assume that $J^{\prime}\left(u^{k}\right)\left(\bar{u}-u^{k}\right) \neq 0$ for all $k=1,2, \ldots$. Since $u^{*}$ is an accumulation point of the sequence $\left\{u^{k}\right\}$, there is a subsequence of it, again denoted by $\left\{u^{k}\right\}$, converging to $u^{*}$ in the norm of $L_{\infty}\left(G, \mathbb{R}^{m}\right)$.

According to (6.2),

$$
\begin{equation*}
\alpha^{k} \beta\left|J^{\prime}\left(u^{k}\right)\left(\bar{u}-\bar{u}^{k}\right)\right| \leq\left|J\left(u^{k+1}\right)-J\left(u^{k}\right)\right| \tag{6.4}
\end{equation*}
$$

and by the definition of $\alpha^{k}$,

$$
\begin{equation*}
J\left(u^{k}+\left(\frac{\alpha^{k}}{\alpha}\right)\left(\bar{u}^{k}-u^{k}\right)\right)-J\left(u^{k}\right)>\left(\frac{\alpha^{k}}{\alpha}\right) \beta J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}-u^{k}\right) \tag{6.5}
\end{equation*}
$$

whenever $\alpha^{k}<1$. Applying the mean value theorem to the left hand side of (6.5), we have

$$
\begin{equation*}
J^{\prime}\left(\hat{u}^{k}\right)\left(\bar{u}^{k}-u^{k}\right)-J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}-u^{k}\right)>(\beta-1) J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}-u^{k}\right), \tag{6.6}
\end{equation*}
$$

or

$$
\begin{align*}
0<J^{\prime}\left(u^{k}\right)\left(u^{k}-\bar{u}^{k}\right) & <\frac{1}{1-\beta}\left|J^{\prime}\left(\hat{u}^{k}\right)-J^{\prime}\left(u^{k}\right)\right|\left|\bar{u}^{k}-u^{k}\right| \\
& \leq \frac{1}{1-\beta}\left|J^{\prime}\left(\hat{u}^{k}\right)-J^{\prime}\left(u^{k}\right)\right|\left(\left\|\bar{u}^{k}\right\|_{\infty}+\left\|u^{k}\right\|_{\infty}\right) \\
& \leq \frac{2 C}{1-\beta}\left|J^{\prime}\left(\hat{u}^{k}\right)-J^{\prime}\left(u^{k}\right)\right| \tag{6.7}
\end{align*}
$$

where $C$ is an upper bound for the set $\left\{\|u\|_{\infty}: u \in \Omega\right\}$.
Noting that $\left\{J\left(u^{k}\right)\right\}$ is a bounded decreasing sequence, we have

$$
\begin{equation*}
J\left(u^{k}\right)-J\left(u^{k+1}\right) \rightarrow 0, \text { as } k \rightarrow \infty \tag{6.8}
\end{equation*}
$$

It thus follows from (6.8) and (6.4) that

$$
\begin{equation*}
\alpha^{k} J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}-u^{k}\right) \rightarrow 0, \text { as } k \rightarrow \infty \tag{6.9}
\end{equation*}
$$

To complete the proof, we can show as in Theorem IV.6.2 that

$$
\begin{equation*}
J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}-u^{k}\right) \rightarrow 0, \text { as } k \rightarrow \infty \tag{6.10}
\end{equation*}
$$

Thus by the uniform continuity of $J^{\prime}(\cdot)$ and the fact that $\left\|u^{k}-u^{*}\right\|_{\infty} \rightarrow 0$, we have $J^{\prime}\left(u^{k}\right)\left(u^{k}\right) \rightarrow J^{\prime}\left(u^{*}\right)\left(u^{*}\right)$. Thus by (6.9),

$$
\begin{equation*}
\lim _{k \rightarrow \infty} J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}\right)=J^{\prime}\left(u^{*}\right)\left(u^{*}\right) \tag{6.11}
\end{equation*}
$$

By the definition of $\bar{u}^{k}$ given in Step 3, we have $J^{\prime}\left(u^{k}\right)\left(\bar{u}^{k}\right) \leq J^{\prime}\left(u^{k}\right)(u)$ for all $u \in \Omega$. Thus it follows from (6.11) that $J^{\prime}\left(u^{*}\right)\left(u^{*}\right) \leq J^{\prime}\left(u^{*}\right)(u)$ for all $u \in \Omega$. In other words, $u^{*}$ satisfies the necessary condition for optimality, and the proof is complete.

REMARK. Theorem 6.1 assumes that the generated sequence of admissible controls $\left\{u^{k}\right\}$ has an accumulation point in the strong topology of $L_{\infty}(G, U)$. However, there is no guarantee of the existence of such an accumulation point. In order to improve upon Theorem 6.2, one can introduce (as in [11, Chapter V]) the notion of relaxed controls. The topology associated with the space of relaxed controls is a more natural one in the sense that it is weak enough to ensure the existence of accumulation points for any infinite sequence. Yet it is strong enough to ensure that the accumulation points satisfy a meaningful necessary condition for optimality of the associated relaxed optimal control problem. For details, we refer the reader to [11].
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