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#### Abstract

Quaternionic numerical range is not always a convex set. In this note, an explicit criterion is given for the convexity of quaternionic numerical range.


1. Introduction. It has been over 150 years since the discovery of quaternions by Hamilton in 1843. Various topics on quaternions were and are being studied: quaternionic equations [6, 11], quaternionic matrices [5, 9, 16], and quaternionic eigenvalues [1, 10, 15]. In this note we are interested in quaternionic numerical ranges. Kippenhahn [8] was the first one to study quaternionic numerical range as a generalization of the complex case. Unaware of Kippenhahn's paper, Jamison [7] and later Au-Yeung [2] reinitiated the study of quaternionic numerical ranges. Recently the study of quaternionic numerical ranges is revived in a series of papers [ $3,4,12,13,14,17$ ]. It seems that most of the recent papers are on the convexity of the so called upper bild instead of quaternionic numerical range.

Let $\mathbf{R}, \mathbf{C}$ and $\mathbf{H}$ denote the set of real, complex and quaternionic numbers respectively. Let $q=a+b \mathbf{i}+c \mathbf{j}+d \mathbf{k}$ be a quaternion with real $a, b, c$ and $d$. Then we denote the conjugate $\bar{q}=a-b \mathbf{i}-c \mathbf{j}-d \mathbf{k}$; the real part $\operatorname{re}(q)=a$; and the norm $|q|=\sqrt{\bar{q} q}=\sqrt{a^{2}+b^{2}+c^{2}+d^{2}}$. For an $n \times n$ quaternionic matrix $A$, the quaternionic numerical range of $A$ is defined as the set

$$
W(A)=\left\{x^{*} A x: x^{*} x=1\right\}
$$

where $x$ is an $n$-vector with quaternionic entries and $x^{*}$ is the conjugate transpose of $x$. Note that $W(A)$ is a subset of $\mathbf{H}$ and can be viewed as a subset of the real 4-dimensional space. Unlike its complex analog, quaternionic numerical range is not convex in general. This fact was observed by Jamison [7] in his Ph.D. dissertation on quaternionic Hilbert space. Then it comes a natural question: when is a quaternionic numerical range convex? For $n=1$, it is straight forward to verify that $W(A)$ is convex if and only if $A$ is a real number. In his dissertation, Jamison also showed that if $A$ is Hermitian then $W(A)$ is a nonempty closed interval and hence convex. Later Au-Yeung [2] extended this result and we restate it as follows.

[^0]THEOREM 1.1. For $n \geq 2$, let $A$ be an $n \times n$ normal matrix with eigenvalues $h_{1}+$ $k_{1} \mathbf{i}, \ldots, h_{n}+k_{n} \mathbf{i}$ where $h_{1} \leq \cdots \leq h_{n}$ and $k_{t} \geq 0$ for $1 \leq t \leq n$. Then $W(A)$ is convex if and only if $k_{1}\left(h_{1}-h_{2}\right)=k_{n}\left(h_{n}-h_{n-1}\right)=0$.

Moreover Au-Yeung [2] gave an implicit characterization of matrices with convex quaternionic numerical range. To state his result, we define the set $W_{\mathbf{R}}(A)=\{\operatorname{re}(q): q \in$ $W(A)\}$. It is clear that $W(A) \cap \mathbf{R} \subset W_{\mathbf{R}}(A)$.

THEOREM 1.2. The set $W(A)$ is convex if and only if $W(A) \cap \mathbf{R}=W_{\mathbf{R}}(A)$.
However this result is not easy to use since it requires the knowledge of $W(A)$. The objective of this note is to make Theorem 1.2 more explicit. To this end, we need the notion of quasi-diagonal elements of a quaternionic matrix.

Write $A=H+K$ where $H=\frac{A+A^{*}}{2}$ is Hermitian and $K=\frac{A-A^{*}}{2}$ is skew-Hermitian. For results on quaternionic matrices used below, see [5, 9]. Let $U$ be a unitary matrix such that $U^{*} H U$ is a real diagonal matrix with elements $h_{1} \leq \cdots \leq h_{n}$. Since $U^{*} K U$ is still skew-Hermitian, the diagonal elements have zero real parts. Hence there exists a diagonal unitary matrix $D$ such that the diagonal elements of $D^{*} U^{*} K U D$ are of the form $k_{1} \mathbf{i}, \ldots, k_{n} \mathbf{i}$ with $k_{t} \geq 0$ for $1 \leq t \leq n$. Consequently $A$ is unitarily similar to the matrix $D^{*} U^{*} A U D$ with diagonal elements $h_{1}+k_{1} \mathbf{i}, \ldots, h_{n}+k_{n} \mathbf{i}$ where $h_{1} \leq \cdots \leq h_{n}$ and $k_{t} \geq 0$ for $1 \leq t \leq n$. The numbers $h_{1}+k_{1} \mathbf{i}, \ldots$ and $h_{n}+k_{n} \mathbf{i}$ are called quasi-diagonal elements of $A$. Note that $h_{t}$ 's are uniquely determined by $A$ but $k_{t}$ 's are not. Quasi-diagonal elements are useful in studying quaternionic numerical range.

Proposition 1.3. Let A be a matrix with quasi-diagonalelements $h_{1}+k_{1} \mathbf{i}, \ldots, h_{n}+k_{n} \mathbf{i}$ where $h_{1} \leq \cdots \leq h_{n}$ and $k_{t} \geq 0$ for $1 \leq t \leq n$. Then $W_{\mathbf{R}}(A)=\left[h_{1}, h_{n}\right]$.

Proof. Since $W(A)$ is invariant under unitary similarity, we may assume that $A$ is of the form $D^{*} U^{*} A U D$. Note that $\operatorname{re}\left(x^{*} A x\right)=\sum_{i=1}^{n} h_{i}\left|x_{i}\right|^{2}$ where $\sum_{i=1}^{n}\left|x_{i}\right|^{2}=1$. The result follows the fact that $h_{1} \leq \cdots \leq h_{n}$.

Although $W(A)$ is not convex in general, Jamison [7] and later Au-Yeung [2] proved that $W(A) \cap \mathbf{R}$ is convex, indeed a nonempty closed interval for $n \geq 2$. Now Theorem 1.2 can be stated explicitly as follows.

Proposition 1.4. For $n \geq 2$, let $A$ be an $n \times n$ matrix with $W(A) \cap \mathbf{R}=[l, r]$ and have quasi-diagonal elements $h_{1}+k_{1} \mathbf{i}, \ldots, h_{n}+k_{n} \mathbf{i}$ where $h_{1} \leq \cdots \leq h_{n}$ and $k_{t} \geq 0$ for $1 \leq t \leq n$. Then $W(A)$ is convex if and only if $l=h_{1}$ and $r=h_{n}$.

Proposition 1.4 is not good since $r$ and $l$ do not have simple formulas. Nonetheless, in next section, we will give an explicit criterion in terms of quasi-diagonal elements for the convexity of quaternionic numerical range.
2. Main result. In this section we start with a lemma and then conclude with the main theorem.

LEMMA 2.1. Let $A=\left[\begin{array}{cc}h_{1}+k_{1} \mathbf{i} & q \\ -\bar{q} & h_{2}+k_{2} \mathbf{i}\end{array}\right]$ where $h_{1} \leq h_{2}$ and $k_{t} \geq 0$ for $1 \leq t \leq 2$.
Denote $W(A) \cap \mathbf{R}=[l, r]$.

1. If $k_{1}\left(h_{2}-h_{1}\right)=0$ then $h_{1}=l$.
2. If $k_{2}\left(h_{2}-h_{1}\right)=0$ then $h_{2}=r$.

Proof. Note that

$$
W(A)=\left\{h_{1}|x|^{2}+h_{2}|y|^{2}+k_{1} \bar{x} \mathbf{i} x+k_{2} \bar{y} \mathbf{i} y+\bar{x} q y-\bar{y} \bar{q} x: x, y \in \mathbf{H},|x|^{2}+|y|^{2}=1\right\}
$$

Hence

$$
l=\min \left\{h_{1}|x|^{2}+h_{2}|y|^{2}: x, y \in \mathbf{H},|x|^{2}+|y|^{2}=1, k_{1} \overline{\bar{x}} \mathbf{x}+k_{2} \bar{y} \mathbf{y} y+\bar{x} q y-\bar{y} \bar{q} x=0\right\}
$$

and

$$
r=\max \left\{h_{1}|x|^{2}+h_{2}|y|^{2}: x, y \in \mathbf{H},|x|^{2}+|y|^{2}=1, k_{1} \bar{x} \mathbf{i} x+k_{2} \bar{y} \mathbf{i} y+\bar{x} q y-\bar{y} \bar{q} x=0\right\} .
$$

1. If $k_{1}=0$ then $l=h_{1}$ by taking $x=1$ and $y=0$. If $k_{1} \neq 0$ then $h_{1}=h_{2}$ from hypothesis. Consequently, $l=h_{1}$.
2. If $k_{2}=0$ then $h_{2}=r$ by taking $x=0$ and $y=1$. If $k_{2} \neq 0$ then $h_{1}=h_{2}$ from hypothesis. Consequently, $r=h_{2}$.

THEOREM 2.2. For $n \geq 2$, let $A$ be an $n \times n$ matrix with quasi-diagonal elements $h_{1}+k_{1} \mathbf{i}, \ldots, h_{n}+k_{n} \mathbf{i}$ where $h_{1} \leq \cdots \leq h_{n}$ and $k_{t} \geq 0$ for $1 \leq t \leq n$. Then $W(A)$ is convex if and only if $k_{1}\left(h_{1}-h_{2}\right)=k_{n}\left(h_{n}-h_{n-1}\right)=0$.

Proof. Note that $A$ is unitarily similar to $H+K$ where $H$ is a diagonal matrix with real entries $h_{1} \leq \cdots \leq h_{n}$ and $K$ is a skew Hermitian matrix with diagonal elements $k_{1} \mathbf{i}, \ldots, k_{n} \mathbf{i}$, where $k_{t} \geq 0$ for $1 \leq t \leq n$. Since quaternionic numerical range is invariant under unitary similarity, we have $W(A)=W(H+K)$. Let $W(A) \cap \mathbf{R}=[l, r]$.

Necessity. Since $W(A)$ is convex, by Proposition 1.4, $[l, r]=\left[h_{1}, h_{n}\right]$. Hence $h_{1}=$ $l \in W(A)=W(H+K)$, i.e., there exists $x$ such that $x^{*} x=1$ and $h_{1}=x^{*} A x=\sum_{i=1}^{n} h_{i}\left|x_{i}\right|^{2}+$ $x^{*} K x$. Since $K$ is skew-Hermitian, $x^{*} K x$ has zero real part. It follows that $h_{1}=\sum_{t=1}^{n} h_{t}\left|x_{t}\right|^{2}$. Hence there exists an integer $1 \leq s \leq n$ such that $h_{1}=\cdots=h_{s}$ and $x_{s+1}=\cdots=x_{n}=0$. If $s=1$ then $x=\left[x_{1} 0 \cdots 0\right]^{T}$ and so $0=x^{*} K x=\overline{x_{1}} \mathbf{i} k_{1} x_{1}$. It follows that $k_{1}=0$. If $s>1$ then $h_{1}=h_{2}$. Consequently $k_{1}\left(h_{2}-h_{1}\right)=0$. Similarly, $h_{n}=r \in W(A)$ implies that $k_{n}\left(h_{n}-h_{n-1}\right)=0$.

Sufficiency. Consider the $2 \times 2$ principal submatrix

$$
A^{\prime}=\left[\begin{array}{cc}
h_{1}+k_{1} \mathbf{i} & q \\
-\bar{q} & h_{2}+k_{2} \mathbf{i}
\end{array}\right]
$$

of $H+K$. Since $W\left(A^{\prime}\right) \subset W(H+K)=W(A)$, it follows that $\left[l^{\prime}, r^{\prime}\right]=W\left(A^{\prime}\right) \cap \mathbf{R} \subset$ $W(A) \cap \mathbf{R}=[l, r] \subset\left[h_{1}, h_{n}\right]$. Hence $h_{1} \leq l \leq l^{\prime}$. By Lemma 2.1, the hypothesis
$k_{1}\left(h_{2}-h_{1}\right)=0$ implies that $l^{\prime}=h_{1}$ and so $h_{1}=l$. To finish the proof, we consider the $2 \times 2$ principal submatrix

$$
A^{\prime \prime}=\left[\begin{array}{cc}
h_{n}+k_{n-1} \mathbf{i} & p \\
-\bar{p} & h_{n}+k_{n} \mathbf{i}
\end{array}\right]
$$

of $H+K$. Applying an analogous argument as above, we have $r^{\prime \prime} \leq r \leq h_{n}$ where $\left[l^{\prime \prime}, r^{\prime \prime}\right]=W\left(A^{\prime \prime}\right) \cap \mathbf{R}$. By the Lemma 2.1, $k_{n}\left(h_{n}-h_{n-1}\right)=0$ implies that $r^{\prime \prime}=h_{n}$ and so $h_{n}=r$. Consequently, we have $\left[h_{1}, h_{n}\right]=[l, r]$ which implies the convexity of $W(A)$ by Proposition 1.4.

Note that if $A$ is normal then the eigenvalues of $A$ are quasi-diagonal elements of $A$. Hence Theorem 1.1 is recovered as a corollary.

## REFERENCES

1. Y. H. Au-Yeung, Another proof of the theorems on the eigenvalues of a square quaternion matrix. Proc. Glasgow Math. Assoc. 6(1964), 191-195.
2. $\qquad$ On the convexity of numerical range in quaternionic Hilbert spaces. Linear and Multilinear Algebra 16(1984), 93-100.
3. $\qquad$ On the eigenvalues and numerical range of a quaternionic matrix. In: Five Decades As a Mathematician and Educator: On the 80th Birthday of Professor Yung-Chow Wong, World Scientific Publishing, (1995), 19-30.
4. A short proof of a theorem on the numerical range of a normal quaternionic matrix. Linear and Multilinear Algebra 39(1995), 279-284.
5. J. Brenner, Matrices of quaternions. Pacific J. Math. 1(1951), 329-335.
6. S. Eilenberg and I. Niven, The fundamental theorem of algebra for quaternions. Bull. Amer. Math. Soc. 50(1944), 246-248.
7. J. E. Jamison, Numerical range and numerical radius in quaternionic Hilbert space. University of Missouri Ph.D. Dissertation, 1972.
8. R. Kippenhahn, Uber die Wertvorrat einer Matrix. Math. Nachr. 6(1951), 193-228.
9. H. C. Lee, Eigenvalues and canonical forms of matrices with quaternion coefficients. Proc. Roy. Irish Acad. Sect. A 52(1949), 253-260.
10. N. Mackey, Hamilton and Jacobi meet again; quaternions and the eigenvalues problem. SIAM J. Matrix Anal. Appl. 16(1995), 421-435.
11. I. Niven, Equations in quaternions. Amer. Math. Monthly 48(1941), 654-661.
12. W. So and R. C. Thompson, Convexity of the upper complex plane part of the numerical range of a quaternionic matrix. Linear and Multilinear Algebra 41(1996), 303-365.
13. W. So, R. C. Thompson and F. Zhang, The numerical range of normal matrices with quaternion entries. Linear and Multilinear Algebra 37(1994), 175-195.
14. R. C. Thompson, The upper numerical range of a quaternionic matrix is not a complex numerical range. Linear Algebra Appl. 254(1997), 19-28.
15. R. M. Wood, Quaternionic eigenvalues. Bull. London Math. Soc. 17(1985), 137-138.
16. F. Zhang, Quaternions and matrices of quaternions. Linear Algebra Appl. 251(1997), 21-57.
17. ——, On numerical range of normal matrices of quaternions. J. Math. Phys. Sci. 29(1995), 235-251.

## Department of Mathematical and Information Sciences

[^1]
[^0]:    Received by the editors August 16, 1996.
    In memory of my advisor Bob Thompson who was a Canadian and passed away on December 10, 1995. AMS subject classification: 15A33, 15A60.
    (C)Canadian Mathematical Society 1998.

[^1]:    Sam Houston State University
    Huntsville, Texas 77341
    U.S.A.
    e-mail: mth_wso@shsu.edu

