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MKZ Type Operators Providing a Better
Estimation on [1/2, 1)

M. Ali Özarslan and Oktay Duman

Abstract. In the present paper, we introduce a modification of the Meyer-König and Zeller (MKZ)

operators which preserve the test functions f0(x) = 1 and f2(x) = x2, and we show that this modifica-

tion provides a better estimation than the classical MKZ operators on the interval [ 1

2
, 1) with respect

to the modulus of continuity and the Lipschitz class functionals. Furthermore, we present the r-th

order generalization of our operators and study their approximation properties.

1 Introduction

The Meyer-König and Zeller operators Mn, (n ∈ N) [3], are defined by

Mn( f ; x) =

∞
∑

k=0

f
( k

n + k

)

mn,k(x), f ∈ C[0, 1) and x ∈ [0, 1),

where

mn,k(x) =

(

n + k − 1

k

)

xk(1 − x)n.

In order to give the monotonicity properties, Cheney and Sharma [1] modified these

operators as follows:

M∗
n ( f ; x) =

∞
∑

k=0

f

(

k

n + k

)

mn+1,k(x), f ∈ C[0, 1) and x ∈ [0, 1).

The operators M∗
n ( f ; x) preserve fi(x) = xi , (i = 0, 1), i.e., M∗

n ( f0; x) = f0(x) = 1

and M∗
n ( f1; x) = f1(x) = x, n ∈ N. It is also known that

f2(x) ≤ M∗
n ( f2; x) ≤ f2(x) +

x

n
with f2(x) = x2.

Then the second central moment for the operators M∗
n ( f ; x) satisfies the following

inequality:

M∗
n ((y − x)2; x) ≤

f1(x)

n
=

x

n
.

In this paper we present a modification of the operators M∗
n ( f ; x) which preserve

f0(x) and f2(x), and show that this modification provides a better estimation than

the operators M∗
n ( f ; x) on the interval [ 1

2
, 1). We also deal with the r-th order gener-

alization of our operators and discuss their approximation properties.
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2 Construction of the Operators

We consider the following operators

(2.1) Rn( f ; x) =

∞
∑

k=0

f

(

√

k(k − 1)

(n + k)(n + k − 1)

)

mn+1,k(x), n ∈ N,

where x ∈ [0, 1) and f ∈ C[0, 1). It is obvious that the operators Rn are positive and

linear. Also we have

(2.2) Rn( f0; x) = f0(x) and Rn( f2; x) = f2(x).

To obtain our main results we require the following lemma.

Lemma 2.1 For all n ∈ N and x ∈ [0, 1), we have

(2.3) x −
1 − x

n
≤ Rn( f1; x) ≤ x +

x(1 − x)

n
.

Proof Since
√

k(k − 1)

(n + k)(n + k − 1)
≤

k

n + k − 1
, k ∈ N0 = {0, 1, 2, . . .},

we get, for all n ∈ N, that

Rn( f1; x) =

∞
∑

k=0

√

k(k − 1)

(n + k)(n + k − 1)
mn+1,k(x)

≤
∞
∑

k=1

k

n + k − 1

(

n + k

k

)

xk(1 − x)n+1

=

∞
∑

k=1

((n + k − 1) + 1)(n + k − 1)!

(n + k − 1)n!(k − 1)!
xk(1 − x)n+1

= x +
x(1 − x)

n
.

(2.4)

On the other hand, using the fact that
√

k(k − 1)

(n + k)(n + k − 1)
≥

k − 1

n + k
, k ∈ N,

we obtain, for all n ∈ N,

Rn( f1; x) ≥

∞
∑

k=1

k − 1

n + k

(

n + k

k

)

xk(1 − x)n+1

= x −

∞
∑

k=1

(n + k − 1)!

n!k!
xk(1 − x)n+1

= x −
1 − x

n
.

(2.5)
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So (2.4) and (2.5) complete the proof.

Then, using (2.2) and (2.3) we have the following Korovkin type approximation

theorem for the operators Rn given by (2.1) (see, for instance, [5]).

Theorem 2.2 For x ∈ [0, a], (a ∈ (0, 1)), and for f ∈ C[0, a], we have

lim
n

‖Rn( f ) − f ‖ = 0,

where the symbol ‖ · ‖ denotes the usual supremum norm on [0, a].

3 Rates of Convergence

In this section, we compute the rates of convergence of the operators Rn( f ; x) to f (x)

by means of the modulus of continuity and the elements of Lipschitz class. In this case

we show that our estimations are more powerful than the classical MKZ operators on

the interval [ 1
2
, 1).

Let f ∈ C[0, 1). The modulus of continuity of f , denoted by w( f , δ), is defined

to be

w( f , δ) = sup
|y−x|≤δ
x,y∈[0,1)

| f (y) − f (x)|.

Then it is known that the necessary and sufficient condition for a function f ∈
C[0, 1) is limδ→0 w( f , δ) = 0; and also, for any δ > 0 and each x, y ∈ [0, 1),

(3.1) | f (y) − f (x)| ≤ w( f , δ)
( |y − x|

δ
+ 1

)

.

Now using this terminology we first have the following.

Theorem 3.1 For every f ∈ C[0, 1) and x ∈ [0, 1), and for any δ > 0, we have

|Rn( f ; x) − f (x)| ≤ w( f , δ)

{

1 +
1

δ

√

2x(1 − x)

n

}

.

Proof Using monotonicity and linearity of the operators Rn and considering (3.1)

we may write that

|Rn( f ; x) − f (x)| ≤ Rn(| f (y) − f (x)|; x)

≤ w( f , δ)
{

1 +
1

δ
Rn(|y − x|; x)

}

≤ w( f , δ)
{

1 +
1

δ

√

Rn((y − x)2; x)
}

.

(3.2)
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On the other hand, since

Rn((y − x)2; x) = Rn( f2; x) − 2xRn( f1; x) + x2Rn( f0; x)

= x2 − 2xRn( f1; x) + x2

≤ 2x|Rn( f1; x) − f1(x)|,

it follows from Lemma 2.1 that

(3.3) Rn((y − x)2; x) ≤
2x(1 − x)

n
.

Then using (3.3) in (3.2) we complete the proof.

In the classical case, for the Meyer-König and Zeller operators M∗
n (see, for in-

stance, [3]), it is known that

(3.4) |M∗
n ( f ; x) − f (x)| ≤ w( f , δ)

{

1 +
1

δ

√

x

n

}

, for f ∈ C[0, 1) and δ > 0.

Now we claim that our rate of convergence in Theorem 3.1 is better than the estimate

(3.4) whenever x ∈ [ 1
2
, 1). Indeed, since 1 − x ≤ 1

2
for all x ∈ [ 1

2
, 1), we have

(3.5)

√

2x(1 − x)

n
≤

√

x

n
for x ∈ [ 1

2
, 1) and n ∈ N,

which corrects our claim.

We can also compute the rate of convergence of the operators Rn by means of the

elements of the Lipschitz class LipM(α), (α ∈ (0, 1]). To get this, we recall that a

function f ∈ C[0, 1) belongs to LipM(α) if the inequality

(3.6) | f (y) − f (x)| ≤ M|y − x|α, (x, y ∈ [0, 1))

holds.

Theorem 3.2 For every f ∈ LipM(α) and x ∈ [0, 1), we have

|Rn( f ; x) − f (x)| ≤ M
{ 2x(1 − x)

n

}
α
2

.

Proof Since f ∈ LipM(α) and x ∈ [0, 1), using inequality (3.6) and then applying

the Hölder inequality with p =
2
α , q =

2
2−α we get

|Rn( f ; x) − f (x)| ≤ Rn(| f (y) − f (x)|; x)

≤ MRn(|y − x|α; x)

≤ M{Rn((y − x)2; x)}
α
2

≤ M
{ 2x(1 − x)

n

}
α
2

,

whence the result.
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Notice that as in the proof of Theorem 3.2, since M∗
n ((y−x)2; x) ≤ x

n
, the classical

MKZ operators satisfy, for every f ∈ LipM(α), that

(3.7) |M∗
n ( f ; x) − f (x)| ≤ M

{ x

n

}
α
2

.

So, it follows from (3.6) that the above claim also holds for Theorem 3.2, i.e., the rate

of convergence of the operators Rn by means of the Lipschitz functionals is better

than the ordinary error estimation given by (3.7) whenever x ∈ [ 1
2
, 1).

4 A Generalization of the r-th Order of the Operators Rn

Let C[r][0, 1), (r = 0, 1, 2, . . . ) denote the set of all functions f having the continuous

r-th derivative f (r) with f (0)(x) := f (x) on the interval [0, 1) (see [4, 2]). Throughout

this section we set

an,k :=

√

k(k − 1)

(n + k)(n + k − 1)
, n ∈ N and k ∈ N0.

Now we consider the following r-th order generalization of the positive linear op-

erators Rn defined by (2.1):

(4.1) Rn,r( f ; x) =

∞
∑

k=0

r
∑

i=0

f (i)(an,k)
(x − an,k)i

i!
mn+1,k(x),

where f ∈ C[r][0, 1), r = 0, 1, 2, . . . , and n ∈ N. Observe that Rn,0 = Rn.

Now we have the following:

Theorem 4.1 For all f ∈ C[r][0, 1) such that f (r) ∈ LipM(α), and for every x ∈
[0, 1) we have

|Rn,r( f ; x) − f (x)| ≤
M

(r − 1)!

α

α + r
B(α, r)

∣

∣Rn

(

|t − x|r+α; x
) ∣

∣ ,

where B(α, r) is the beta function and n, r ∈ N.

Proof By (4.1) one can write that

(4.2) f (x) − Rn,r( f ; x) =

∞
∑

k=0

{

f (x) −

r
∑

i=0

f (i)(an,k)
(x − an,k)i

i!

}

mn+1,k(x).

It is known from Taylor’s formula that

(4.3) f (x) −

r
∑

i=0

f (i)(an,k)
(x − an,k)i

i!
=

(x − an,k)i

(r − 1)!

×

∫ 1

0

(1 − t)r−1
{

f (r)(an,k + t(x − an,k)) − f (r)(an,k)
}

dt.
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Since f (r) ∈ LipM(α),

(4.4)
∣

∣ f (r)(an,k + t(x − an,k)) − f (r)(an,k)
∣

∣ ≤ M tα|x − an,k|
α.

Using (4.4) and the usual definition of the beta integral in (4.3) we conclude that

(4.5)
∣

∣

∣
f (x) −

r
∑

i=0

f (i)(an,k)
(x − an,k)i

i!

∣

∣

∣
≤

M

(r − 1)!

α

α + r
B(α, r)|x − an,k|

r+α.

Taking into consideration (4.2) and (4.5) we get the result.

For the uniform convergence of the operators Rn,r we obtain the following.

Theorem 4.2 For every f ∈ C[r][0, a], (0 < a < 1), such that f (r) ∈ LipM(α), we

have

lim
n

‖Rn,r( f ) − f ‖ = 0, (r ∈ N0).

Proof From Theorem 2.2, it is clear that limn ‖Rn(g)‖ = 0, where g(t) = |t − x|r+α.

So the proof follows immediately from Theorem 4.1.

Finally, taking into consideration Theorem 3.1 one can deduce the following result

from Theorem 4.1.

Corollary 1 For all f ∈ C[r][0, 1) such that f (r) ∈ LipM(α), and for every x ∈ [0, 1)

and δ > 0, we have

|Rn,r( f ; x) − f (x)| ≤
M

(r − 1)!

α

α + r
B(α, r)w(g, δ)

{

1 +
1

δ

√

2x(1 − x)

n

}

,

where g(t) = |t − x|r+α.

Acknowledgments The authors would like to thank the referee(s) for his/her(their)

valuable remarks.

References

[1] E. W. Cheney and A. Sharma, Bernstein power series. Canad. J. Math. 16 (1964), 241–252.
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