3
The Symmetric Double Well

In this chapter we will consider in detail a simple quantum mechanical system
where “instantons”, critical points of the classical Euclidean action, can be used
to uncover non-perturbative information about the energy levels and matrix
elements. We will also explicitly see the use of the particular matrix element
(2.27) that we consider. The model we will consider has the classical Euclidean

action 5
2 1, .
Seletnl = [ ar (GGEP +VE0D). (3.1)
We choose for convenience the domain [—g, g] and we will choose the potential

explicitly later. We will always have in mind that 8 — oo, thus if § is considered
finite, it is to be treated as arbitrarily large. The potential, for now, is simply
required to be a symmetric double well potential, adjusted so that the energy is
equal to zero at the bottom of each well, located at +a, as depicted in Figure 3.1.

3.1 Classical Critical Points

The critical points of the action, Equation (3.1), are achieved at solutions of the
equations of motion

05p[2(7)]

52(") =—z(r")+V'(z(r")) =0. (3.2)

2(r)=2(r")

We assume z(7) satisfies Equation (3.2). Then writing z(7) = z(7) + dz(7) and
expanding in a Taylor series, we find

528p[z(7)]

S | oy 2O

Sele(r) = Silz(r))+ 5 [ drdr” .

(3.3)
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14 The Symmetric Double Well

V(z)

—a a

Figure 3.1. A symmetric double well potential with minima at +a

where we note that the first-order variation is absent as the equations of motion,
Equation (3.2), are satisfied. The second-order variation is given by

BN | (P s o
02(1)02(7") | (ry—z(r) ( a TV )> il - (34)
Then we have
8 2
Sglz(7)] = Sgelz(T)] + % /_; dréz(T) <_ddr2 + V”(Z(T))> dz(t)+---.  (3.5)

2

We can expand §z(7) in terms of the complete orthonormal set of eigenfunctions
zn(7) of the hermitean operator entering in the second-order term

2
<_$fHMMﬂO%ﬁFﬂMMﬂ,nzmﬂﬁwyw (3.6)

supplied with the boundary conditions

Completeness implies
Zzn(T)Zn(T/) =6(r—1") (3.8)
n=0

while orthonormality gives

g
Kgm%hMAﬂZ%m (3.9)

Thus expanding
(o)
0z(1) = chzn(ﬂ (3.10)
n=0

we find
Selz(7)] :SE[Z(T)]Jr%Z)\nC%Jro(c‘Z) (3.11)
n=0
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3.2 Analysis of the Fuclidean Path Integral 15

using the orthonormality Equation (3.9) of the z,(7)’s.

3.2 Analysis of the Euclidean Path Integral

The original matrix element that we wish to study, Equation (2.32), is given by
-4 _ _BX.P) =
(yle™ 8P 2y = (z(8/2) e Pz~ /2)), (3.12)
as we have not yet picked the boundary conditions on Z(4+(3/2). Then we get
<2(ﬂ/2>|67§ﬁ(}2P)|2(7,6/2)> N/DZ( )e h( (T)]Jr pDElt O)\nC +0(Cn))
_ - st ﬂ,/\//DZ( o~ (S0 frnch+o(e)
(3.13)

Now we will begin to define the path integration measure as

o]

de
%

nl;[o V2mh
integrating over all possible values of the ¢,,’s as a reasonable way of integrating
over all paths. The factor of v27h in the denominator is purely a convention
and is done for convenience as we shall see; any difference in the normalization

obtained this way can be absorbed into the still undefined normalization
constant, A'. Then the expression for the matrix element in Equation (3.13)

(3.14)

becomes

(32 P2 = RN T] [ et Eodnctoic)
(3.15)

Scaling ¢, = &,V gives for the right-hand side

. z(‘r) H/ dcn — )\nézl_i,_o(h))

_SplEe)] 1
—e NH(m(lJro(h))). (3.16)

n=0

This infinite product of eigenvalues for the operators which arise typically does
not converge. We will address and resolve this difficulty later and, assuming that
it is so done, we formally write “det” for the product of all the eigenvalues of the
operator. This yields the formula

2

(32 I PLs(j2y) =0 (Ko™ | = V() (1 o) )
(3.17)

w
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16 The Symmetric Double Well

Thus we see the matrix element has a non-perturbative contribution in A

coming from the exponential of the value of the classical action at the critical
Splz(r)]
point divided by h, e~ 55 , multiplying the yet undefined normalization and

determinant and an expression which has a perturbative expansion in positive

powers of & .

3.3 Tunnelling Amplitudes and the Instanton

To proceed further we have to be more specific. We shall consider the following

matrix elements
Bh(x p Bh(x p
(£ale” 7hMEP)g) = (Fale” TME D) — ), (3.18)

The equality of these matrix elements is easily obtained here by using the
assumed parity reflection symmetry of the Hamiltonian,

Bi(X.pP _Biy(x P

(wle™ "5 Dly) = (alppe” 1" Pppy)

= (alipe 1Pl
— (—afe FREP) g (3.19)
where B is the parity operator which satisfies PB? = 1, Blzr) = | — z) and

(B, h(X, P)] =0.
The equation which z(7) satisfies is

—Z(1)+V'(2(1)) =0, (3.20)

which is exactly the equation of motion for a particle in real time moving in the
reversed potential —V (z), as in Figure 3.2. Because of the matrix elements that
we are interested in, Equation (3.18), the corresponding classical solutions are
those which start at and return to either +a or those that interpolate between

V(z)

Figure 3.2. Inverted double well potential for z(7)
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8.8 Tunnelling Amplitudes and the Instanton 17
+a and Fa, and each in time §. The trivial solutions
zZ(1) =+a (3.21)

satisfy the first condition while the second condition can be obtained by
integrating Equation (3.20). Straightforwardly,

Z2(1)z(r) =V'(z(1))z(7), (3.22)

which implies
Z(1) =2V (2(1)) + 2, (3.23)

where ¢ is an integration constant. Integrating one more time and choosing the
solution that interpolates from —a to a, we get

zZ(1 - T
/ B :/ dr=74"2 (3.24)
—a V2V(Z)+e2 S8 2
and c is determined by
a d7
: (3.25)

SN EET
We note that this last Equation (3.25) does not depend on the details of
the solution, but only on the fact that it must interpolate from —a to a.
Obviously from Equation (3.23), ¢ is the initial velocity. The initial velocity
is not arbitrary, the solution must interpolate from —a to a in Euclidean time
B, and Equation (3.25) implicitly gives ¢ as a function of . There is no solution
that starts with vanishing initial velocity but interpolates between 4a in finite
time (; vanishing initial velocity requires infinite time.

As  — oo, the only way for the integral in Equation (3.25) to diverge to give
an infinite or very large § is for the denominator to vanish. This only occurs
for V(2) — 0 and for ¢ — 0. V(Z) — 0 occurs as Z — +a, which is near the start
and end of the trajectory. Also, physically, if the particle is to interpolate from
—a to a in a longer and longer time, 3, then it must start out at —a with a
smaller and smaller initial velocity, c. For larger and larger 3, ¢ must vanish in
an appropriate fashion. Heuristically, for small ¢, the solution spends most of its
time near zZ = £a and interpolates from one to the other relatively quickly. Then
the major contribution to the integral comes from the region around z = +a.
Since the integral diverges logarithmically when ¢ =0, for a typical potential
V' (which must vanish quadratically at Z = +a as V has a double zero at +a),
the integral must behave as —Inc, i.e. f ~ —Inc which is equivalent to ¢ ~e™5,
which means that ¢ must vanish exponentially with large 5. For sufficiently large
8 we may neglect ¢ altogether.
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18 The Symmetric Double Well

2[1]

+a

—at

Figure 3.3. Interpolating kink instanton for the symmetric double well

The action for the constant solutions, Equation (3.21), is evidently zero. For
the interpolating solution implicitly determined by Equation (3.24), it is

B

seletn] = [ ar (504 V() )

= (/a dz 2V(z)+c2> — B2 (3.26)

For large 3, we neglect ¢ in the integral for Sg[z(7)] = So, and the term —3c?,
yielding

So = /a dz+/2V (2). (3.27)

This is exactly the action corresponding to the classical solution for f = oo
depicted in Figure 3.3. Such Euclidean time classical solutions are called
“instantons”.

For large 7 the approximate equation satisfied by z(7) is

dz

— = —Z), 3.28

% —w(a—3) (3.28)
obtained by expanding Equation (3.23) as Z — a~ from below and where w? is the
second derivative of the potential at Z= a. There is a corresponding, equivalent
analysis for 7 — —oo. These have the solution

|2(1)| =a— Ce~I7l (3.29)

Thus the instanton is exponentially close to +a for |7| > L . Its size is = which
is of order 1, compared with % and . For large |7| , the solution is essentially
equal to ta, which is just the trivial solution. The solution is “on” only for an
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8.4 The Instanton Contribution to the Path Integral 19

“instant”, the relatively short time compared with 5, during which it interpolates
between —a and +a. Hence the name instanton. Reversing the time direction
gives another solution which starts at +a and interpolates to —a, aptly called
an anti-instanton. It clearly has the same action as an instanton.

3.4 The Instanton Contribution to the Path Integral
3.4.1 Translational Invariance Zero Mode

As we have seen, for very large (3, the instanton corresponding to infinite
is an arbitrarily close and perfectly good approximation to the true instanton.
Evidently with the infinite 8 instanton, we may choose the time arbitrarily at
which the solution crosses over from —a to +a. The solution of

2(7’) dZ
o \2V(z)

corresponds to an instanton which crosses over around 7 = 7y . Thus the position

T—To (3.30)

of the instanton 79 gives a one-parameter family of solutions, each with the
same classical action. The point is that for large enough 3, there exists a one-
parameter family of approximate critical points with action arbitrarily close to
So. The contribution to the path integral from the vicinity of these approximate
critical points will be of a slightly modified form, since the first variation of
the action about the approximate critical point does not quite vanish. Thus the
contribution will be of the form, the exponential of the negative action at the
approximate critical point, multiplied by a Gaussian integral with a linear shift,
the shift coming from the non-vanishing first variation of the action. The shift
will be proportional to some arbitrarily small function f(8) as 8 — oo . The
higher-order terms give perturbative corrections in %, as in Equation (3.16), and
can be dropped. Then, considering a typical Gaussian integral with a small linear
shift, as arises in the integration about an approximate critical point, we have

00 2
/ dx o k(%2125 (B)z) _ h(iz) l (3.31)

—oo V2T «

We see that to be able to neglect the effects of the shift, f(3) must be so small

that @ < 1, given that «, being independent of /& and [, is of order 1.

Typically, f(8) is exponentially small in 3, just as earlier ¢ was found to be.
f(B) needs to be determined and depends of the details of the dynamics. In any
case, 0 must be greater than a certain value determined by the value of /. This
is, however, no strong constraint other than imposing that we must consider
the limit that S is arbitrarily large while all other constants (especially /) are
held fixed. Hence, assuming  is sufficiently large, we can neglect the effect of the
linear shift and we must include the contribution from these approximate critical

points. To do so, we simply integrate over the position of the instanton and
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20 The Symmetric Double Well

perform the Gaussian integral over directions in path space which are orthogonal
to the direction corresponding to translations of the instanton.

The easiest way to perform such a constrained Gaussian integral is to use the
following observations. In the infinite £ limit, the translated instantons become
exact critical points and correspondingly the fluctuation directions about a given
instanton contain a flat direction. This means that the action does not change
to second order for variations along this direction. Precisely, this means that the
eigenfrequencies, \,, contain a zero mode, Ay = 0. We can explicitly construct
this zero mode since

9 _
(_dd7'2 +V"(z(r - 7'1))> %ﬁﬁ) = —% (=Z2(t—7m)+V'(z2(t—71))) =0,
(3.32)
the second term vanishing by the equation of motion, Equation (3.20), which is
clearly also valid for Z(7 — 7). This mode occurs because of the time translation
invariance when § is infinite. The corresponding normalized zero mode is

1 d

ZO(T):Ed—ﬁZ(T—ﬁ). (3.33)
Clearly
[ (Jls**oddnz“‘ﬁ))z —5 [t (3P -+ vt -n) =1
) - (3.34)

using the equation of motion, Equation (3.23), with ¢ =0 (infinite 3).
Integration in the path integral, Equation (3.15), over the coefficient of this
mode yields a divergence as the frequency is zero
dCQ 67%)\063 _ dCO
\V2mh V2rh

However, integrating over the position of the instanton is equivalent to

1=oo. (3.35)

integrating over c¢g. T is called a collective coordinate of the instanton
corresponding to its position in Euclidean time. Indeed, if Z(7—71) is an instanton
at position 71, the change in the path obtained by infinitesimally changing 77 is

d
02(1) = =—Z(7 — 11)dm1 = \/So20(7). (3.36)
dTl
The change induced by varying ¢ is, however,
0z(1) = zo(7)dco. (3.37)
Thus
dCo SO

and when integrating over the position 7 we should multiply by the normalizing

factor ‘/% . Clearly for infinite S the integral over 71 diverges, reflecting the

equivalent infinity obtained when integrating over c¢y.
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8.4 The Instanton Contribution to the Path Integral 21

This divergence is not disturbing, since for a positive definite Hamiltonian the
infinite 8 limit of the matrix element, Equation (2.32), is strictly zero, and for
large § it is an expression which vanishes exponentially. Thus in the large
limit, the Gaussian integrals in the directions orthogonal to the flat direction
must combine to give an expression which indeed vanishes exponentially with /3,
as we will see. For the time being, for finite 3, the integration over the position
then gives a factor that is linear in

So
\ osB (3.39)

Thus, so far the path integral has yielded

S0 ( So

<a|e*§ﬁ(xﬁ’)| —a)y=e & <27rh> ? BN (det/ {daf? +V”(2(T)] > E , (3.40)

where det’ means the “determinant” excluding the zero eigenvalue. We will leave
the evaluation of the determinant for a little later when will show that

N =

W (o [~ o] ) o (s [ ] ) CL

where w was defined at Equation (3.28), and we will evaluate K, which is, most
importantly, independent of & and .

3.4.2 Multi-instanton Contribution

To proceed further, we must realize that there are also other approximate critical
points which give significant contributions to the path integral. These correspond
to classical configurations which have, for example, an instanton at 77, an anti-
instanton at 7o and again an instanton at 73. If 7; are well separated within the
interval 3, these configurations are approximately critical, with an error of the
same order as for the approximate critical points previously considered. More
generally we can have a string of n pairs of an instanton followed by an anti-
instanton, plus a final instanton completing the interpolation from —a to a. We
denote such a configuration as Zs,11(7). The positions are arbitrary except that
the order of the instantons and the anti-instantons must be preserved and they
must be well separated. The action for 2n + 1 such objects is just (2n+1)Sy to
the same degree of accuracy.

One would, at first sight, conclude that this contribution, including the
Gaussian integral about these approximate critical points, is exponentially
suppressed relative to the contribution from the single instanton sector. Indeed,
we would find that the contribution of the 2n + 1-instantons and anti-instantons
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22 The Symmetric Double Well

to the matrix element!,

N =

_ (2n+1)Sg d2 N
<a|e hh(X P)| — a>2n+1 =e h N (det |: F + V (22n+1(7):|> (342)

is suppressed by 6_@ relative to the one instanton contribution. This is true;
however, we must analyse the effects of zero modes.

For 2n 4+ 1 instantons and anti-instantons there are 2n + 1 zero modes
corresponding to the independent translation of each object. This is actually
only true for infinitely separated objects with § infinite; however, for 5 large, it
is an arbitrarily good approximation. Thus there exist 2n + 1 zero frequencies
in the determinant which should not be included in the path integration and,
correspondingly, we should integrate over the positions of the 2n + 1 instantons
and anti-instantons. This integration is constrained by the condition that their
order is preserved. Hence we get the factor

[ o [ [ =gy
T1 T2 T3 Ton Ton4+1 = 3.43

n

Furthermore, from exactly the same analysis as the integration over the position

of the single instanton, the integration is normalized correctly only when each
1

factor is multiplied by (%) 2 Thus we find

N =

:<i (fm)@@xw (et |- Ly G| ) )

where det’ again means the determinant with the 2n + 1 zero modes removed.
We will show later that

N =

N (det [—ddz + V" (Zapa (T ))Dé = K"\ (det { dd—z +w D (3.45)

for the same K as in the case of one instanton, as in Equation (3.41).
5
Now even if e~ 7 is very small, our whole analysis is done at fixed i with

B — o0; the relevant parameter, as can be seen from Equation (3.44), is
g 1
0 \2 _50
= _— h K s 3.46
(% h) RIS (3.46)

which is arbitrarily large in this limit. Thus it seems that the contribution from
the strings of instanton and anti-instanton pairs is proportional to 62"*! and

1 Here the subscript 2n + 1 signifies that we are calculating only the contribution to the
matrix element from 2n + 1 instantons and anti-instantons.
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8.4 The Instanton Contribution to the Path Integral 23

seems to get larger and larger. However, the denominator contains (2n + 1)!
which must be taken into account. For large enough n, the denominator always
dominates, 62"t < (2n+1)!, and so renders the contribution small.

We require, however, for the consistency of our approximations that when n
is large enough so that this is true, the average space per instanton or anti-

instanton is still large compared to the size of these objects ~ 1/w, which

B
? 2n410
is independent of both A and §. This is satisfied as  — oo. Hence we require n
large enough such that

52n+1
— <1 3.47
Cnrl & (347)
however, with
b > 1 (3.48)
2n+1" w’ '

Taking the logarithm of Equation (3.47) after multiplying by (2n + 1)! yields in
the Stirling approximation

2n+1)néd< (2n+1)In(2n+1)— (2n+1). (3.49)

Neglecting the second term on the right-hand side and combining with
Equation (3.48) yields

So\? s
d=|(=—) e 7T K|f<2n+1<wp. (3.50)
2mh

1
That such an n can exist simply requires (%) 2 e_%K <K w. We will evaluate
K explicitly and find that it does not depend on 7 or 8. The inequality then is
clearly satisfied for & — 0, which brings into focus that underneath everything
we are interested in the semi-classical limit.

A tiny parenthetical remark is in order: in integrating over the positions of the
instantons, we should always maintain the constraint that the instantons are well
separated. Thus we should not integrate the position of one instanton exactly
from that of the preceding one to that of the succeeding one, but we should
leave a gap of the order of % which is the size of the instanton. Such a correction
corresponds to a contribution which behaves to leading order as %%, which
is negligible in comparison to i—? if % < B.

When the density of instantons and anti-instantons becomes large, all of
our approximations break down, and such configurations are no longer even
approximately critical. Thus we do not expect any significant contribution to
the path integral from the regions of the space of paths which include these
configurations. Hence we should actually truncate the series in the number of
instantons for some large enough n; however, this is not necessary. We will
always assume that we work in the limit that 8 should be sufficiently large and

h sufficiently small so that the contribution from the terms in the series with

https://doi.org/10.1017/9781009291248.004 Published online by Cambridge University Press


https://doi.org/10.1017/9781009291248.004

24 The Symmetric Double Well

f(z)

45,1

35,4

25T

S0

Figure 3.4. A simple function analogous to the action

n greater than some N is already negligible, while there is still a lot of room
per instanton, i.e. /N is still large. This should still correspond to a dilute
“gas” of instantons and anti-instantons. Then the remaining terms in the series
can be maintained, although they do not represent the contribution from any
part of path space. It is simply easier to sum the series to infinity, knowing that
the contribution added in from n greater than some N makes only a negligible
change. The sum to infinity is straightforward. We find

e 2 B :
(o057 (v (a [ ]) o () ).

(3.51)

3.4.3 Two-dimensional Integral Paradigm

A simple two-dimensional, ordinary integral which serves as a paradigm
exhibiting many of the features of the path integral just considered is given by

2
I:/d;vdye_%(f(m)+a7y2) (3.52)

where y corresponds to the transverse directions and plays no role. f(z) is a
function of the form depicted in Figure 3.4 and increases sharply in steps of Sy,

and the length of each plateau is ’i—, In the limit that the steps become sharp,
the integral can be done exactly and yields

T=— Wie"go (5") _ (2mh)

« n! o

0 [
®

/N

=

)

|
:r‘é”
~

(3.53)

n=0
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3.5 FEvaluation of the Determinant 25

Obviously this is exactly analogous to the path integral just considered for 5 — co
and i — 0 . The plateaux correspond to the critical points. Clearly we cannot
consider just the lowest critical point since the volume associated with the higher
critical points is sufficiently large that their contribution does not damp out until
n becomes large enough. In terms of physically intuitive arguments, the volume

n

while the exponential,

is like the entropy factor associated with n instantons, %,
6_%%7 is like the Boltzmann factor. In statistical mechanics, even though the
Boltzmann factor is much smaller for higher energy levels, their contribution to
the partition function can be significant due to a large enough entropy. We can
further model the aspect of approximate critical points by giving the plateaux
in Figure 3.4 a very small slope. Clearly the integral is only negligibly modified

if the slope is taken to be exponentially small in /.

3.5 Evaluation of the Determinant

Finally, we are left with the evaluation of the determinant. We wish to show for
the case of 2n 41 instantons and anti-instantons

(N (aet [+ V" st ) ) ~ g (/\/ (det [~ +7]) §>

(3.54)
and to evaluate K. Physically this means that the effect of each instanton

N =

and anti-instanton is simply to multiply the free determinant by a factor of
2z -
instantons their effect would be independent of each other.

Intuitively this is very reasonable, and we expect that for well-separated

To obtain the det’ we will work in the finite large interval, 8, with boundary
conditions that the wave function must vanish at the end points. Consider first
the case of just one instanton. Because of the finite interval, time translation will
not be an exact symmetry and the operator 7% + V" (z(7)) will not have an
exact zero mode. However, as § — oo one mode will approach zero. The det’ is
then obtained by calculating the full determinant on the finite interval, 3, and
then dividing out by the smallest eigenvalue. There should be a rigorous theorem
proving first that the operator in question has a positive definite spectrum on
the finite interval, 3, for any potential, V(z), of the type considered and the
corresponding instanton, Z(7), and secondly as 8 — oo, one bound state drops
to exactly zero; this is reasonable and taken as a hypothesis. Thus we will study
the full determinant on the interval 8 which has the path-integral representation

N <det {dz +V"(z(r n))} ) 2

dr?

B
J25 a2 ()+V" (B(r—m1))52 (1)

:N/DZ(T)eiﬁ T2 (3.55)
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26 The Symmetric Double Well

Figure 3.5. The behaviour of V" (z) between +a

with the boundary conditions that z(g) = z(—g) =0 in the path integral. The
path integral on the right-hand side is performed in exactly the same manner as
in Equation (3.15). This determinant actually corresponds to the matrix element
of the Euclidean time evolution operator with a time-dependent Hamiltonian,

B
_172 gr(1p2 V'GGE=1)) 42
(zO|T<e e (3P X>>|z()>, (3.56)

where T denotes the operation of Euclidean time ordering. This time ordering is
effectively described by the product representation of Equation (2.33), where the
appropriate Hamiltonian is entered into each Euclidean time slice. This can be
shown to give the path integral, Equation (3.55), adapting with minimal changes
the demonstration in Chapter 2. We leave it to the reader to confirm the details.
Consider first the behaviour of V”(z) which controls the Euclidean time-
dependent frequency in the path integral Equation (3.55). V" (+a) = w? is the
parabolic curvature at the bottom of each well. In between, at z =0, V"(0) will
drop to some negative value giving the curvature at the top of the potential hill
separating the two wells. We will have a function as depicted in Figure 3.5. Thus
V" (z(7)) will start out at w? at 7= —oo, until z(7) starts to cross over from —a
to a, where it will trace out the potential well of Figure 3.5, and again it will
regain the value w? for (1) = a at 7 = 0o, corresponding to the function of 7 as
in Figure 3.6. Thus the path integral in Equation (3.55) is exactly equal to the
matrix element or “Euclidean persistence amplitude” that a particle at position
zero will remain at position zero in Euclidean time § in a quadratic potential
with a time-dependent frequency given by V" (Z(7)) depicted in Figure 3.6.
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V(z[z])

V

Figure 3.6. The behaviour of V" (z(r) between 7 = +o00

We will express the matrix element in terms of a Euclidean time evolution
operator Z/I( ,f§> as

—$ 25 dr L (2A(n)+ V" (2(r-11))52 (7))
e E<z:0|u 8 _8 }z_0> (3.57)

2’2

é e
_1r2 4 <lp2+V (Z(T—Tl))XQ)
(g -7 (BTN sy
Now
u (g,*g) =U (§171+ﬁ)u(71+ﬁ,ﬁ*ﬁ)u (Tlfﬁﬁg)
~UC (Lt ) U (4 s m - ) U (-5 - 2), (3.59)
where on the intervals |7 + 2w’ 2} and [ g,ﬁ %} we can replace the full
evolution operator with the free evolution operator
1 le(ihziJer) (') 0, o
U0 () =T (e il () ) _ - iesn p.60)

as V' (z(7) is essentially constant and equal to w? on these intervals. Then
inserting complete sets of free eigenstates, which are just simple harmonic
oscillator states |E,) for an oscillator of frequency w , we obtain

(B _1\Ea
U(2,-2) =3 e () B B (Bt (o ) )

B

(Bl e (n55+5) 5

m
h

(3.61)
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28 The Symmetric Double Well

Now we use the “ground state saturation approximation”, i.e. when [ is huge
and the instanton is not near the boundaries, only the ground state contribution
is important. Using this twice we obtain

u(

N [@

4w R 1) Bt o) 1 1l (D)
=U° (8.r1+55) | Eo) (Eo|lU° (ri+ 2.7 *%)\ 0) (Bo|lU° (r1-55.,-5
y <E0W(ﬁ+zwa 1-25) [Eo)
(Eo|U° (r+25.m1-45) [ Eo)
%Zuo(%ﬁ‘*‘ﬁ)|En><En|u0(71+%771_ﬁ)|Em>< mlu (Tl—Tv é)X
<E0W(Tl+ﬁafl—*)|Eo>
<E0|U (ri+95.m1—95) [ Eo) )
—Y° (7 B )(E0|Ll(7'1+2w, ﬂ)‘E0>
27 (Eo|U° (r1+55.m1-25) | Eo)
S

K, (3.62)

w\m N [@
N—

where k is the ratio of the two amplitudes over the short time period during
which V”(z(7) is non-trivially time-dependent. x is surely independent of the
position 7, of the instanton. The full evolution operator in fact simply does not
depend on the position, nor does the denominator. Indeed,

1
T1t55 2 42 = 2
) ) —%fT 73 d'r%(—ﬁ jddz +V”(z(7’—7’1))z >
U(ntosm-2)=T|e 172w

7%f2“’ ar’l h2d +V”(z(‘r )z
=T|e "~ < = ) , (3.63)

since the integration variable is a dummy, thus exhibiting manifest 7
independence.

Clearly for n well-separated instantons the result applies also, we simply
apply an appropriately adapted version of the same arguments. We convert
the determinant into a persistence amplitude for the related quadratic quantum
mechanical process, which we then further break up into free evolution in the gaps
between the instantons and full evolution during the instanton, use the ground
state saturation approximation, giving the result, to leading approximation

_1

N<det |:C?2+V (22n+1(7))]> : N(det [;22 +w D_ kAL (3.64)

M
N[

The relationship of « to the K fixed by Equation (3.41) is obtained by dividing
out by the lowest energy eigenvalue, call it A\g. We will show that this eigenvalue
is exponentially small for large 8. For 2n 4 1 instantons there are 2n + 1 such
eigenvalues which are all equal, in first approximation, and we must remove them

https://doi.org/10.1017/9781009291248.004 Published online by Cambridge University Press


https://doi.org/10.1017/9781009291248.004

3.5 FEvaluation of the Determinant 29

all giving
1
) _1
N . -1 det [*ddﬁ + V//(22n+1(T))] ’
N (det |:_d7'2 +V (22n+1(7-)):|) =N /\(Q)H-‘rl
9 -1 1\ 2n+1
d 9 2
T
Hence
1
K =r\. (3.66)

It only remains to calculate two things, the free determinant and the correction
factor K.

3.5.1 Calculation of the Free Determinant

To calculate the free determinant, we will use the method of Affleck and Coleman
[31, 114, 36]. Consider the more general case

2

det [—ddT2 + W(r)] ) (3.67)

where the operator acts on the space of functions which vanish at :l:g. Formally
we want to compute the infinite product of the eigenvalues of the eigenvalue
problem

(-5 + W) ) or ()= Atn, (1), (£2) =0, (369)

The eigenvalues generally increase unboundedly, hence the infinite product is
actually ill-defined. Consider, nevertheless, an ancillary problem

B _
-5 =L 369)

(- + W) ) oar) = xia(o), o

Cdr?

)07 %?/JA(T)

There exists, in general, a solution for each A; the second boundary condition
can always be satisfied by adjusting the normalization. On the other hand, the

¥ (5) =0 (3.70)

equation in A

2
has solutions exactly at the eigenvalues A = \,,. Affleck and Coleman [31, 114, 36]
propose to define the ratio of the determinant for two different potentials as

det [—% +Wi(r)— /\} B U (g)

dot [~ + Wl —A 02 (2) (3.71)
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30 The Symmetric Double Well

The left-hand side is defined as the infinite product
oo
AL— X
H M (3.72)

where the potentials and the labelling of the eigenvalues are assumed to be such
that as the eigenvalues become large, they approach each other sufficiently fast,

lim (AL —=A2)=0 (3.73)

n— oo

so that the infinite product in Equation (3.72) does conceivably converge. To
1

prove Equation (3.71) we observe that the zeros, A = AL, and poles, A = A2, of
the left-hand side are at the same place as those of the right-hand side, as evinced
by the solutions of Equation (3.70). Thus the ratio of the two sides
o (AL-)N)
oo R85

a@mE "

defines an analytic function g(\) without zeros or poles. Now as [A| — oo in all

(3.74)

directions except the real axis, the numerator in Equation (3.74) is equal to 1.
For the denominator, as A — oo the potentials W; and W, become negligible
perturbations compared to the term on the right-hand side of Equation (3.69),
which we can consider as a potential —A. Neglecting the potentials, clearly
w}\ (g) and 1/)?\ (g) approach each other, and hence the denominator also
approaches 1 in the same limit. Therefore, g(\) defines an everywhere-analytic
function of A which approaches the constant 1 at infinity, and now in all directions
including the real axis, as it does so infinitesimally close to the real axis. By a
theorem of complex analysis, a meromorphic function that approaches 1 in all
directions at infinity must be equal to 1 everywhere

g\ =1 (3.75)

establishing Equation (3.71). Reorganizing the terms in Equation (3.71), formally
we obtain

det [~ + Wi (r) - A] det [~ +Wa(r) - 2]

= , (3.76)
ne 2(2)
where both sides are constants independent of the potentials W.
We now finally choose N by defining
2
det [—dd? + W(T):| ,
= 21hN (3.77)

https://doi.org/10.1017/9781009291248.004 Published online by Cambridge University Press


https://doi.org/10.1017/9781009291248.004

3.5 FEvaluation of the Determinant 31

and we will show that this choice is appropriate. Then

N =

Ndet™ [—6‘2 +w2] — (2nhi(2))F (3.78)

dr2

where 90(7) is the solution of Equation (3.69) for the free theory. It is easy to
see that this solution is given by

Y9(1) = %sinhw (T + §> (3.79)

giving

1
-1 d? 9 e —e WA\ 2 W\D _u8
Ndet 2 |:_d7'2 +w ] = (27rh (2w>> ~ (%) e “2.  (3.80)

We can compare this result with the direct calculation of the Euclidean
persistence amplitude of the free harmonic oscillator. We find

o d2 _B(_n%d® 1,22

e 2 dxz2
BE,
—e h (z =0 E) (Bo|z=0)+---,  (3.81)

where |Ep) is the ground state. Clearly the normalized wave function is

1
_ (YT —sa?
(x|E0>—(7rh) e~ % (3.82)
while L
Eo = Shw (3.83)
giving
1
w\1
(@ =0] E())—(ﬁ) . (3.84)
Hence Equation (3.81) yields
_1 d? 9 W\3 _8
Ndet ™2 {dTQ+w ] - (%) e s (3.85)

in agreement with Equation (3.80), and confirming the definition of the
normalization N chosen in Equation (3.77).

3.5.2 Ewvaluation of K

Finally we must evaluate the factor K. K is given by the ratio

1 det/ {—%4—‘/”(2(7’—7’1)}
det {—d(f_—z +w2}
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32 The Symmetric Double Well

from Equations (3.64) and (3.66) for n =0. Thus

1 Yo (%) /Mo (387)
2= ) '
K2\ wg(2)
where \q is the smallest eigenvalue in the presence of an instanton. To calculate

Yo (g) and \g approximately we describe again the procedure given in Coleman

[31]. First we need to solve
(02 +V"(2(r))) to(r) =0 (3.88)

with the boundary conditions ¥o(—£/2) =0 and 9;1(—5/2) = 1. We already
know one solution of Equation (3.88), albeit one that does not satisfy the
boundary conditions: the zero mode of the operator in Equation (3.30) due to
time translation invariance, we will call it here z1(7):

n(r)= e
W =5, dr

z1(1) = Ae ¥l as 7 — 400. A is determined by the equation of motion,

(3.89)

Equation (3.30), which integrated once corresponds to
zZ(1) =+/2V(2(7)). (3.90)

Once we have A we can compute w(g) and Ag.
We know that there must exist a second independent solution of the differential
Equation (3.88), y1(7) which we normalize so that the Wronskian

o W dry
Yar yldT

We remind the reader that the Wronskian between two linearly independent

=24% (3.91)

solutions of a linear second-order differential equation is non-zero, and with no
first derivative term, as in Equation (3.88), is a constant. Then as 7 — o0 we
have

91(7) £ wyr (1) = 24we*!"! (3.92)

using the known behaviour of z1(7). The general solution of Equation (3.92) is
any particular solution plus an arbitrary factor times the homogeneous solution

y1 (1) = £Ae?I™l 4 BeFeITl (3.93)

where B is an arbitrary constant. Evidently the homogenous solution is a
negligible perturbation on the particular solution, and y;(7) — £A4e*!"l as
7 — F00. Then we construct 1o (7) as

1 (c#72(r) e (7)) (3.94)

Yo(T) = A
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verifying
Yo(=B/2) = 5 (22 (=8/2) + ey (~5/2))
2wA
. (ewﬁ/QAe*wW +e*w5/2(—A)ewﬁ/2) =0  (3.95)
2wA
while
dq/}()(*ﬁ/?) 1 wfB/2 d wT —wfp/2 d —wT _
dr 5" 2wA ¢ dTAe ;ﬁJre dT( AJe =8 =t
2 2 2
(3.96)
Then it is also easy to see
1
vo(8/2) = —, (397)

which we will need later.

We also need to calculate the smallest eigenvalue Ag of Equation (3.69). To
do this we convert the differential equation to an integral equation using the
corresponding Green function. The Green function satisfying the appropriate
boundary conditions is constructed from zi(7) and yi(7) using standard
techniques and is given by

(3.98)

Lo (—y (P (7)) + 21 (P yr (7 T>7
G(m,):{g,a,x i (7)1 (7) + (7 (7)) T

Then the differential equation is converted to an integral equation

2
T

Unr) = 0()+ 55 [ 47 (7) = ) (7))

1)+ 57 [y A () ) n ()e(r). (3.99)
2

This wave function vanishes for the lowest eigenvalue )¢ (and actually for all
eigenvalues \,) at 7= /2 by Equation (3.70), thus

B
(812 + 5z [y A1 (3/2) = (7)1 (62 ()

B
1 A 5 / / /
~ 5 e AT @ (572 - () (5/2)
2
1
e (72 () 4 2 (7))
B
1 A 2 w —w
~ LT o9Az |8 dr' (w1 (') e ? — yy (')e™P1?)
2
1

Z (ewﬁ/Qxl(T/) +€7wﬁ/2y1(7'/))

https://doi.org/10.1017/9781009291248.004 Published online by Cambridge University Press


https://doi.org/10.1017/9781009291248.004

34 The Symmetric Double Well

B
1 A [z y .
~ ; - 242, -8 dT/(.T%(T/)e b _y%<7-l>e wﬁ)
1 A Qg 1 A
~ = 1220 1\ owB — = wh _
by /2ﬁ dr'zi(t")e Y 0.

(3.100)

In the penultimate equation, we can drop the second term because it behaves at
most as ~ 3, since y; (1) ~ eP/2 at the boundaries of the integration domain at
+3/2, while the first term behaves as ~ e since [2?(7)dr is normalized to 1.
This gives quite simply

Ao R 4A%e™B, (3.101)

Then finally we get
_ 1/J8(5/2)>5 _ e
"o <¢0 B2 /%) ~ (jwidteop) ~ 24 (3.102)

Thus we have found that the matrix element
S : ! B8
—Bh(X,P)/h| _ 4\ — ginh 0 \? —S0/hig 42 ( w )5 —wb 1
(ale | —a) =sin ((27771) e g —) e (3.103)

To see explicitly see how to compute A, we can consider a convenient,

completely integrable example, V(z) = (72/2)(2? — a?)?, which has w? =

V" (4a) = (2ya)?. Then Equation (3.30) yields

5(7‘—7’1) dZ
—_ =T 3.104
T R (3104
with exact solution
Z(7) = atanh(ay(r — 71)). (3.105)
Thus A is determined by
z(7) a*y
x1(1) = = ) (3.106)
! V/So \/§0COSh2(CL’}/(T*T1))
which behaves as
4a? 2
lim z(7) = 20T e2anirl - 2 —wirl - gemwlr (3.107)

T—+o0 \/EO \/§0
V'S is calculated from Equation (3.27), giving

@ 4 2
So = / dzy(22 —a?) = g’ya3 = gwaQ. (3.108)
Hence A= —=23»__ — g, for this example.

V(2/3)wa2
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3.6 Extracting the Lowest Energy Levels

On the other hand, the matrix element of Equation (3.103) can be evaluated
by inserting a complete set of energy eigenstates between the operator and the
position eigenstates on the left-hand side, yielding

(ale™PMEP| — a) = PP/ a| By) (Eo| — a) + ¢/ Mal By) (Br| —a) + -+,
(3.109)
where we have explicitly written only the first two terms as we expect that the two
classical states, | +a), are reorganized due to tunnelling into the two lowest-lying
states, |Fy) and |E;). Indeed, comparing Equation (3.103) and Equation (3.109)

we find )

Ey= Zw—h(%)Qe—So/ﬁzAQ (3.110)
while )

E, = Zw—l—h(;:h)Qe_SO/WAQ. (3.111)

It should be stressed that our calculation is only valid for the energy
difference, not for the corrections to the energies directly. Indeed, there are
ordinary perturbative corrections to the energy levels which are normally far
greater than the non-perturbative, exponentially suppressed correction that
we have calculated. However, none of these perturbative corrections can see
any tunnelling phenomena. Thus our calculation gives the leading term in the
correction due to tunnelling. Thus, the energy splitting which relies on tunnelling
is found only through our calculation, and not through perturbative calculations.

We also find the relations

(| Eo) (Fo| — a) = (%)% (3.112)
in addition to .
(al Bx)(Ba| =) == () (3.113)
while a simple adaptation of our analysis yields
(| Eo) (Eola) = (%)% (3.114)
in addition to )
(a| By )(By|a) = (%)5 . (3.115)

These yield (Eg| —a) = (Fyla) while (E;| —a) = —(E1|a) which are consistent
with |Ep) being an even function, i.e. |Ep) being an even superposition of the
position eigenstates |a) and | —a) while |E1) being an odd function and hence
an odd superposition of these two position eigenstates.
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36 The Symmetric Double Well

Figure 3.7. A generic periodic potential with minima occurring at na with
n € Z, where a is the distance between neighbouring minima

3.7 Tunnelling in Periodic Potentials

We will end this chapter with an application of the method to periodic potentials.
Periodic potentials are very important in condensed matter physics, as crystal
lattices are well-approximated by the theory of electrons in a periodic potential
furnished by the atomic nuclei. The idea is easiest to enunciate in a one-
dimensional example. Consider a potential of the form given in Figure 3.7. A
particle in the presence of such a potential with minimal energy will classically,
certainly, be localized in the bottom of the wells of the potential. If there is no
tunnelling, there would be an infinite number of degenerate states corresponding
to the state where the particle is localized in state labelled by integer n € Z. This
could also be a very large, finite number of minima. However, quantum tunnelling
will completely change the spectrum. Just as in the case of the double well
potential, the states will reorganize so that the most symmetric superposition
will correspond to the true ground state, and various other superpositions will
give rise to excited states, albeit with excitation energies proportional to the
tunnelling amplitude. The tunnelling amplitude is expected to be exponentially
small and non-perturbative in the coupling constant.

As in the case of the double well potential, the instanton trajectories will
correspond to solutions of the analogous dynamical problem in the inverted
potential in Euclidean time (as depicted in Figure 3.8), where the trajectories
commence at the top of a potential hill, stay there for a long time, then quickly
fall through the minimum of the inverted potential, and then arrive at the top of
the adjacent potential hill, and stay there for the remaining positive Euclidean
time.

For the simple, real-time Lagrangian

1
L= 5;'UZ—V(x), (3.116)
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Figure 3.8. The inverted generic periodic potential with maxima occurring at
na withn € Z

where & = dg;(tt), while the Euclidean Lagrangian is simply

1

L= 5332+V(a;), (3.117)
where & = dfl(:). As V(na) =0 for n € Z, we impose the boundary conditions
x(T=—00) =nabut (T =00) = (n+1)a for an instanton and (T =00) = (n—1)a
for an anti-instanton and look for solutions of the Euclidean equations of motion

d*x(7)
proa V'(z(7)) =0. (3.118)

This immediately affords a first integral; multiplying by #(7) and integrating
gives

1
53&2(7) —V(z(r))=0, (3.119)
where we have fixed the constant with the boundary conditions. This equation
admits a solution in general, the instanton, but it does depend on the explicit
details of the potential. However, we can find the action of the corresponding

instanton, which only depends on an integral of the potential, by first isolating
T =+/2V(x), (3.120)

and then

So= /OO dréi:%rV(z) :/OO dr <;xm+;x\/W)

— 00 — 00

= /(nJrladx\/QV(x). (3.121)

a

Although we may naively want to compute the amplitude for tunnelling
between neighbouring vacua, it is actually more informative to compute the
amplitude for a transition from vacuum n to vacuum n + m. Naively we would
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38 The Symmetric Double Well

approximate this amplitude by summing over any number of pairs of widely
separated instanton anti-instanton configurations appended by a string of m
instantons. However, this logic would be faulty. There is no reason to restrict the
order of the instantons and anti-instantons except that they should tunnel from
the immediately preceding vacuum to an adjacent vacuum, and finally we should
arrive at the minimum indexed by n + m. Thus, one can choose the instantons
or anti-instantons in any order, as long as they start at n and end at n + m.
This means that if there are N instantons, which must be greater than m, then
there must be N —m anti-instantons. Thus there are as many distinct paths of
instantons as there are ways to order N plus signs and N —m minus signs. This
gives a degeneracy factor of
(2N —m)!
NN —m)!’

Furthermore, when we integrate over the Gaussian fluctuations for each instanton

(3.122)

or anti-instanton, we get the usual determinantal factor K for each instanton or
anti-instanton, but we do encounter one zero mode corresponding to each one’s
position, which we omit in the determinant. Then we integrate over the positions
of the instantons and anti-instantons, except that the position of each instanton
or anti-instanton must occur at the position after the preceding one, as the
instantons and anti-instantons correspond to specific tunnelling between specific
vacua. This gives the integral

B/2 B2 B/2 B2N—m (
dTl/ dTQ"'/ dTgN,mzi. 3123)
—B/2 71 TON -1 (2N —m)!

As usual, the action for any instanton or anti-instanton is the same and equal to
So. Thus, for N instantons and N —m anti-instantons we get

(2N —m)!  p2N-m
NN —m)! (2N —m)!"
(3.124)
This sum is unclear for identifying the underlying spectrum and the contribution

oo
(n+m|e_5ﬁ(xp)/h|n> _ Z e~ (2N—=m)So/h fr2N—m
N=m

of each energy eigenstate; however, if we re-write the sum as a double sum
over N instantons and M anti-instantons with a constraint M = N —m we
have

s 1/2
~BR(X.P) /By (i) —Buw/2
(n+mle |n) — e

- —(N+M)So/h N+M/8N+M
X Z (& ALY ¢ W(SNim’M7 (3125)
N,M=0

where w? = V" (na). Now the Kronecker delta can be expressed via its Fourier
series as

27
o
(stm,M:/ Z—eZG(N*m*”” (3.126)
0 T
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[
Figure 3.9. The energy band as a function of 6
and so we easily find
<n+m|e—ﬂﬁ()?,15)/ﬁ|n> —
— (7 1/ o—Bw/2 Oo (K peSo/mN+M GIO(N—m—M)
mh 0 NIM!
N7M 1
— (1)1/2 —Buw/2 /27r ﬁe—ime i (K B~ So/myN+M (i0(N =)
mh 0o 27 N'M!
N,M=1
- (1)1/2 ~Buw/2 /27r 49 _imo (Kpe=%0/Mei?) (KpemS0/Memi?)
mh 0o 2m
2 - 6 _—i
= (i) 7ﬁw/2/ ﬁefimee(Kﬁe SO/h(e Oye 9))
mh o 2m
1/2 o do 1 e 50/ cos
- (i) e—ﬁw/Q/ 40 _imp (25pe 50 M eos0) (3.127)
mh 0o 2m

But this expression for the matrix element has a clear interpretation in terms of
the spectrum. We see that the spectrum has become a continuum, parametrized
by 6. If we write

<n+m|e*5ﬁ<f<f’>/h|n>:/ ;19 “BEO)/h (4 m| E(O)WE@®)n)  (3.128)
0 U

we identify

E(6) = hw/2 — 2hKe™ 50/ cosh (3.129)
and -
w \1/2 eg7vm
(n+mlEO)EO) ) = (=) 5, (3.130)
which affords the identification
w\ 1/4 e—inf
E0) = (— . 131
O e (3.131)
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Thus our infinitely degenerate spectrum of discrete classical vacua has turned
into a continuum of states, what is called a band in condensed matter physics,
with an energy that varies as cosf, as depicted in Figure 3.9. The states are
now in a continuum, and hence must be normalized in the sense of a Dirac delta
function rather than a Kronecker delta. The amplitude of the band 2hK e 50/%
contains the tell-tale factor of the exponential of minus the Euclidean action, the
hallmark of a tunnelling amplitude.

We will see in future chapters that periodic potentials appear commonly and
play an important role in various instanton calculations.
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