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#### Abstract

We show that a class of semilinear Laplace-Beltrami equations on the unit sphere in $\mathbb{R}^{n}$ has infinitely many rotationally symmetric solutions. The solutions to these equations are the solutions to a two point boundary value problem for a singular ordinary differential equation. We prove the existence of such solutions using energy and phase plane analysis. We derive a Pohozaev-type identity in order to prove that the energy to an associated initial value problem tends to infinity as the energy at the singularity tends to infinity. The nonlinearity is allowed to grow as fast as $|s|^{p-1} s$ for $|s|$ large with $1<p<(n+5) /(n-3)$.


## 1 Introduction

The Laplace-Beltrami operator is a generalization to Riemannian manifolds of the Laplacian. For a differentiable function $f$ defined on a Riemannian manifold $M$, the Laplace-Beltrami operator acting on $f$ is defined as the Laplacian of the extension of $f$ that is constant on normal directions to $M$ (see [6]). If $u$ is a differentiable function defined on the unit sphere in $\mathbb{R}^{n}, S^{n-1}$, that is rotationally symmetric with respect to the $z$-axis, an elementary calculation shows that the Laplace-Beltrami operator is given by

$$
\begin{equation*}
\Delta_{s} u\left(x_{1}, x_{2}, \ldots, x_{n-1}, z\right)=\left(1-z^{2}\right) u^{\prime \prime}+(1-n) z u^{\prime} \tag{1.1}
\end{equation*}
$$

where $u^{\prime}$ and $u^{\prime \prime}$ denote the first and second derivative of $u$ with respect to $z$. The goal of this paper is to give sufficient conditions for the semilinear Laplace-Beltrami equation

$$
\begin{equation*}
\Delta_{s} u+(1-|z|) f(u)=0 \tag{1.2}
\end{equation*}
$$

to have infinitely many rotationally symmetric solutions. Throughout this paper we assume that $f$ is super linear, i.e.,

$$
\begin{equation*}
\lim _{|u| \rightarrow+\infty} \frac{f(u)}{u}=+\infty . \tag{1.3}
\end{equation*}
$$

[^0]Also, for the sake of simplicity in the calculations, we assume that $f$ is nondecreasing and that $f(0)=0$.

Our main result is the following theorem.
Theorem 1.1 Let $n \geq 3$ and $F(u)=\int_{0}^{u} f(s) d$. If there exists $\theta \in\left(2, \frac{2 n+2}{n-3}\right)$ and $k \in(0,1)$ such that $\theta F(d)-d f(d)$ is bounded below and

$$
\begin{equation*}
\lim _{d \rightarrow+\infty}\left(\frac{d}{f(d)}\right)^{(n+1) / 2}(\theta F(k d)-d f(d))=+\infty \tag{1.4}
\end{equation*}
$$

then the boundary value problem (1.2) has infinitely many rotationally symmetric solutions on the unit sphere.

From (1.1) we see that finding classical solutions to (1.2) is equivalent to finding solutions to

$$
\left\{\begin{array}{l}
\left(1-z^{2}\right) u^{\prime \prime}+(1-n) z u^{\prime}+(1-|z|) f(u)=0  \tag{1.5}\\
u^{\prime}(1)=u^{\prime}(-1)=0
\end{array}\right.
$$

Since every solution to

$$
\left\{\begin{array}{l}
\left(1-z^{2}\right) u^{\prime \prime}+(1-n) z u^{\prime}+(1-|z|) f(u)=0  \tag{1.6}\\
u^{\prime}(-1)=u^{\prime}(0)=0
\end{array}\right.
$$

yields an even solution to (1.5), we prove Theorem 1.1 by showing that (1.6) has infinitely many solutions. It is easily verified that if $f(u)=|u|^{p-1} u$ for $u \geq 0$, and $f(u)=|u|^{q-1} u$ for $u \leq 0$, with $1<p, q<\frac{n+5}{n-3}$, then $f$ satisfies the hypotheses of Theorem 1.1. In this case we say that $f$ has subcritical growth. If $p>\frac{n+5}{n-3}$ or $q>\frac{n+5}{n-3}$, we say that $f$ has supercritical growth. Suggested by the result in [2], we believe that Theorem 1.1 also holds requiring subcritical growth for $u>0$ while allowing supercritical growth for $u<0$. Our results extend to the case where the right-hand side in (1.2) is replaced by a rotationally symmetric function $q \in L_{\infty}$. Again, for the sake of clarity we leave the corresponding calculations for the reader.

Standard contraction mapping principle arguments show that, for each $d \in \mathbb{R}$, the initial value problem

$$
\left\{\begin{array}{l}
\left(1-z^{2}\right) u^{\prime \prime}+(1-n) z u^{\prime}+(1+z) f(u)=0, \quad z \in[-1,0]  \tag{1.7}\\
u(-1)=d, u^{\prime}(-1)=0
\end{array}\right.
$$

has a unique solution, and that such a solution depends continuously on $d$ in the $C^{1}([-1,0])$ topology.

For $u(z, d)$ solution to (1.7) we define the energy function by

$$
\begin{equation*}
E(z, d)=\frac{\left(u^{\prime}(z, d)\right)^{2}}{2}+\frac{1}{1-z} F(u(z, d)) . \tag{1.8}
\end{equation*}
$$

The first step in proving the existence of infinitely many soltions to (1.6) is to estimate, in terms of $d$, the value $t_{0}$ for which $u\left(t_{0}, d\right)=k d$, and $d \geq u(t, d) \geq k d$ for $t \in\left[-1, t_{0}\right]$ (see Lemma 2.1). Next, in Lemma 2.2, we establish a version of the Pohozaev identity
for (1.7). Using the estimate for $t_{0}$ and our version of the Pohozaev identity, we prove that

$$
\begin{equation*}
\lim _{d \rightarrow \infty} E(z, d)=\infty \tag{1.9}
\end{equation*}
$$

To finish the proof, we consider the ( $u, u^{\prime}$ ) phase plane. From (1.9) we have that for sufficiently large $d$, we can define a continuous argument function $\eta(z, d)$ such that $\eta(-1, d)=0$. We prove that

$$
\lim _{d \rightarrow \infty} \eta(0, d)=\infty
$$

Then, by the intermediate value theorem, we can say that there are infinitely many solutions where $u^{\prime}(0, d)=0$, and hence there are infinitely many rotatationally symmetric solutions to (1.2). Our argument resembles those in [3], where radial solutions to similar semilinear elliptic equations in balls were considered. Despite the similarity in the equations, the critical exponent arising here is surprisingly bigger than the one in [3]. The reader is referred to [7] for recent results on the existence of multiple solutions to semilinear Laplace-Beltrami equations on general compact Riemannian manifolds using variational methods. Also, the reader is referred to [4] for the role of hypotheses such as (1.4) in the existence of dead core and bursts solutions to quasilinear equations.

## 2 Energy Analysis

First we estimate the quantity $t_{0}$ in terms of $d$.
Lemma 2.1 Let $k \in(0,1)$ be as in Theorem 1.1 and let $u(z, d):=u(z)$ be the solution to (1.7). There exists $D_{1}>0, k_{2}>k_{1}>0$ such that ifd $>D_{1}, u\left(t_{0}\right)=k d$, and $u(z) \geq k d$ for all $z \in\left[-1, t_{0}\right]$, then

$$
\begin{equation*}
k_{1}(d / f(d))^{1 / 3} \leq t_{0}+1 \leq k_{2}(d / f(k d))^{1 / 3} \tag{2.1}
\end{equation*}
$$

Proof Let $D_{1}>0$ be such that $f(k d)>0$ for $d>D_{1}$. Multiplying the second order differential equation in (1.7) by $\left(1-z^{2}\right)^{(n-1) / 2}$, and integrating on $[-1, t)$ we have

$$
\begin{aligned}
\left(1-t^{2}\right)^{(n-1) / 2} u^{\prime}(t) & =-\int_{-1}^{t}\left(1-z^{2}\right)^{(n-1) / 2}(1+z) f(u(z)) d z \\
& \geq-f(d) 2^{(n-1) / 2} \int_{-1}^{t}(1+z)^{(n+1) / 2} d z \\
& =-\frac{2^{(n+1) / 2}}{n+3} f(d)(1+t)^{(n+3) / 2}
\end{aligned}
$$

Hence there exists a constant $c_{1}>0$, independent of $d$, such that

$$
u^{\prime}(t) \geq-c_{1} f(d)(1+t)^{2}
$$

Integration on $\left[-1, t_{0}\right]$ yields

$$
t_{0}+1 \geq 3 c_{1}(d / f(d))^{1 / 3}:=k_{1}(d / f(d))^{1 / 3} .
$$

The existence of $k_{2}$ follows similarly.

In order to prove (1.9), we develop a form of the Pohozaev identity for our problem in the next lemma.

Lemma 2.2 If $u(z):=u(z, d)$ is the solution to (1.7), then

$$
\begin{align*}
P(z) & :=\left(1-z^{2}\right)^{\frac{n+1}{2}} h(z)\left(u^{\prime}\right)^{2}+\left(1-z^{2}\right)^{\frac{n-1}{2}} u u^{\prime}+2\left(1-z^{2}\right)^{\frac{n-1}{2}}(1+z) h(z) F(u) \\
& =\int_{-1}^{z} \frac{\left(1-y^{2}\right)^{\frac{n-1}{2}}}{1-y}[F(u)(h(y)(6 y-4 n y+2)-2)-u f(u)] d y, \tag{2.2}
\end{align*}
$$

where $h(z)=\left(1-z^{2}\right)^{\frac{n-3}{2}} \int_{z}^{0}\left(1-y^{2}\right)^{\frac{1-n}{2}} d y$.
Proof First we observe that

$$
\begin{equation*}
\lim _{z \rightarrow-1^{+}} h(z)=\frac{1}{n-3} \text { for } n>3 \text { and } \quad \lim _{z \rightarrow-1^{+}} \frac{h(z)}{\ln \left(\frac{1}{2(1+z)}\right)}=\frac{1}{2} \text { for } n=3 \tag{2.3}
\end{equation*}
$$

Let $p(z)=\left(1-z^{2}\right)^{\frac{n-3}{2}}$ and $q(z)=2\left(1-z^{2}\right)^{\frac{n-1}{2}} h(z)$. Multiplying (1.7) by $p(z) u$ gives us

$$
\left(1-z^{2}\right)^{\frac{n-1}{2}} u u^{\prime \prime}+(1-n)\left(1-z^{2}\right)^{\frac{n-3}{2}} z u u^{\prime}+\left(1-z^{2}\right)^{\frac{n-3}{2}}(1+z) u f(u)=0
$$

Then integrating, we have

$$
\begin{equation*}
\left(1-z^{2}\right)^{\frac{n-1}{2}} u u^{\prime}-\int_{-1}^{z}\left(1-y^{2}\right)^{\frac{n-1}{2}}\left(u^{\prime}\right)^{2} d y=-\int_{-1}^{z} \frac{\left(1-y^{2}\right)^{\frac{n-1}{2}}}{1-y} u f(u) d y \tag{2.4}
\end{equation*}
$$

On the other hand, multiplying (1.7) by $q(z) u^{\prime}$ yields

$$
\begin{align*}
\left(1-z^{2}\right)^{\frac{n+1}{2}} h(z) u^{\prime} u^{\prime \prime}+(1-n)\left(1-z^{2}\right)^{\frac{n-1}{2}} & h(z) z\left(u^{\prime}\right)^{2}  \tag{2.5}\\
& +\left(1-z^{2}\right)^{\frac{n-1}{2}}(1+z) h(z) u^{\prime} f(u)=0
\end{align*}
$$

A simple calculation shows that

$$
h^{\prime}(z)=-\left(1-z^{2}\right)^{-1}-(n-3)\left(1-z^{2}\right)^{\frac{n-5}{2}} z \int_{-1}^{z}\left(1-y^{2}\right)^{\frac{1-n}{2}} d y
$$

so

$$
\begin{equation*}
\left(1-z^{2}\right) h^{\prime}(z)=-1-(n-3) z h(z) \tag{2.6}
\end{equation*}
$$

Integrating (2.5) and using (2.6) gives us
(2.7) $\frac{1}{2}\left(1-z^{2}\right)^{\frac{n+1}{2}} h(z)\left(u^{\prime}\right)^{2}$

$$
\begin{aligned}
&+\frac{1}{2} \int_{-1}^{z}\left(1-y^{2}\right)^{\frac{n-1}{2}}\left(u^{\prime}\right)^{2} d y+\left(1-z^{2}\right)^{\frac{n-1}{2}}(1+z) h(z) F(u) \\
&=\int_{-1}^{z} \frac{\left(1-y^{2}\right)^{\frac{n-1}{2}}}{1-y} F(u)[h(y)(3 y-2 n y+1)-1] d y
\end{aligned}
$$

Multiplying (2.7) by 2, adding to (2.4), and simplifying, (2.2) follows.
Now, from (2.2), we estimate the energy defined in (1.8) as $d$ tends to $+\infty$.
Lemma 2.3 If $n, f$ are as in Theorem 1.1, then $\lim _{d \rightarrow \infty} E(z, d)=\infty$ uniformly for $z \in[-1,0]$.

Proof First we consider the case where $n>3$. From (2.3) we see that there exists $T \in(-1,-1 / 2)$ such that if $y \in[-1, T]$; then $h(y)(6 y-4 n y+2)-2 \geq \theta$ (see (1.4)). Let $D_{2}>D_{1}$ be such that for $d>D_{2}, t_{0}<T<-1 / 2$ (see (2.1)). Replacing these in (2.2) we have

$$
\begin{align*}
P\left(t_{0}\right) & \geq(\theta F(k d)-d f(d)) \int_{-1}^{t_{0}}(1+y)^{\frac{n-1}{2}} d y  \tag{2.8}\\
& \geq(\theta F(k d)-d f(d)) \frac{2}{n+1}\left(1+t_{0}\right)^{\frac{n+1}{2}}
\end{align*}
$$

Let $M<0$ be such that $\theta F(s)-s f(s) \geq M$ for all $s \in \mathbb{R}$. Hence, for $t \in\left[t_{0}, T\right]$,

$$
\begin{align*}
P(t) & \geq P\left(t_{0}\right)+M \int_{t_{0}}^{t}(1-y)^{(n-3) / 2}(1+y)^{(n-1) / 2} d y  \tag{2.9}\\
& \geq P\left(t_{0}\right)+M 2^{(n-3) / 2}
\end{align*}
$$

From equations (1.4), (2.1), and (2.8), $\lim _{d \rightarrow+\infty} P\left(t_{0}\right)=+\infty$. This and (2.9) give $\lim _{d \rightarrow \infty} P(z, d)=+\infty$ uniformly for $z \in\left[t_{0}, T\right]$. Thus, from the definition of $P$ we have $\lim _{d \rightarrow \infty} E(z, d)=+\infty$ uniformly for $z \in\left[t_{0}, T\right]$.

From (1.8), for $t \in\left[-1, t_{0}\right], E(t, d) \geq F(k d)$. Hence,

$$
\begin{equation*}
\lim _{d \rightarrow \infty} E(z, d)=+\infty \quad \text { uniformly for } z \in[-1, T] \tag{2.10}
\end{equation*}
$$

From (1.8) and (1.7),

$$
E^{\prime}(z, d)=(n-1) z\left(u^{\prime}(z)\right)^{2} /\left(1-z^{2}\right) \geq-2(n-1) E(z, d) /\left(1-T^{2}\right):=-C E(z, d)
$$

Integration on $[T, z]$ yields $E(z, d) \geq E(T, d) e^{-C}$, which together with (2.10) prove the lemma for $n>3$.

If $n=3$, then multiplying (1.7) by $(1+z) u^{\prime}$ and integrating results in

$$
\begin{align*}
& \left(\frac{\left(u^{\prime}\right)^{2}}{2}\right)(1-z)(1+z)^{2}+F(u)(1+z)^{2}=  \tag{2.11}\\
& \quad \frac{1}{2} \int_{-1}^{z}\left(u^{\prime}\right)^{2}(1+t)^{2} d t+2 \int_{-1}^{z}(1+t) F(u) d t
\end{align*}
$$

Thus, for $d>D_{2}$ and $z \in\left[-1, t_{0}\right],(1-z) E(z, d) \geq F(k d)$. Since $F$ is bounded from below, from (2.11), for $z \in\left[t_{0}, 0\right]$ we have

$$
\liminf _{d \rightarrow+\infty}(1-z) E(z, d) \geq \liminf _{d \rightarrow+\infty} F(k d)=+\infty
$$

which concludes the proof of the lemma.

## 3 Phase Plane Analysis

Let $x(z, d)=u(z, d)$ and $y(z, d)=u^{\prime}(z, d)$. From Lemma 2.3, there exists $D_{3}>D_{2}$ such that if $d>D_{3}$, then $\rho(z, d)=\sqrt{x(z, d)^{2}+y(z, d)^{2}}>0$ for all $z \in[-1,0]$. Hence, for $d>D_{3}$, there exists a differentiable function $\eta(z, d)$ that satisfies

$$
\left\{\begin{array}{l}
\eta(-1, d)=0  \tag{3.1}\\
x(z, d)=\rho(z, d) \cos (\eta(z, d)) \\
y(z, d)=-\rho(z, d) \sin (\eta(z, d))
\end{array}\right.
$$

for $z \in[-1,0]$. A straightforward calculation shows that

$$
\begin{equation*}
\eta^{\prime}(z, d)=\sin ^{2} \eta(z, d)-\left(\frac{(n-1) z}{1-z^{2}} y(z, d)-\frac{f(x(z, d))}{1-z}\right) \frac{\cos \eta(z, d)}{\rho(z, d)} . \tag{3.2}
\end{equation*}
$$

From (1.3) there exists a real number $M_{1}>0$ such that if $|v|>M_{1}$, then $v f(v)>0$. Hence,

$$
\begin{equation*}
f(x(z, d)) \cos (x(z, d)) \geq \frac{\min \left\{v f(v) ;|v| \leq M_{1}\right\}}{\rho(z, d)}:=\frac{M_{2}}{\rho(z, d)} . \tag{3.3}
\end{equation*}
$$

Now we have enough information to prove the following lemma.
Lemma 3.1 The $\eta$ function satisfies

$$
\lim _{d \rightarrow+\infty} \eta(0, d)=+\infty
$$

Proof Let $D_{4}>D_{3}$ be such that if $d>D_{4}$, then $\rho(z, d) \geq M_{1}$ for all $z \in[-1,0]$. Therefore, if $i$ is a non-negative integer and $\eta(z, d)=i \pi$, then $\eta^{\prime}(z, d)>0$. Hence, $\eta(\zeta, d)>i \pi$ for all $\zeta \in(z, 0]$. In particular, $\eta(\zeta, d)>0$ for all $\zeta \in[-1,0]$. Let us see that given a positive integer $j$, there exists $d_{j}>0$ such that if $d \geq d_{j}$, then $\eta(0, d)>j \pi$. Let $j$ be given and $z \geq-\frac{3}{4}$. Let $\delta>0$ be such that

$$
\begin{equation*}
\delta \leq \min \left\{\frac{\pi}{6}, \frac{1}{16 j n}\right\} \quad \text { and } \quad(1-\delta)^{2}-\frac{15(n-1)}{16} \delta>\frac{3}{4} \tag{3.4}
\end{equation*}
$$

By (1.3) there exists $X_{j}>0$ such that if $|x| \geq X_{j}$, then

$$
\begin{equation*}
\frac{f(x)}{x} \geq \frac{16 j^{2} \pi+3(n-1)}{2 \cos ^{2}\left(\frac{\pi}{2}-\delta\right)} \tag{3.5}
\end{equation*}
$$

Since $\lim _{d \rightarrow+\infty} \rho(z, d)=+\infty$, there exists a $d_{j}$ such that if $d \geq d_{j}$, then

$$
\rho(z, d) \geq \frac{X_{j}}{\cos (\delta)}+4 M_{2}^{1 / 2}
$$

Let $k$ be a nonnegative odd integer. If $\eta(z, d) \in\left[\frac{k \pi}{2}-\delta, \frac{k \pi}{2}+\delta\right]$, then from (3.2), (3.4), and (3.3),

$$
\begin{equation*}
\eta^{\prime}(z, d) \geq(1-\delta)^{2}-\frac{15(n-1)}{16} \delta-\frac{4 M_{2}}{\rho^{2}(z, d)} \geq \frac{1}{2} \tag{3.6}
\end{equation*}
$$

For $\eta(z) \in\left[\frac{k \pi}{2}+\delta, \frac{(k+2) \pi}{2}-\delta\right]$, from (3.1) we have $|x(z, d)| \geq \rho(z, d)|\cos (\delta)|>X_{j}$. Therefore, from (3.5), we have

$$
\begin{equation*}
\eta^{\prime}(z, d) \geq 4 j^{2} \pi \tag{3.7}
\end{equation*}
$$

Suppose $\eta(-3 / 4, d) \in\left[\frac{k \pi}{2}-\delta, \frac{k \pi}{2}+\delta\right]$ for some positive integer $k$. By (3.6), there exists $z_{1} \in[-3 / 4,-3 / 4+2 \delta]$ such that $\eta\left(z_{1}, d\right)=\delta+k \pi / 2$. Similarly, by (3.7) there is a $z_{2} \in\left(z_{1}, z_{1}+\frac{\pi-2 \delta}{4 j^{2} \pi}\right)$, where

$$
\eta\left(z_{2}, d\right)=\frac{(j+2) \pi}{2}-\delta
$$

and, by (3.6), there exists $z_{3} \in\left(z_{2}, z_{2}+4 \delta\right)$, where $\theta\left(z_{3}, d\right)=\frac{(j+2) \pi}{2}+\delta$. Hence,

$$
z_{3} \leq-3 / 4+\left(4 \delta+\frac{\pi-2 \delta}{4 J^{2} \pi}+4 \delta\right)
$$

Repeating this argument $j$ times, we see that there exists

$$
\widehat{z} \in\left(-3 / 4,-3 / 4+j\left(8 \delta+\frac{\pi-2 \delta}{4 j^{2} \pi}\right)\right) \subset(-3 / 4,0)
$$

such that $\eta(\widehat{z}, d) \geq j \pi$. Similar arguments show that if $\theta(-3 / 4, d) \in\left[\frac{k \pi}{2}+\delta, \frac{(j+2) \pi}{2}-\delta\right]$ for some positive odd integer $j$, there is a

$$
\widehat{z} \in\left(-3 / 4,-3 / 4+j\left(4 \delta+\frac{2(\pi-2 \delta)}{4 J^{2} \pi}\right)\right), \quad \widehat{z} \leq 0
$$

where $\eta(\widehat{z}, d) \geq j \pi$. Therefore, since $\widehat{z} \leq 0$ and $\theta$ is increasing in $z$, we have that $\eta(0, d) \geq j \pi$ for $|d| \geq d_{j}$. This proves the lemma.

Now we prove Theorem 1.1.
Proof of Theorem 1.1 By Lemma 3.1, there exists $K_{0}$ such that if $k \geq K_{0}$ is a positive integer then there exists $e_{k}>D_{3}$ such that $\eta\left(0, e_{k}\right)=2 k \pi$. Hence $u^{\prime}\left(0, e_{k}\right)=0$ for all $k \geq K_{0}$. That is, each

$$
u_{k}\left(x_{1}, \ldots, x_{n-1}, z\right):=u\left(z, e_{k}\right), \quad u_{k}\left(x_{1}, \ldots, x_{n-1},-z\right):=u_{k}\left(x_{1}, \ldots, x_{n-1}, z\right)
$$

defines a rotationally symmetric solution to the boundary value problem (1.5). This proves the theorem.

## References

[1] J.F. Caicedo, and A. Castro, Ecuaciones semilineales con espectro discreto. Bogotá, Universidad Nacional de Colombia, 2012.
[2] A. Castro, J. Kwon, and C.M. Tan, Infinitely many radial solutions for a sub-super critical Dirichlet boundary value problem in a ball. Electron. J. Differential Equations 2007, no. 111.
[3] A. Castro, and A. Kurepa, Infinitely many radially symmetric solutions to a superlinear Dirichlet problem in a ball. Proc. Amer. Math. Soc. 101(1987), no. 1, 57-64. http://dx.doi.org/10.1090/S0002-9939-1987-0897070-7
[4] E. Calzolari, R. Filippucci, and P. Pucci, Dead cores and bursts equations for p-Laplacian elliptic equations with weights. In: Discrete and Contin. Dyn. Syst. 2007, Dynamical Systems and Differential Equations. Proceedings of the 6th AIMS International Conference, suppl., 191-200.
[5] V. Guillemin, and A. Pollack, Differential topology. AMS Chelsea Publishing, Providence, RI, 2010.
[6] J. Jost, Riemannian geometry and geometric analysis. Sixth ed., Universitext, Springer, Heidelberg, 2011.
[7] A. Kristaly, N. S. Papageorgiou, and C. Varga, Multiple solutions for a class of Neumann elliptic problems on compact Riemannian manifolds with boundary. Canad. Math. Bull. 53(2010), no. 4, 674-683. http://dx.doi.org/10.4153/CMB-2010-073-x
[8] S. I. Pohozaev, Eigenfunctions of the equation $\Delta u+\lambda f(u)=0$. (Russian) Dokl. Akad. Nauk. SSSR 165(1965), 36-39.
Department of Mathematics, Harvey Mudd College, Claremont, CA 91711, USA
e-mail: castro@g.hmc.edu ef363@cornell.edu


[^0]:    Received by the editors August 7, 2014.
    Published electronically August 4, 2015.
    This work was partially supported by a grant from the Simons Foundation (\# 245966 to Alfonso Castro).

    AMS subject classification: 58J05, 35A24.
    Keywords: Laplace-Beltrami operator, semilinear equation, rotational solution, superlinear nonlinearity, sub-super critical nonlinearity.

