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BACKWARD COALESCENCE TIMES FOR
PERFECT SIMULATION OF CHAINS
WITH INFINITE MEMORY
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Abstract

This paper is devoted to the perfect simulation of a stationary process with an at
most countable state space. The process is specified through a kernel, prescribing the
probability of the next state conditional to the whole past history. We follow the seminal
work of Comets, Fernández and Ferrari (2002), who gave sufficient conditions for the
construction of a perfect simulation algorithm. We define backward coalescence times
for these kind of processes, which allow us to construct perfect simulation algorithms
under weaker conditions than in Comets, Fernández and Ferrari (2002). We discuss how
to construct backward coalescence times (i) by means of information depths, taking into
account some a priori knowledge about the histories that occur; and (ii) by identifying
suitable coalescing events.
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1. Introduction and main definitions

Perfect simulation algorithms for stochastic processes have been developed mostly for
Markov chains, starting from the original coupling-from-the-past algorithm presented in the
founding paper [14]. Later, the fundamental role of the so-called stochastic recursive sequences
for perfect simulation was recognized [8]. In [13] a stochastic recursive sequence for perfect
simulation was constructed, called the gamma coupler, for transition kernels satisfying a
minorization condition. We also mention the area of perfect simulation devoted to spatial
contexts, such as stochastic geometry [6], [12] and random fields [3], [11].

In [2] the ideas of coupling from the past have been extended to processes constructed
through a transition kernel depending on the whole past, leading to the construction of a perfect
simulation algorithm. A somewhat more general presentation was given in [5]. We need a
greater generality to cover a number of different transition kernels. We also mention the paper
[7], which does not refer to a kernel, but only to a process and its ‘shifted’ versions, the shift
being associated to a ‘stationary environment’ modeled in the probability space.

Throughout the paper, we consider stochastic processes defined on Z, with values in a
finite or countable alphabet G. The law of the process is specified through a transition kernel,
prescribing the probability that each individual letter of the alphabet occurs, conditional to the
whole history preceding it.
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320 E. DE SANTIS AND M. PICCIONI

For notational convenience, we use the following conventions: for m, n ∈ Z with m ≤ n,
we write words as

sn
m = (sn, . . . , sm) ∈ Gn−m+1.

We also allow m = −∞ and n = +∞, and we write s = s+∞−∞ . For m = −∞ and finite n, a
word will be called a history. Histories are identified with elements of G−N+ , where N+ is the
set of positive integers. We can concatenate any finite word sn

m with a history wm−1−∞ , obtaining
another history

(sn
m, wm−1−∞ ) = (sn, . . . , sm, wm−1, wm−2, . . . ).

The same notational conventions are used for sequences with values in the interval [0, 1). The
set G−N+ is equipped with the product topology and the product σ -algebra.

Definition 1. A (transition) kernel is a function p : G × G−N+ → [0, 1], whose values are
denoted by p(g|w−1−∞), such that, for any g ∈ G, p(g|·) is a measurable function in G−N+ such
that

∑
g∈G p(g|w−1−∞) = 1. A process Y = {Yn, n ∈ Z} on a probability space (�, F , P) is

compatible with the kernel p if, for any m ∈ Z and g ∈ G,

P(Ym = g | Ym−i , i ∈ N+) = p(g|Ym−1−∞ ) almost surely (a.s.). (1)

Starting from a kernel p, perfect simulation constructs algorithms for sampling a compatible
process Y , under conditions that guarantee its uniqueness. The main ingredients to construct a
perfect simulation algorithm are given below.

Definition 2. A set of admissible histories is a measurable subset H of G−N+ with the following
properties.

Remove invariance: w−1−∞ ∈ H implies that w−2−∞ ∈ H .

Add invariance: w−1−∞ ∈ H and g ∈ G such that p(g|w−1−∞) > 0 implies that (g, w−1−∞) ∈ H .

The simplest nontrivial set of admissible histories can be defined in the following way.
A letter g of the alphabet G is forbidden if p(g|w−1−∞) = 0 for any w−1−∞ ∈ G−N

∗
(in this case

it could be directly excluded from G). A word s0−n = (s0, s
−1−n) is forbidden if either s−1−n is

forbidden or

p(s0|w−1−∞) = 0 for any w−1−∞ ∈ G−N+ such that w−1−n = s−1−n.

For any n ∈ N+, let An be the set of words of length n that are not forbidden. The set

H∗ = {w−1−∞ ∈ G−N+ : w−1−n ∈ An, n ∈ N+} (2)

is a set of admissible histories, as it is easily checked that the required add and remove invariance
properties hold.

In practical applications there is usually a natural choice for the set of admissible histories.
The choice of admissible histories excludes irrelevant histories from the domain of the coupling
function, which we are going to define.

Definition 3. Let H be a set of admissible histories. A coupling function f for the kernel p is
a function f : [0, 1) × H → G of the form

f (u|w−1−∞) =
∑
g∈G

g
∑
n∈N

1
In(g|w−1−n)

(u), w−1−∞ ∈ H . (3)
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Perfect simulation of chains with infinite memory 321

Here, for each w−1−∞ ∈ H , {In(g|w−1−n), g ∈ G, n ∈ N} is a partition of [0, 1) and each
In(g|w−1−n) is either empty or it is a disjoint union of intervals (closed to the left, open to the
right), with

∑
n |In(g|w−1−n)| = p(g|w−1−∞) (here | · | stands for the Lebesgue measure in [0, 1)).

By definition, if f is a coupling function for p and U is a random variable uniformly
distributed in [0, 1), then

P(f (U |w−1−∞) = g) = p(g|w−1−∞) for each g ∈ G, w−1−∞ ∈ H .

Note that the assumptions imply that f is jointly measurable and, for any u ∈ [0, 1), the function
f (u|·) is continuous on H , since it depends on a finite portion of the history. Moreover, the
add invariance property of H and Definition 3 imply that

w−1−∞ ∈ H and u ∈ [0, 1) �⇒ (f (u|w−1−∞), w−1−∞) ∈ H .

Coupling functions of this form appeared in [5]. In that paper (as in [2]) only the simplest
choice H = G−N+ was considered.

For the construction of a perfect simulation algorithm, we require that the coupling function
f admits a backward coalescence time, which we now define. Starting from f (1) = f , we
recursively define f (n) : [0, 1)n × H → G for any n ∈ N, in the following natural way:

f (n+1)(un
0|w−1−∞) := f (un|f (n)(un−1

0 |w−1−∞), . . . , f (1)(u0|w−1−∞), w−1−∞). (4)

The source of randomness for the construction of the simulation process is a sequence U =
{Ui, i ∈ Z} of independent and identically distributed (i.i.d.) random variables, with uniform
distribution in the interval [0, 1). For any m, n ∈ Z with m ≤ n, we define the σ -algebra
F n

m = σ(Ui, i = m, . . . , n). For ease of notation, we specify an arbitrary reference admissible
history g−1−∞ ∈ H .

Definition 4. We say that a measurable function τ0(U
0−∞) with nonpositive values is a back-

ward coalescence time if it satisfies the following properties:

(H1) −τ0 is an a.s. finite stopping time with respect to the filtration {F 0−n : n ∈ N}, i.e. {τ0 =
−l} ∈ F 0−l for any l ∈ N;

(H2) if τ0 = −l then, for any w
−(l+1)
−∞ ∈ H ,

f (l+1)(U0−l |w−(l+1)
−∞ ) = f (l+1)(U0−l |g−(l+1)

−∞ ). (5)

This definition is interpreted as follows: by simulating backward in time the sequence
(U0, U−1, . . . ), an instant τ0 is identified with the property that the value of the coupling
function at time 0 does not depend on samples of U at times prior than τ0. Obviously, property
(5) remains true for any l > −τ0.

Under suitable conditions on H , the a.s. finiteness of a backward coalescence time τ0 allows
us to construct a process which is compatible with the kernel. First, define the shifted backward
coalescence times

τn(U
n−∞) = n + τ0(U

n−∞) for all n ∈ Z.

If τ0 is a.s. finite, by translation invariance, τn is also a.s. finite. Likewise, for any m < n ∈ N,

τ [m, n] = inf{τi : i ∈ [m, n]} (6)
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322 E. DE SANTIS AND M. PICCIONI

is a.s. finite. Finally, define the process X = {Xn, n ∈ Z} as

Xn(U
n−∞) = f (l+1)(Un

n−l |gn−l−1−∞ ) if τn(U
n−∞) = n − l,

which is stationary by construction.
The following proposition explains our interest in the process X. Its proof is deferred to

Appendix A.

Proposition 1. Let f be a coupling function for the kernel p and the set of admissible histo-
ries H . If

(i) τ0 is a backward coalescence time for f ;

(ii) X0−∞ ∈ H with probability 1,

then X is the unique (in law) process compatible with the kernel p verifying property (ii).

The concept of backward coalescence time is similar to that of weak verifiable time presented
in Definition 4.1 of [7]. Corollary 2.2 therein is somewhat analogous to our Proposition 1.

Remark 1. It is clear that uniqueness holds without further constraints whenever it can be
shown that any compatible process Y has the property that Y 0−∞ ∈ H with probability 1, as
will be the case in all the examples that will be presented. This property is automatically
satisfied by the set H∗ defined in (2), which also fulfills condition (ii) of Proposition 1. In this
case, to apply Proposition 1, it is enough to prove the existence of a backward coalescence time.

If the assumptions of Proposition 1 hold, the process X can be perfectly simulated in any finite
window [m, n], with m ≤ n ∈ N, starting from time τ [m, n]. By construction, m − τ [m, n]
is a stopping time with respect to the filtration {F n

m−k, k ∈ N}. This implies that a perfect
simulation algorithm can be realized in the following way.

(i) Inspect the Uis backward from Un, until τ [m, n] is located.

(ii) Compute the Xis forward, starting from τ [m, n], using the coupling function.

In (6) we also allow n = +∞. If τ [0, +∞] is a.s. finite, the perfect simulability of X on any
finite window is guaranteed.

The main idea in [5] is to construct a backward coalescence time for a coupling function
through the computation of an ‘instantaneous information depth’ (called a ‘random order’ in
that paper). This is a bound on the number of past values of the process needed to compute
the current one, taking into account only the current value of the process U (the input). Here
we give a more general definition, in which the previous input values can also be taken into
account.

First note that the U−1
−h observation constrains the set of possible histories to the random

subset

Mh(U
−1
−h) = {(f (h)(U−1

−h |w−h−1−∞ ), . . . , f (U−h|w−h−1−∞ ), w−h−1−∞ ) : w−h−1−∞ ∈ H}

for h ∈ N+. For consistency, we also define M0 = H . Then we can give the following
definition.
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Definition 5. A general information depth L(U0−∞) for a coupling function f is a stopping
time with respect to the filtration {F 0−n, n ∈ N} such that, for any h ∈ N,

L(U0−∞) = h

�⇒ for all w−1−∞ ∈ Mh(U
−1
−h), there exist n ≤ h, g ∈ G such that U0 ∈ In(g|w−1−n).

(7)

The information depth is instantaneous when L(U−1−∞) = K(U0) for some measurable K .

Note that property (7) continues to hold for any h ≥ L(U0−∞), the sequence of subsets
{Mh(U

−1
−h), h ∈ N+} being nonincreasing. Since M0 = H , the event {L = 0} means that

f (u0|w−1−∞) does not depend at all on the history w−1−∞ ∈ H .
Given an information depth L for a coupling function f , we define the whole sequence of

shifted information depths
L = {Lj = L(U

j
−∞), j ∈ Z}.

Finally, given a sequence of shifted information depths L, define

τL
0 (U0−∞) = sup{s ≤ 0 : Lj ≤ j − s, s ≤ j ≤ 0}.

The following proposition clarifies our interest in τL
0 ; for the reader’s convenience, its simple

proof is given in Appendix A.

Proposition 2. If τL
0 is a.s. finite, it is a backward coalescence time.

If K is an instantaneous information depth then the sequence of shifted information depths
is obviously i.i.d. The main result in [2] concerns this case. It can be rephrased in the following
way.

Proposition 3. Let K = {Ki, i ∈ Z} be a sequence of i.i.d. information depths.

(i) If
∑∞

k=0
∏k

j=0 P(K0 ≤ j) = ∞ then τK
0 > −∞ a.s.

(ii) If
∏∞

j=0 P(K0 ≤ j) > 0 then τK [0, +∞] > −∞ a.s.

The above result suggests constructing a coupling function with the ‘smallest’ possible
distribution of an instantaneous information depth K0. In fact, in [2] such a kind of coupling
function was defined, which in the sequel will be called a canonical coupling function. This is
certainly the best choice within the instantaneous framework. Its definition will be reviewed in
the next section.

As seen from the conditions of Proposition 3, this framework necessarily requires two kinds
of condition: (a) K0 has to be finite, and, furthermore, the tail of its distribution function has
to fall quickly to 0; (b) P(K0 = 0) > 0.

In Section 2 we first discuss how to relax condition (a) by using information depths for the
canonical coupling function which are not instantaneous. Instantaneous information depths
generate i.i.d. sequences, but represent only worst case bounds. However, if some past values
of the states can be located, much less information on past inputs could be required. Exploiting
this idea, we establish some general results, namely Theorem 1 and Corollary 1, and we
discuss some applications in which the instantaneous framework does not work. Starting
from similar considerations, in [9] and [10] different coupling functions were proposed, based
on probabilistic context trees.

In Section 3 we deal with condition (b). If inf{p(g|w−1−∞) : w−1−∞ ∈ H} = 0 for any
g ∈ G then K0 = 0 with probability 0. Therefore, there is no hope of defining a backward
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coalescence time through some information depth and we have to consider more general
backward coalescence times. The problem is already present for ergodic Markov chains with
zeros in the transition matrix, but it does not prevent the existence of backward coalescence
times. More generally, we assume that K0 < r with probability 0, but K0 = r with positive
probability. In this case a backward coalescence time can be defined if a suitable ‘coalescing
event’ can be identified and the asymptotic behavior of the distribution of K0 verifies the
conditions of Proposition 3. As will be shown by an example, the identification of a coalescing
event may require the modification of the canonical coupling function. When r = 1, under
suitable assumptions, these ideas suggest combining the algorithm in [2] for long-memory
processes with Markovian coupling-from-the-past algorithms, as in [14].

2. Information depths depending on the whole past

In this section we work with the canonical coupling functions introduced in [2], with the
natural adjustment that allows choices of the set of admissible histories H to be different from
G−N+ .

Let us first define some relevant quantities needed for the construction, namely,

a0(g) = inf{p(g|z−1−∞) : z−1−∞ ∈ H}, g ∈ G, (8)

ak(g|w−1
−k) = inf{p(g|z−1−∞) : z−1−∞ ∈ H , z−1

−k = w−1
−k}, g ∈ G, w−1−∞ ∈ H . (9)

It is easily seen that, for any g ∈ G, the function p(g|·) is continuous in w−1−∞ ∈ H if and only
if

an(g|w−1−n) ↑ p(g|w−1−∞). (10)

Defining, for any w−1−∞ ∈ H and k ∈ N,

ak(w
−1
−k) =

∑
g∈G

ak(g|w−1
−k), (11)

we observe that (10) is equivalent to ak(w
−1
−k) ↑ 1.

A canonical coupling function f is specified through the sets In(g|w−1−n) appearing in (3).
Starting from a−1 = 0, for any k ∈ N, the intervals [ak−1(w

−1
−k+1), ak(w

−1
−k)) are partitioned

into the subintervals Ik(g|w−1
−k) of total length ak(g|w−1

−k) − ak−1(g|w−1
−k+1) for g ∈ G (if this

length is 0 then Ik(g|w−1
−k) is empty). If (10) is satisfied, a function f of this form is a coupling

function for the kernel p.
Next define a0 = ∑

g∈G a0(g) and

ak = inf{ak(w
−1
−k) : w−1−∞ ∈ H}, k ∈ N+.

The sequence {ak} is nondecreasing, so we let a∞ = limk ak . Since ak(w
−1
−k) ≥ ak for any

w−1−∞ ∈ H , the random variable

K(u) = inf{k ∈ N : ak > u} =
∞∑

k=0

k1[ak−1,ak)(u) (12)

is an instantaneous information depth with P(K(U) ≤ k) = ak for any k ∈ N, U being
uniformly distributed in [0, 1). As observed in [5], it has the minimality property cited in the
introduction, once the set of histories H has been specified. The a.s. finiteness of K(U) is
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equivalent to the fact that a∞ = 1, and it is clearly a necessary condition for the a.s. finiteness
of any instantaneous information depth for a specific choice of H .

We now use an information depth L for a canonical coupling function, which is not instan-
taneous, defined by

Jh(U
−1
−h) = {w−1−∞ ∈ H : w−k = g if u−k ∈ I0(g), k ≤ h}, h ∈ N+.

We set J0 = H , and observe that Mh(U
−1
−h) ⊂ Jh(U

−1
−h) for any h ∈ N. Then

L(U0−∞) = inf{h ∈ N : U0 < ah(w
−1
−h) for all w−1−∞ ∈ Jh(U

−1
−h)} (13)

is an information depth. Out of a null set of U0−∞s, (13) is equal to

L(U0−∞) = inf{h ∈ N : U0 < Ah(U
−1
−h)}, (14)

where A0 = a0 and

Ah(U
−1
−h) = inf{ah(w

−1
−h) : w−1−∞ ∈ Jh(U

−1
−h)}, h ∈ N+.

It is clear that L is finite a.s. if and only if limh Ah(U
−1
−h) = 1 a.s.

We now give a sufficient condition for the a.s. finiteness of τL[0, +∞].
Theorem 1. If

E

( ∞∏
h=0

1

Ah(U
h−1
0 )

)
< ∞ (15)

then τL[0, +∞] > −∞ a.s.

Proof. The sequence

Yn =
∏n

h=0 1{Uh<Ah(Uh−1
0 )}∏n

h=0 Ah(U
h−1
0 )

, n ∈ N,

is uniformly integrable, because it is bounded by the integrable random variable

{ ∞∏
h=0

Ah(U
h−1
0 )

}−1

.

Moreover, it is a martingale with respect to the filtration {F n
0 }. In fact, since Un is independent

of F n−1
0 , we have

E(1{Un<An(Un−1
0 )} | F n−1

0 ) = An(U
n−1
0 );

hence,

E(Yn | F n−1
0 ) =

∏n−1
h=0 1{Uh<Ah(Uh−1

0 )}∏n
h=0 Ah(U

n−1
0 )

E(1{Un<An(Un−1
0 )} | F n−1

0 ) = Yn−1.

Furthermore, since Y0 = a0
−11{U0<a0}, it follows that E(Yn) = E(Y0) = 1.

https://doi.org/10.1239/jap/1339878789 Published online by Cambridge University Press

https://doi.org/10.1239/jap/1339878789


326 E. DE SANTIS AND M. PICCIONI

Since {Yn} is uniformly integrable, from a well-known result (see [15, p. 134]), the limit
Y∞ is finite a.s. with E(Y∞) = 1. As a consequence, Y∞ > 0 with positive probability. But,
clearly,

{Y∞ > 0} =
∞⋂

h=0

{Uh < Ah(U
h−1
0 )} = {Lh ≤ h, h ∈ N}.

From (6), observe that

τL[0, +∞] = sup{s ≤ 0 : Lj ≤ j − s, s ≤ j},
so {τL[0, +∞] = 0} coincides with the event {Y∞ > 0}, which has positive probability.
Therefore, P(τL[0, +∞] = 0) > 0. We end the proof by observing that in this case τL[0, +∞]
is a.s. finite. To this end, define the sequence of events

Rm = {τL[m, +∞] = m}, m ∈ −N+.

Since 1Rm(U) = 1R0(U
+∞
m ), by using the ergodic theorem, we deduce that there exists an a.s.

finite Y0 ≤ 0 that realizes RY0 . Since τL[0, ∞] ≥ τL[Y0, ∞] = Y0, the former is a.s. finite.

In the following corollary we present a sufficient condition for the application of Theorem 1,
which will be used throughout the examples presented in this section.

Corollary 1. For any h ∈ N+, let Ch be a Borel subset of [0, 1)h with the following proper-
ties:

(i) the sequence
ξh = inf{Ah(u

h−1
0 ) : uh−1

0 ∈ Ch} (16)

is such that
∏∞

h=0 ξh > 0 (in particular, ξ0 = a0 > 0);

(ii) the random variable

N = N(U+∞
0 ) = inf{m : Un−1

0 ∈ Cn for all n ≥ m} (17)

has probability generating function E(sN) < ∞ for some s > 1/a∞.

Then τL[0, +∞] > −∞ a.s.

Proof. By the definition of N , Ah ≥ ξh > 0 for h ≥ N . Moreover, since Ah ≥ ah for each
integer h, we have

1∏∞
h=0 Ah

≤ 1∏N
h=0 ah

1∏∞
h=N+1 ξh

≤ 1∏N
h=0 ah

1∏∞
h=0 ξh

.

By taking the expectation of both sides, we obtain

E

(
1∏∞

h=0 Ah

)
≤ E

(
1∏N

h=0 ah

)
1∏∞

h=0 ξh

.

The second factor on the right-hand side is finite by property (i). Now choose s as in (ii): by
assumption, there exists an integer k such that 1/ah < s for h ≥ k. Consequently, we have the
bound

E

(
1∏N

h=0 ah

)
≤ 1∏k−1

h=0 ah

E(sN) < +∞,

from which (15) follows. Application of Theorem 1 completes the proof.
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We now present a first class of models that satisfy the conditions of Corollary 1, but not
those of Proposition 3.

Example 1. Consider the alphabet G = {−1, 1}, with kernel

p(1|w−1−∞) = 1

2
+

∞∑
k=1

θk exp(−βSk(w
−1
−k))w−k, w−1−∞ ∈ GN+ = H ,

where
∑∞

k=1 |θk| < 1
2 , β > 0, and

Sk(w
−1
−k) =

k−1∑
i=1

δw−iw−i−1,−1

counts the number of sign changes in the history within the interval [−k, −1]. Each of these
changes reduces the dependence of the current state from the values prior to the change. We
can immediately verify that

a0(−1), a0(1) ≥ 1

2
−

∞∑
k=1

|θk| > 0.

In the definition of the canonical coupling function, set I0(−1) = [0, a0(−1)) and I0(1) =
[a0(−1), a0(−1) + a0(1)). Next, for any n ∈ N+, define

C2n =
{
u2n−1

0 ∈ [0, 1)2n : 1

n

n−1∑
k=0

1I0(−1)(u2k)1I0(1)(u2k+1) > σ

}
,

where σ < a0(−1)a0(1); moreover, define C2n+1 = C2n × [0, 1). From Chernoff’s bound,
there exists K > 0 such that

P(Un−1
0 /∈ Cn) ≤ e−Kn;

therefore, defining N as in (17),

P(N ≤ m) = P

( ∞⋂
n=m

{Un−1
0 ∈ Cn}

)
≥ 1 −

∞∑
n=m

e−Kn = 1 − e−Km

1 − e−K
,

from which we deduce the existence of the probability generating function of N for some s > 1.
Moreover,

ak(w
−1
−k) = 1 − sup

v−k−1
−h

∞∑
h=k+1

θh exp(−βSh(w
−1
−k , v

−k−1
−h ))vh

+ inf
z−k−1
−h

∞∑
h=k+1

θh exp(−βSh(w
−1
−k , z

−k−1
−h ))zh,

from which

ak = inf
w−1−∞∈H

ak(w
−1
−k) ≥ 1 − 2 sup

w−1−∞∈H

exp(−βSk(w
−1
−k))

∞∑
h=k+1

|θh| ≥ 1 − 2
∞∑

h=k+1

|θh|,

https://doi.org/10.1239/jap/1339878789 Published online by Cambridge University Press

https://doi.org/10.1239/jap/1339878789


328 E. DE SANTIS AND M. PICCIONI

so, the θks being summable, we conclude that a∞ = 1, which proves that Corollary 1(ii) holds.
On the other hand, observe that, whenever U2k−1

0 ∈ C2k ,

A2k(U
2k−1
0 ) ≥ 1 − 2e−βσk

∑
l>2k

|θl | ≥ 1 − e−βσk;

therefore, by definition (16), we obtain ξ2k ≥ 1−e−βσk , and, thus,
∏∞

h=0 ξh > 0, which proves
Corollary 1(i). As a consequence, the backward coalescence time for the canonical coupling
function τL

0 , with L defined as in (14), is finite a.s. On the other hand,

ak ≤ 1 − |p(1|1−1−∞) − p(1|1−1
−k, −1−(k+1)

−∞ )| ≤ 1 − (1 − e−β)
∑
l>k

|θl |;

thus, by letting the θks approach 0 slowly enough, Proposition 3(i) is not satisfied. For example,
taking θk = c1/k2−ε with c1 > 0 sufficiently small and ε ∈ (0, 1), we have ak ≤ 1 − c2/k1−ε

for some c2 > 0, from which

∞∑
n=1

n∏
k=1

ak ≤
∞∑

n=1

n∏
k=1

(
1 − c2

k1−ε

)
≤

∞∑
n=1

exp

(
−

n∑
k=1

c2

k1−ε

)
≤

∞∑
n=1

exp (−c3n
ε) < ∞,

where c3 is a positive constant.

In the previous example the gain obtained by using the information depth constructed through
the sequence {Ah, h ∈ N} is due to a lower bound on the number of sign changes in a finite
window, as its width grows to ∞. In the next example, which is inspired by [9], a single
appearance of the word controls the decay of the ‘memory’ of the process. It serves also to
present a situation in which H differs from G−N+ .

Example 2. Consider again the alphabet G = {−1, 1}, and choose the set of admissible
histories

H =
{
w−1−∞ ∈ G−N+ :

∑
i∈N+

1{w−i=1} = +∞
}
. (18)

In order to specify the transition kernel, define the quantity l(w−1−∞) = inf{i ∈ N+ : w−i = 1},
which is finite for any w−1−∞ ∈ H . Now arbitrarily choose p(1| − 1−1−∞) > 0 and set

p(g|w−1−∞) = a0(g) + (1 − a0)
∑

n∈N+
δg,w−l−n

q
l(w−1−∞),n

, w−1−∞ �= −1−1−∞, (19)

where a0(−1) and a0(1) are positive constants, a0 = a0(−1) + a0(1), and {ql,n, n ∈ N} is a
family of probability mass functions on the positive integers, depending on the parameter l. We
assume that the distribution function Fl(s) = ∑

n≤s ql,n is nonincreasing in l for any s ∈ N+.
In this model the state of the process at any time is either the result of the toss of a coin, with
probabilities a0(−1)/a0 and a0(1)/a0, or a value selected randomly from the past, according
to Fl , among the values which appear after position l of the first 1. We again take I0(−1) =
[0, a0(−1)) and I0(1) = [a0(−1), a0(−1) + a0(1)).

Let β ∈ (0, 1), and, for any h ∈ N+, define

C
(β)
h = {uh−1

0 ∈ [0, 1)h : uj ∈ I0(1) for some j ∈ (βh, h − 1]}. (20)
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If ws = 1 for some s ∈ [0, h − 1] then

ah(w
h−1
0 ) ≥ a0 + (1 − a0)Fh−s(s).

Since the quantity on the right-hand side is monotone nondecreasing in s, if Uh−1
0 ∈ C

(β)
h then

Ah(U
h−1
0 ) ≥ a0 + (1 − a0)Fh−�βh(�βh).

As a consequence, Corollary 1(i) is satisfied, for example, when

Fh−�βh(�βh) ≥ 1 − Kβh−cβ

with Kβ > 0 and cβ > 1. In particular, this holds when Fl is a geometric distribution function
with success probability pl � l−a with a < 1.

Next observe that∑
h

P(Uh−1
0 /∈ C

(β)
h ) =

∑
h

(1 − a0(1))h−�βh < ∞,

which implies, by Borel–Cantelli’s lemma, that N is finite a.s. Moreover, since P(N = h+1) ≤
P(Uh−1

0 /∈ C
(β)
h−1), E(sN) is finite for s < (1 − a0(1))β−1. Therefore, Corollary 1(ii) holds

provided that a∞ > (1−a0(1))1−β . Taking β arbitrarily close to 0, we prove the a.s. finiteness
of τL[0, +∞] for

a∞ + a0(1) > 1. (21)

Finally, it is clear that H in (18) satisfies Proposition 1(ii); as a consequence, we can perfectly
simulate the process X, compatible with kernel (19), which is also globally unique, since any
compatible process Y has Y 0−∞ ∈ H with probability 1.

Observe that, for any positive integer k, ak = ak((−1)0−k+1) = a0; hence, it is impossible
to construct a backward coalescence time from an instantaneous information depth.

Remark 2. The above example allows us to compare the conditions in Corollary 1 with those
presented in [10] for perfect simulation. For the sake of simplicity, we consider only the case in
which the word which ‘controls’ the memory of the process is the digit 1 in a binary alphabet.
The sufficient conditions in [10] for perfect simulation are thus

inf
w−1−∞∈G−N+

p(1|w−1−∞) > 0,

∞∏
k=1

ξ
(1)
k > 0, (22)

where, for k ∈ N+,

ξ
(1)
k = inf

i∈N

inf
w−i−2

−i−k−1∈Gk

ai+k+1(−1−1
−i , 1, w−i−2

−i−k−1),

ak(w
−1
−k) being defined as in (9) and (11), where H is taken equal to G−N+ . Since ξ

(1)
k is

monotone nondecreasing in k, the fulfillment of the second condition in (22) depends only
on the asymptotic behavior of the ξ

(1)
k s. In the above example, in the interesting case when

liml→∞ Fl(s) = 0 for each s ∈ N, all the ξ
(1)
k s are equal to a0; hence, (22) is not satisfied

(neglecting the trivial case in which a0 = 1).
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In general, hypotheses (i) and (ii) of Corollary 1, with the choices of H and C
(β)
k made in

(18) and (20), are weaker than those in (22). Indeed, if U k−1
0 ∈ C

(β)
k then

Ak(U
k−1
0 ) ≥ ξk

≥ inf{ak(w
−1
−k) : w−1−∞ ∈ H , w−i = 1 for some i ∈ [1, (1 − β)k)}

= inf
i∈[1,(1−β)k)

inf
w−i−2

−k ∈Gk−i−1
ak(−1−1

−i , 1, w−i−2
−k )

≥ inf
i∈[1,(1−β)k)

ξ
(1)
k−i−1

≥ ξ
(1)
k−�(1−β)k

= ξ
(1)
�βk�. (23)

If (22) holds then
∏∞

k=0(ξ
(1)
k )1/β > 0 and

∏∞
k=0 ξ

(1)
�βk� > 0 too. Then, by (23), we also have∏∞

k=0 ξk > 0, which proves Corollary 1(i). Moreover,
∏∞

k=0 ξ
(1)
k > 0 implies that a∞ =

limk→∞ ξ
(1)
k = 1; as a consequence, inequality (21) holds, Corollary 1(ii) is satisfied. Thus,

Proposition 1 and Corollary 1 imply the sufficiency of (22) for existence, uniqueness, and
perfect simulability, which is obviously not necessary, as shown in the previous example.

3. Algorithms without the minorization condition

In this section we explore the possibility of defining a backward coalescence time when
ai = 0 for i = 0, . . . , r−1 with some positive r . Our technique is based on the determination of
coalescing events, which possibly requires the modification of the canonical coupling function,
as will be clarified by the next example. Within this section we always consider the choice
H = H∗ given in (2). Then, by Proposition 1, the existence of a backward coalescence time
will prove the existence and uniqueness of a compatible process for a kernel p, together with
its perfect simulability.

We illustrate the basic idea through the following example.

Example 3. Let G = {−1, 1}, and consider the probability kernel

p(g|w−1−∞) = 1

2
− g

∞∑
k=1

w−k

2k+1 , g ∈ G, w−1−∞ ∈ G−N+ .

We immediately see that, for this kernel, H∗ = G−N+ . For simplicity of notation, we introduce
the history ĝ−1−∞ which is constantly equal to g ∈ {−1, 1}. Since

p(g|w−1
−k , ĝ

−(k+1)
−∞ ) ≤ p(g|w−1−∞) ≤ p(g|w−1

−k , −ĝ
−(k+1)
−∞ ),

a0(g) = p(g|ĝ−1−∞) = 0 for any g ∈ G, ak(g|w−1
−k) = p(g|w−1

−k , ĝ
−(k+1)
−∞ ), and

ak(g|w−1
−k) − ak−1(g|w−1

−(k−1)) =
⎧⎨
⎩

0 if w−k = g,
1

2k
if w−k = −g.

The canonical coupling function is given by

f (u|w−1−∞) = −
∞∑

k=1

w−k1[1−1/2k−1,1−1/2k)(u), w−1−∞ ∈ G−N+ , u ∈ [0, 1),
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with the instantaneous information depth defined in (12):

K(u) = −
∞∑

k=1

k1[1−1/2k−1,1−1/2k)(u), w−1−∞ ∈ G−N+ , u ∈ [0, 1).

Therefore, for any u ∈ [0, 1) and any history w−1−∞ ∈ G−N+ , we have

f (u| − w−1−∞) = −f (u|w−1−∞).

This property is clearly inherited by any composition of the form (4) and this makes the existence
of a backward coalescence time impossible. Indeed, since a0 = 0, this model is not covered
by either Proposition 3 or the material presented in the previous section.

This unfavorable property can be overcome by making the following modification to the
canonical coupling function. The modified coupling function f̃ (·|w−1−∞) is still equal to
f (·|w−1−∞), unless w−1 = +1, w−2 = −1, and w−3 = +1, in which case

f̃ (u|w−1−∞) =

⎧⎪⎪⎨
⎪⎪⎩

−1, 1
2 ≤ u < 5

8 ,

1, 5
8 ≤ u < 7

8 ,

f (u|w−1−∞), otherwise.

In other words, the interval [ 3
4 , 7

8 ) where f takes the value −1 is shifted to [ 1
2 , 5

8 ), and the
interval [ 1

2 , 3
4 ) where f takes the value 1 is shifted to [ 5

8 , 7
8 ). It is readily seen that K̃ is an

information depth for the coupling function f̃ , given by

K̃(u) =
{

3, 1
2 ≤ u < 3

4 ,

K(u), otherwise.

Note that K̃(u) adds 1 to K(u) for 1
2 ≤ u < 3

4 .
Next define

E = {
u0−3 ∈ [0, 1)4 : ui < 1

2 , i = −3, −2, −1, 1
2 ≤ u0 < 5

8

}
,

and observe that, whenever u0−3 ∈ E, then, necessarily, for any history w−4−∞ ∈ G−N+ ,

f̃ (4)(u0−3|w−4−∞) = −1. (24)

In fact, u−i < 1
2 for i = 1, 2, 3 implies that the vector

(f̃ (3)(u−1
−3|w−4−∞), f̃ (2)(u−2

−3|w−4−∞), f̃ (u−3|w−4−∞))

takes either the value (−1, 1, −1) or (1, −1, 1). By the definition of f̃ we also have, for
1
2 ≤ u0 < 5

8 ,
f̃ (u0| − 1, 1, −1, w−4−∞) = f̃ (u0|1, −1, 1, w−4−∞) = −1

for any w−4−∞ ∈ G−N+ , which proves (24).
It is clear that the subsequent iteration of f̃ leads to alternate signs, as long as ui < 1

2 . Thus,
if u1, u2 < 1

2 , we have

f̃ (5)(u1−3|w−4−∞) = 1, f̃ (6)(u2−3|w−4−∞) = −1.
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Next we can compute another iterate if u3 < 7
8 , and continue indefinitely if uk < 1 − 1/2k for

any k ≥ 3. The probability that U = (Uj , j ∈ Z) realizes all these events is

1

28

∞∏
k=3

(
1 − 1

2k

)
> 0.

Arguing as at the end of the proof of Theorem 1, it is then possible to construct a backward
coalescence time for the coupling function f̃ , as will be stated in the forthcoming Theorem 2.
This example does not satisfy the sufficient condition for uniqueness of a compatible process
given in Proposition 4.2 of [4].

In Example 3, the fact that the information depth K̃ ≥ 1 is circumvented by the fact that
the coalescing event U0−3 ∈ E has positive probability. When this event is realized, the process
has the constant value 1 at time 0, which does not depend on the history w−4−∞ ∈ H . To keep
a constant value at time l also, it is enough to have K̃(Ui) ≤ i for i ≤ l. With the next result
we proceed to generalize this example, allowing coalescing events which determine the state
process for r instants of time, as appropriate when the minimum value of the information depth
is r .

Theorem 2. Let f be a coupling function, and let K be an instantaneous information depth.
Let r ∈ N+ be such that P(K(U) ≤ r) > 0. Suppose that, for some n ≥ r , there exists a Borel
set En,r ⊂ [0, 1)n with positive n-dimensional Lebesgue measure such that

u0−n+1 ∈ En,r �⇒ f (n−i)(u−i
−n+1|w−n−∞) = f (n−i)(u−i

−n+1|g−n−∞)

for i = 0, . . . , r − 1 and all w−n−∞ ∈ H . (25)

(i) If
∑∞

k=r

∏k
j=r P(K(U) ≤ j) = ∞ then

τ0 = sup{m ≤ −n + 1 : Um+n−1
m ∈ En,r and K(Uj ) − r ≤ j − m − n,

j ∈ [m + n, 0], if m < −n + 1} (26)

is a backward coalescence time.

(ii) If
∏∞

j=r P(K(U) ≤ j) > 0 then

τ [0, ∞] = inf{τi : i ∈ N}
is a.s. finite.

Proof. Let us start by proving (i). First note that −τ0 is {F 0−n}-adapted. For property (H2)
to hold, note that, if τ0 = m then Um+n−1

m ∈ En,r . By (25), this implies that

f (n−j+1)(U
m+n−j
m |wm−1−∞ ) = f (n−j+1)(U

m+n−j
m |gm−1−∞ ), j = 1, . . . , r for all wm−1−∞ ∈ H ,

which means that the value of the process within the interval [m+n−r, m+n−1] is determined.
If m = −n + 1, (H2) immediately holds; otherwise, the fact that K(Uj ) ≤ j − m − n + r for
j ∈ [m + n, 0] guarantees that the same property is kept within the interval [m + n, 0], which
proves (H2).

The main problem is to establish that τ0 is a.s. finite, which will ensure property (H1). Indeed,
we will define a backward coalescence time τ ′ such that τ ′(u0−∞) ≤ τ0(u

0−∞) ≤ −n + 1
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for each u0−∞ ∈ [0, 1)−N. We start by defining the sequence {Yi, i = 0, 1, . . . }, whose elements
we prove to be a.s. finite, too. Let Y0 = 1, and inductively define, for i ∈ N,

Yi+1 = sup{m ≤ Yi − n : K(Uj ) − r ≤ j − m, j ∈ [m, Yi − 1]}. (27)

Replacing K(Uj ) with max{K(Uj ) − r, 0} and applying Proposition 3(a), we see that
condition (i) guarantees that Y1 is a.s. finite. Moreover, −Y1 is adapted with respect to the
filtration {F 0−k : k ∈ N}. Therefore, {−Yi, i ∈ N+} forms a renewal process and the sequence
{U−n, n ∈ N} is regenerative with respect to it, since Y1 = Ŷ (U0−∞) and Yi+1 = Ŷ (U

Yi−1
−∞ ) for

i ∈ N+, where Ŷ is a suitable measurable function.
Let

I = inf{i ∈ N : U
Yi−1
Yi−n ∈ En,r}.

From the previous result we deduce that I has a geometric distribution with success probability
equal to

P(U0−n+1 ∈ En,r , Y1 > −∞) = P(U0−n+1 ∈ En,r ) = λn(En,r ), (28)

where λn is the Lebesgue measure of dimension n. Note that, since Y1 ≤ −n+1, the probability
on the left-hand side of (28) has the form E(g(U0

Y1
)), which, by the regenerative property, is

also equal to E(g(U
Yi−1
Yi+1

)) for any i ≥ 2. Finally, define the random variable τ ′ = YI − n,
which is a.s. finite.

In order to prove that τ ′ ≤ τ0, we have to verify that Yi+1 can be rewritten as

Yi+1 = sup{m ≤ Yi − n : K(Uj ) − r ≤ j − m, j ∈ [m, 0]}. (29)

For i = 0, expressions (27) and (29) coincide. By induction, suppose that

Yi = sup{m ≤ Yi−1 − n : K(Uj ) − r ≤ j − m, j ∈ [m, 0]}
is true. Then, for j ∈ [Yi, 0], it holds that

K(Uj ) − r ≤ j − Yi ≤ j − Yi+1,

proving, together with (27), that (29) holds. Finally, to prove that τ ′ ≤ τ0, it is enough to check
that τ ′ belongs to the set defined in (26).

In order to prove (ii), we observe that

τ [0, ∞] = −n ⇐⇒ U0−n+1 ∈ En,r and {K(Uj ) ≤ j + r − 1, j ∈ N+}.
Note that the probability of the event on the right-hand side is equal to

λn(En,r )

∞∏
k=r

P(K(U0) ≤ k) > 0.

Arguing as at the end of the proof of Theorem 1, there exists an a.s. finite T0 ≤ 0 such that

τ [T0, ∞] = T0 − n,

and since τ [T0, ∞] ≤ τ [0, ∞] ≤ 0, we obtain property (ii).
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The simplest situation in which Theorem 2 is of interest is when a0 = 0 and a1 > 0; thus,
r = 1. In this situation a more explicit construction of the coalescing event can be given. For
the sake of simplicity, we restrict attention to the canonical coupling function, together with
the information depth given in (12) for which

{u ∈ [0, 1) : K(u) = 1} = [0, a1).

We say that the simulation process is in the Markovian regime at time n whenever Un < a1,
which means that the information needed to compute the state of the process at time n concerns
only the state at time n − 1. We define the Markovian coupling function

f̃ (u|w) = f (a1u|w−1−∞), u ∈ [0, 1), w ∈ G, (30)

for any choice of w−1−∞ ∈ H with w−1 = w.
If a backward coalescence time τ̃ is available for the Markovian coupling function f̃ then,

for some n ∈ N+,

En,1 = {u0−n+1 ∈ [0, a1)
n : τ̃ (a−1

1 u0−n+1) = −n} (31)

has positive n-dimensional Lebesgue measure. Since En,1 satisfies property (25), with r = 1, it
could be used to construct τ0 as in (26). In this case, however, rather than checking coalescence
in the Markovian regime only for a fixed value of n, we can continue checking coalescence as
long as the Markovian regime continues. Thus, we are led to the backward coalescence time
candidate

τ ∗
0 = sup{m < 0 : there exists l ∈ [m, 0] such that U l

m ∈ El−m+1,1, K(Uj ) ≤ j − l,

j ∈ [l + 1, 0] if l < 0},
whose a.s. finiteness is discussed in the following theorem. Its proof proceeds along lines
similar to those of Theorem 2, and is thus omitted for the sake of brevity.

Theorem 3. Let f be a canonical coupling function, and suppose that a0 = 0 and a1 > 0. Let
τ̃ be a backward coalescence time for the Markovian coupling function (30), and assume that
the coalescing event (31) has positive n-dimensional Lebesgue measure.

(i) If
∑∞

n=1
∏n

j=1 aj = +∞ then τ ∗
0 is a backward coalescence time.

(ii) If
∏∞

j=1 aj > 0, τ ∗[0, ∞] is a.s. finite.

Necessary conditions for the existence of a backward coalescence time τ̃ for a Markovian
coupling function f̃ can be given in terms of the kernel induced by f̃ . Recall that f̃ induces
the Markov kernel

M(g|w) = |{u ∈ [0, 1) : f̃ (u|w) = g}|, g, w ∈ G.

Since the existence of a backward coalescence time implies the convergence in law of the chain
as time increases, for any starting state, it is necessary that M has a single positive recurrent
irreducible class which is aperiodic. When G is finite, which is assumed from now on, this
condition can be directly related to the oriented graph induced by M . If f̃ is deduced from a
canonical coupling function f then, for any arc (w, g) of this graph, a1(g|w) > 0. However,
the converse is not true, since

∑
g∈G a1(g|w) = a1(w) in general exceeds a1. But, through a
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convenient rearrangement and possibly a splitting of the subintervals of [0, a1(w)) assigned to
the various g ∈ G, we can define a coupling function f̄ such that a1(g|w) > 0 implies that
M(w, g) > 0.

Backward coalescence with probability 1 cannot be ensured by the properties of the Markov
kernel, without reference to the coupling function. However, when the state space is finite, there
is a universal construction of a Markov coupling function, which ensures backward coalescence
with probability 1 under the only assumption that the induced kernel has a unique irreducible
class which is aperiodic (see Proposition 8.1 of [1, p. 122]). The construction consists in letting
the different trajectories move independently before merging, which is easily incorporated into
our framework, if coupling functions depending on a vector of uniform random variables are
allowed.

As a corollary to Theorem 3, by taking into account the last two previous remarks, we have
the following result.

Corollary 2. Suppose that p : G × G−N+ → [0, 1] is a kernel on the finite state space G.
Define the oriented graph G with the set of vertices G and the set of arcs

A = {(w, g) ∈ G2 : a1(g|w) > 0}. (32)

Suppose that

(i)
∑∞

n=1
∏n

m=1 am = ∞;

(ii) G has a single irreducible class which is aperiodic;

(iii) for any g ∈ G, there exists w ∈ G such that (w, g) /∈ A.

Then it is possible to construct a backward coalescence time for the coupling function f̂ .

Applying Proposition 1 with H = H∗ and assuming the existence of a backward coalescence
time, we obtain the existence and uniqueness of a process compatible with p. Note that
assumption (iii) of Corollary 2 has the unique purpose of ensuring that a0 = 0.

Example 4. Corollary 2 covers generalized random walks on a finite directed graph G =
(G, A). Before defining this kind of process, we define the set of one-sided infinite paths on
the oriented graph G as

C = {w−1−∞ ∈ G−N+ : (w−(k+1), w−k) ∈ A, k ∈ N+}.
Generalized random walks on G = (G, A) are processes compatible with a kernel p over the
alphabet G with the properties

• if (g, w) /∈ A then, for all w−1−∞ ∈ G−N+ with w−1 = w, we have p(g|w−1−∞) = 0;

• if (g, w) ∈ A, there exists ε > 0 such that, for all w−1−∞ ∈ C with w−1 = w, we have
p(g|w−1−∞) > ε.

The first property implies that H∗ ⊂ C, whereas the second property ensures the opposite
inclusion. Moreover,

a1(g|w) = inf{p(g|w−1−∞) : w−1−∞ ∈ C, w−1 = w} ≥ ε > 0

if (g, w) ∈ A is an arc of G; otherwise, clearly, a1(g|w) = 0. Thus, the set A is related
to the kernel p as in (32). If the graph G satisfies Corollary 2(ii) and (iii), and the sequence
{ak, k ∈ N+} satisfies Corollary 2(i), then a backward coalescence time exists.
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Appendix A. Proofs of Propositions 1 and 2

Proof of Proposition 1. By stationarity, for compatibility, it is enough to prove (1) for m = 0.
Given the realization U0−∞, define the nonempty random subsets of H by

In+1(U
0−n) = {(f (n+1)(U0−n|w−(n+1)

−∞ ), . . . , f (1)(U−n|w−(n+1)
−∞ ), w

−(n+1)
−∞ ) : w

−(n+1)
−∞ ∈ H}

for n ∈ N. By (4), this subset consists of admissible histories in H , obtained by varying in
all possible ways the initial history prior to time −n, and then applying the coupling function
with the fixed values U−n, . . . , U0, until time 0. The sequence In+1(U

0−n) is nonincreasing in
n ∈ N.

It is now convenient to consider on H the ultrametric distance

d(v−1−∞, w−1−∞) = 2− inf{i∈N+ : vi �=wi },

which induces the product topology. The first n elements in the histories I−τ [−n,0]+1(U
τ [−n,0]
0 )

have the same values, namely, X0−n. Therefore, the ultrametric distance from X0−∞ is smaller
than 2−n. Therefore, X0−∞ is at distance 0 from

I1(U0) = {(f (U0|w−1−∞), w−1−∞) : w−1−∞ ∈ H};
thus, it belongs to its closure. So there exists a sequence {(w(n))−1−∞} ⊂ H such that

f (U0|(w(n))−1−∞) → X0, (w(n))−1−∞ → X−1−∞.

Finally, since f (U0|·) is continuous in H , and X−1−∞ ∈ H with probability 1, we have, a.s.,

X0 = f (U0|X−1−∞),

and since X−1−∞ is F −1−∞-adapted, it is independent of U0, from which the compatibility of X

follows.
The proof of uniqueness is essentially the same as in [2, p. 935]. The variational distance

between two distributions indexed by initial histories in H differing only before time −i,
obtained by means of the kernel p for the interval [0, n], is bounded by the tail probability
P(τ [0, n] ≤ −i). By the a.s. finiteness of τ [0, n], this tail probability goes to 0 as i → ∞.

Proof of Proposition 2. Let us observe that, for any m ∈ N,

{−τK
0 ≤ m} =

m⋃
i=0

Fi,

where
Fi = {K−i = 0, K−i+1 ≤ 1, . . . , K−1 ≤ i − 1, K0 ≤ i}.

Since Fi ∈ F 0−i , (H1) is proved.
It is now easy to check that if Fi is realized then

f (i)(U0, . . . , U−i+1, U−i |w−(i+1)
−∞ ) = f (i)(U0, . . . , U−i+1, U−i |g−(i+1)

−∞ )

for any w
−(i+1)
−∞ ∈ H , which establishes (H2).
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