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OSCILLATION AND GLOBAL ATTRACTIVITY 
IN STAGE-STRUCTURED POPULATION MODELS 

YULIN CAO AND H. I. FREEDMAN 

ABSTRACT. Stage-structured models of population growth have been considered in 
the constant delay and state-dependent delay cases, when modeled by retarded func
tional differential equations. In the first case we settle a conjecture posed by Aiello and 
Freedman [1] by showing the existence of oscillatory solutions. In the second case, we 
show that under suitable criteria, all positive solutions tend to a global attractor. 

1. Introduction. There have recently appeared in the literature several mathemat
ical models of stage-structured population growth, i.e. models which take into account 
the fact that individuals in a population may belong to one of two classes, the imma
tures and the matures (see [1], [2], [3], [7], [8], [12], [15], [16]). In these models, the 
age to maturity is represented by a time delay, leading to systems of retarded functional 
differential equations. For general models of population growth see [13]. 

A model of single species growth incorporating stage-structure as a reasonable gen
eralization of the logistic model was derived independently in [1] and [16]. This model 
assumed an average age to maturity which appeared as a constant time delay reflecting a 
delayed birth of immatures and a reduced survival of immatures to their maturity. Hence 
the model took the form 

f xt(t) = axm(t) - lxt(t) - ae-lTxm(t - r) 

\ xm(t) = ae-lTxm{t - r) - /&£(*), 

where • = d/dt and where xt(t) is the immature population density, xm(t) is the mature 
population density, a > 0 represents the birth rate, 7 > 0 is the immature death rate, 
/? > 0 is the mature death and overcrowding rate, and r is the time to maturity. The term 
cte~lTxm(t — T) represents the immatures who were born at time t — r (i.e. axm(t — r)) 
and survive at the time t (with the immature death rate 7), and therefore represent the 
transformation of immatures to matures. 

In [1], system (1) was analyzed, and it was shown that there exists a unique positive 
equilibrium which is globally asymptotically stable. It was also conjectured there, on 
the basis of numerical evidence, that all solutions are nonoscillatory. The main focus in 
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[16], in addition to justifying the model (1), was to give reasonable estimates for the 
parameter 7. 

Based on observations over a seventy year time span in the Antarctic Ocean [7], this 
time delay may upon occasion be taken as state-dependent. The biological idea behind 
this is as follows [2], [7]. The time to maturity is a function of the amount of food avail
able. In the case of a limited food supply (such as krill in the Antarctic Ocean), the amount 
of food available per individual (or biomass) is a function of the total population biomass. 
Hence the time to maturity is a function of that biomass, that is, it is state-dependent. 

Hence a reasonable generalization of model (1) to incorporate this state dependency 
is given by (see [2]) 

(2) xt(t) = axm(t) - lxi(i) - ae-lT(z)xm(t - r(z)) 

xm{t) = ae-lT(z)xm(t - r(z)) - /fr*(0, 

where z — xt + xm, the total population concentration. 
Since the time to maturity is a decreasing function of food availability, which is a 

decreasing function of population, we assume that ^ > 0. Further, since there must 
be a minimum and maximum time to maturity for biological growth reasons, we assume 
that T(0) = rm > 0, and limz_^00 r(z) = rM < oo. 

In order to properly formulate the model, we must specify the initial conditions. Hence 
we assume that 

(3) xt(t) = ifM > 0, xm(t) = <pm(t) > 0, -rM < t < 0, 

(in the constant delay case, rM = r). We also will need a further restriction on (^/(0) to 
guarantee the positivity of solutions, namely 

(4) ipM = £ a<fm(s - Ts)e
1(5~T^ ds, 

where 

(5) rs = inf |r„ : ru = r ^ m ( 0 ) + j_^ onpm(s)els ds) J 

(see [2] for details). 
The analysis of system (2) yielded results which showed that systems (1) and (2) 

could have different properties. For instance, system (1) always has a unique positive 
equilibrium which is globally asymptotically stable, whereas system (2) may have mul
tiple positive equilibria (see [2]) and even in the case where the positive equilibrium 
exists, it may not be globally asymptotically stable. 

From the point of view of ecological managers, it may be desirable to have a unique 
equilibrium which is globally asymptotically stable, in order to plan harvesting strategies, 
for example. Such is not always the case as once again demonstrated in the Antarctic 
Ocean by the overhunting of the Blue Whale. According to Jones and Walters [10], the 
Blue Whale was not able to recover from a low concentration to its previous level, even 
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though all harvesting of them ceased. The explanation given in [10] as the most likely 
cause is the existence of multiple stable equilibria. 

The outline of this paper is as follows. In the next section we will settle the oscillation-
nonoscillation conjecture in [1] by demonstrating that oscillating solutions of system (1) 
do exist. A similar argument would also show that oscillating solutions exist for sys
tem (2), provided regularity conditions are assumed for the system (J. Hale, personal 
communication). 

In Section 3, we consider the question of global stability of the interior equilibrium. In 
[2], criteria were given for such a positive equilibrium to be unique. Further, a rectangular 
region was constructed which all positive solutions enter and/or remain. Here we give 
additional assumptions involving bounds on the derivative of the delay under which this 
region can be shrunk down to the equilibrium in Section 4. 

We end with a discussion of our results in Section 5. 

2. Oscillations. In the case that r(z) = r, a constant, the model reduces to 

(6) Xi(t) = otxm(t) - Ixiit) - ae~lTxm(t - r) 

xm(t) = ae~lTxm(t - r) - /fc£(f), 

Xm(f) = <pm(t) > 0, - T < t < 0 

Xi(0) = £apm(s-T)e1(s-T)ds. 

It was shown in [1] that all solutions with positive initial conditions converged to the 
unique positive equilibrium, Ê(xi,xm), where 

(7) Jet = a2p-ll~le-lT(l - e~lT), xm = ap^e'17. 

It was conjectured that based on numerical evidence, all solutions were nonoscillatory. 
At this time, we show that the conjecture is false. 

Using standard techniques and (7) we get the linearized system v,-, ym about Ê as 

(8) yt(t) = ocym(t) - lyi(t) - oce~lTym(t - r) 

ym(t) = ae-lTym(t - r) - 2ae-lTym{t). 

This leads to the characteristic equation obtained by 

/ A + 7 -oc + ae~lTe~rX \ 
det = 0. 

\ 0 \ + 2ae-lT-oce-lTe-TX) 

Therefore À = —7 is always an eigenvalue. All other eigenvalues satisfy 

(9) \ = -ae-lT(2-e-TX)^f(\). 

Equation (9) always has a unique real negative solution, since/(A) is a strictly decreasing 
function of A such that/(—oo) = +oo,/(0) = — ae~lT < 0,/(+oo) = — 2ae~lr. Hence 
/(A) = A for a unique value, A = — r < 0. 

https://doi.org/10.4153/CMB-1993-019-9 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1993-019-9


132 Y. CAO AND H. I. FREEDMAN 

In general À is not necessarily real. Hence if we set À = /i + iv, \x and v satisfy 

(10) \i- -2ae'lT + ae~lTe~T[icosTV 

y — —ae-
lT

e-
Tv sin rv. 

From the first of equations (10), we see that \i > 0 is impossible. Hence all eigenvalues 
have negative real parts. 

To show that there exist complex eigenvalues, by some algebraic manipulations we 
get [i and v that satisfy 

(11) {fi + 2ae~lT)2 + v2 = a2e-2lTe~2Tl/, 

and for sufficiently large |i/|, (/x < 0) equation (11) can be solved for v as real functions 
of \i. 

From the above, it follows that system (8) has oscillatory solutions. Finally, we use 
Theorem 1.1, p. 230 of [9] to conclude that the nonlinear system (which is thought of as 
a perturbation of the linear system) also has oscillatory solutions. 

Finally, noting that the curve 

[i — g(/i, v) — —2ae~~lT + ote~lTe~T^ cos TU 

lies below the curve \i = /(JU) which is monotonically decreasing, it follows that either 
—7 or — r is the dominant eigenvalue. Hence the manifolds that the oscillatory solutions 
lie on are "thin," in the sense that almost all initial functions yield solutions which tend 
to È monotonically, i.e. to the manifold corresponding to one of the eigenvalues —7, — r. 
This is why it is difficult to find oscillatory solutions numerically. 

As mentioned previously, with suitable regularity conditions, a similar argument is 
valid in the state-dependent case. 

3. An attracting region. For the convenience of our analysis, we rewrite the im
mature and mature population model (2) in terms of the total and the mature populations 

J HO = lz(t) + (a + l)xm(t) - ^4 (0 
( } 1 xm(t) = ae~^xm(t - T(Z)) - £ 4 ( 0 ' > 

where T(Z) = T(Z(0) depends on t. This equation has the equilibria (0,0) and Ë(z,xm), 
where 0 < xm < zm — Xm+Xi- These nontrivial equilibria Ë(z,xm) of (12) are equivalent 
to the interior equilibria Ê(xt•, xm) of (2). 

Note from Theorems 5.4 and 5.5 of [2] that all admissible solutions {i.e. xt{t) > 0, 
xm(t) > 0) are dissipative, and in fact 

ap-ie-^M <nminfXm(t) 

(13) ^°° , _ 
< limsupjcm(0 < a/3 e lTm 

t—>-oo 
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and lim s u p ^ ^ jc/(r) < a2(3~lj~l(e~lTm—e~2lTM). Note that for a given r, we can always 
find admissible solutions according to Theorem 3.6 of [2]. 

It has been proved in [2] that positive solutions of the system (2) are dissipative. 
Here we shall give a more precise attracting region for the solutions of (2)-(3). Note 
that when this attracting region collapses to a unique positive equilibrium Ê, then Ê is 
globally attractive. 

THEOREM 1. Let H(z) = a/3~l [ 1+oa~l -errl e-lT{z)}e~lT{z\ Let [z\, zx ] C (0, +oo) 
be the attracting interval of the mapping z —> H(z) (z G [0,+oo)) and TM — T(Z1), 

Tm = T{Z\). Tjf (Z(0,*™(0) is an admissible solution of system (12), then (z{t),xm(t)} is 
attracted to the region Q = [z\,zl] x [a/3~le~lTM, a(3~le~~lTm], that is, 

(14) z\< liminf z(t) < limsupz(0 < zl 

and 

(15) ap-le~lfM < liminfxm(t) < limsup;cm(0 < a/T1*" 7f". 

To show this theorem, we need several lemmas. 

LEMMA 2. Suppose (z(t),xm(t)) is an admissible solution of system (12). If there 

are a priori estimations on the ultimate bounds of(z(t),xm(t)^ such that 

Zo < liminf z(t) < limsupz(0 < z° 
t-^+oo r—H-oo 

and 
xm < liminfxm(t) < limsupxm(0 < x°m 

for some positive integers ZQ, z°,xm and xQ
m, then 

Ho < liminf z(f) < limsupz(0 < H°, 

where H° and Ho are the maximum and minimum values of the function g(xm) = 
^[(a + l)xm-f3x2

m]for xm on [xm,x ] respectively. 

PROOF. Since for any tp > 0, there exists a to > 0 such that 

Zo~e< z{t) < z° + e, xm - e < xm(t) <x°m + £ 

by the a priori estimates for all r > to. Integrating the first equation of (12), we have 

(16) z(t) = z(t0)e-1(t-tQ) + f[(a + l)xm(s) - f3x2
m(s)]e~1(t-s) ds. 

Therefore, if H£ and H£ are the minimum and maximum values of g(xm) = 
± [(a + Dxm - px^] for xm on [xm - e,xQ

m + e], then 

(17) H£< lim inf z(t) < lim sup z(t) < H£. 
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The proof is completed by letting e go to zero in (17). 

LEMMA 3. If (z(i), jcm(0) is the same as in Lemma 3, then 

(18) a / r V 7 ^ < liminfxm(t) < limsup;cm(0 < a/3"^"7r (zo ) . 

PROOF. We divide the proof into two cases. 
(a) xm(t) is eventually monotonie. 
Since xm(t) is bounded, xm{t) eventually monotone implies that linv^+00 xm(t) exists. 

Moreover, from (16), we can see that linv^+00 xm(t) exists implies that lim^+00 z(t) exists. 
This means that (z(0,*m(0) approaches an equilibrium of (12), which is the nontrivial 
equilibrium Ë by (15). Thus 

(19) lim xm(t) = xm = a^-le'lT{î). 
f—KX) 

By the a priori estimations on z(t) and the monotonicity of r(z), (19) implies (18). 
(b) xm(t) is not eventually monotonie. 
In this case we can find {tn}^L\ and l ^ } ^ with tm fin —> +oo as n —-> oo such that tn 

and fn are local maxima and minima of xm(t) respectively, and 

(20) liminf;cm(0= lim xn(fy, limsup;cm(0= lim xm(tn). 
t—M-OO n—•oo t y+OQ n—>oo 

By these choices of tn and fin (n = 1,2,...), the second equation of (12) becomes 

(21) ae'^^xm [tn - r(z(rn))) - fr?m(tn) = 0 

and 

(22) ae-™*^ (t°n - r(z(fn))) - /fc* ( # = 0. 

Taking limits in (21) and (22) as n —• +00, we obtain 

/? lim sup JC^(0 < a^~7r(zo)limsupjcm(0 
f—H-OO f—-H-OO 

and 
/31iminfZ(0 > aeT7r(z0)liminfxm(0 

r—H-OO t-^+00 

by use of (20) and the a priori estimations on z{t). From (15) we know that xm(t) is 
bounded away from infinity and zero when t is large enough and therefore the above 
inequalities together imply (18), completing the proof. 

LEMMA 4. If (z(t), xm(0) is the same as in Lemma 2, then 

min{H(z) : z G [zo,z°]} < liminfz(0 < limsupz(0 

<mzz{H(z):z£[zo,z0]}. 

https://doi.org/10.4153/CMB-1993-019-9 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-1993-019-9


STAGE STRUCTURED POPULATIONS 135 

PROOF. By Lemma 3, we have 

a / r V 7 r ( z 0 ) < liminfxm(0 < limsupjcm(0 < a/3~^"7r(Zo). 

Replacing the a priori estimates xm and JC^ by a(3~le~lT<<z ) and a/3_1e-7r(zo) respectively 
and from Lemma 2, we obtain the inequality (23). 

Now we are ready to prove Theorem 1. 

PROOF OF THEOREM 1. By (14) and (15) (z(0,*m(0) is eventually bounded away 
from zero and infinity. If zo = lim inf^+00 zif) and z° — lim sup, )too z(t), then Lemma 4 
says that 

mm{H(z) : z G [z0,z
0]} < zo < z° < max{//(z) : z G [z0,z0]}, 

that is, [zo, z°] C //([zo, z0])- This means that [zo, z°] is contained in the attracting interval 
[z\, z1 ] of the mapping z i—> //(z) (z G [0, +oo). Thus the inequality (14) is true. Further, 
Lemma 3 and the montonicity of T(Z) show the inequality (15). The proof is completed. 

4. Existence and global attractivity of Ê. In the previous section, we have dis
cussed the relation between the attracting interval of the mapping z —̂» H(z) (z G [0, +oo]) 
and the attracting region for the solutions of (12). When the attracting interval is just a 
point, Theorem 1 gives us a global attractivity of the nontrivial equilibrium E. 

In Theorem 5 below, we prove that the positive equilibrium is unique. To show that 
uniqueness is not automatic for system (2), we indicate a specific system with multiple 
positive equilibria. The nontrivial equilibria of (12) are determined by solving the sytem 
of algebraic equations 

(24) < Z " *< 
(a+l)xm-f3xll 

ae lT(z) - f3xm = 0 

for xm G (0, p. lfg(xm) = [(a + y)xm - ^Jl'1 and G{xm) = a e ' ^ ^ - (3xm, then 

(25) G ( 0 ) > 0 a n d G ( | ) < 0. 

Therefore, (12) always has an equilibrium E(z,xm) (withiw G (0, | ) , z > xm). One can 
see that 

G'(xm) = -ale-'^^^gixrn))^^ - (3 

= -7&xmT (z) (5 

where z = g(xm). Suppose that r(z) is such that 2e~lTM > 1 and a > 7/(2e~lTM - 1 ) > 0. 
It follows from the second equation of (24) that 

m~ f3 > 13 
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and, therefore 

(27) (a + 7) - 2(3xm < (a + 7) - lae'1™ < 0. 

For these fixed r{z) and (z, jcm), one can construct any ri(z) such that 

TI (0) = r(0), ri (+oo) = T(+OO), T\ (Z) = T(Z) 

and such that 
2/9 

ri(z) > 0, Vz > 0, r((z) > 7 - r > 0. 
" " -7/3xm((a + 7)-2 /3 i m ) 

Replace T(Z) by TI(Z) in G(xm). It follows that 

G\xm) = -ll3£mT[(z){a + 1)-2l3*m - /? > 0. 

Thus, together with G(xm) — 0 and (25), it follows that there are at least two other 
solutions of G(xm) = 0 for xm G (0, | ) . Therefore, there are at least three nontrivial 
equilibria in total when T(Z) is replaced by T\(Z). 

THEOREM 5. If z is a globally attractive fixed point of the mapping z '—> H(z), then 
the equilibrium E(z,xm) of (12) is unique and attracts all admissible solutions, that is, 
any admissible solution (z(0>*m(0) °f(12) tends to (z,im) as t goes to infinity. 

PROOF. Use Theorem 1, with z\ = zl = t 

Our next theorem gives us a condition under which the fixed point of the mapping 
z i—• H(z) is globally attractive, and therefore a condition under which the nontrivial 
equilibrium Ë of (12) is globally attractive (and hence for which Ê is globally attractive 
for admissible solutions of (2)). 

THEOREM 6. If 

(28) T'{Z)< — 1 + -
I 7 ^ L V 7 7 7 

for all z G [Zm,£AfL where ZM and zm are the maximum and minimum of the function 
h{r) = | [ (1 + ^) — ^e~lT]e~lT for r in [Tm,TM} respectively, then the nontrivial equi
librium Ë(z,xm) of (12) is unique and is globally attractive for admissible solutions. In 
particular, when 7 > oc, (28) is satisfied if for all z > 0, and 

(29) r / ( z ) < 8 ^ ( l + a 7 " 1 r 2 

holds. 

PROOF. Under assumption (28), we know that \H'(z)\ < 1 for z in [zm,ZAf], since 
the attracting interval [zo,z°] of the mapping z >—> H(z) is contained in [zm,ZM] (notice 
that i/([0,+oo)) is contained in [ZM^ZM])- \H'{Z)\ < 1 for z in [zm,ZM\ implies that the 
fixed point z of the mapping z »—> H(z) for z G [0, +oo) is unique and is globally attrac
tive. Therefore, the nontrivial equilibrium Ë(z,xm), is unique and is globally attractive 
by Theorem 5, completing the proof. 

Finally, we note that if admissible solutions of (12) converge to Ë, then positive solu
tions of (2) converge to Ê. 

2a ^ ^ i - i _e-lr(z) e-lr(z) 
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5. Discussion. In this paper we have considered a model of single-species pop
ulation growth where the population is divided into two classes, the immatures and the 
matures. From ecological considerations as demonstrated by populations feeding on krill 
in the Antarctic Ocean, the age to maturity (which appears as a time delay in the model) 
is a function of the population density. 

We have shown that it is possible to have oscillatory solutions, even though they may 
be difficult to find numerically, and have given criteria for the positive equilibrium to be 
unique and globally attractive. The uniqueness is a nontrivial result, since systems with 
multiple equilibria may exist both mathematically (as shown in Section 4) and ecologi
cally [10]. 

In particular, the condition for global attractivity involves a bound on the derivative 
of the time delay. This may be interpreted as saying that small changes in the population 
density cannot produce a drastic change in the time to maturity, an observed biological 
phenomenon. 

As in most models that have appeared in the literature to date, there are no terms in 
our models which describe competition between one segment of the population with an
other (in our case immatures with matures). However, because each system is described 
by separate equations for each segment, such terms could be introduced for these popu
lations where they would be appropriate. We leave that to future considerations. 
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