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1. Introduction. In general when symmetric matrices are considered, the elements of the matrix are taken at least in a principal ideal ring. It is interesting to determine what can be attained when the elements are not, in general, commutative and, to this end, the following is concerned with symmetric matrices with elements in the non-commutative field of real quaternions. At the same time some properties of real quaternion unitary matrices are obtained which involve symmetric matrices.

If $A$ has complex elements, a necessary and sufficient condition that $A$ be symmetric is that there exists a unitary matrix $U$ such that $U A U^{\mathrm{T}}=D$ is a real diagonal matrix where $U^{\mathrm{T}}$ denotes the transpose of $U$. (See the principal result of (2).) One of the properties of complex matrices importantly involved here is that the transpose of a product of two matrices is the product of their transposes taken in reverse order. For real quaternion matrices this property does not hold in general. The following topics are considered: first, if $U$ is unitary and quaternion, necessary and sufficient conditions that $U^{\mathrm{T}}$ be unitary are determined; next, another proof of the above-mentioned theorem for the complex case is given; then, by paralleling this proof, necessary and sufficient conditions are determined that a quaternion matrix have the form $U D U^{\mathrm{T}}$ where $D$ is quaternion diagonal and $U$ is real orthogonal (and $U D U^{\mathrm{T}}$ is, of course, symmetric); finally, another canonical form for another set of quaternion symmetric matrices is found. (For relevant material on quaternion matrices see (1) and (4).)
2. The transpose of a unitary matrix. If $U$ is a unitary matrix (i.e., $U U^{\mathrm{CT}}=I$ where $U^{\mathrm{CT}}$ denotes the conjugate transpose of $U$ ), it does not follow that $U^{\mathrm{T}}$ is unitary (as in the complex case). Theorems 1 and 2 supply necessary and sufficient conditions for this, the latter being expressed in terms of symmetric matrices.

Theorem 1. If $V$ is a unitary quaternion matrix, a necessary and sufficient condition that $V^{\mathrm{T}}$ be unitary is that there exist real orthogonal matrices $U$ and $W$ such that $U V W=D$ is a diagonal quaternion matrix.

Proof. Let $V=V_{1}+j V_{2}$, where $V_{1}$ and $V_{2}$ are complex matrices, and let $V_{1}=T_{1}+i T_{2}$ and $V_{2}=W_{1}+i W_{2}$ where $T_{1}, T_{2}, W_{1}$, and $W_{2}$ are real matrices.

Let $V^{\mathrm{T}}$ be unitary. Since $V V^{\mathbf{C T}}=V^{\mathbf{C T}} V=I$, the following relations result:

$$
\begin{gathered}
V_{1}^{\mathrm{CT}} V_{1}+V_{2}^{\mathrm{CT}} V_{2}=I, \quad V_{1} V_{1} \mathrm{CT}+V_{2}^{\mathrm{c}} V_{2}^{\mathrm{T}}=I, \\
V_{1}^{\mathrm{T}} V_{2}=V_{2}^{\mathrm{T}} V_{1}, \quad V_{2} V_{1}^{\mathrm{cT}}=V_{1}^{\mathrm{c}} V_{2}^{\mathrm{T}} .
\end{gathered}
$$

Similarly, since $V^{\mathrm{T}} V^{\mathrm{C}}=V^{\mathrm{C}} V^{\mathrm{T}}=I$,

$$
\begin{gathered}
V_{1}^{\mathrm{CT}} V_{1}+V_{2}^{\mathrm{T}} V_{2}^{\mathrm{C}}=I, \quad V_{1} V_{1}{ }^{\mathrm{CT}}+V_{2} V_{2}^{\mathrm{CT}}=I, \\
V_{2}^{\mathrm{T}} V_{1}^{\mathrm{C}}=V_{1}{ }^{\mathrm{CT}} V_{2}, \quad V_{2} V_{1}^{\mathrm{T}}=V_{1} V_{2}^{\mathrm{T}} .
\end{gathered}
$$

Since $V_{1}{ }^{\mathrm{CT}} V_{1}+V_{2}{ }^{\mathrm{CT}} V_{2}=V_{1}{ }^{\mathrm{CT}} V_{1}+V_{2}{ }^{\mathrm{T}} V_{2}{ }^{\mathrm{C}}$ and $V_{1} V_{1}{ }^{\mathrm{CT}}+V_{2}{ }^{\mathrm{C}} V_{2}{ }^{\mathrm{T}}=$ $V_{1} V_{1}{ }^{\mathrm{CT}}+V_{2} V_{2}{ }^{\mathrm{CT}}$, it follows that $V_{2}{ }^{\mathrm{CT}} V_{2}=V_{2}{ }^{\mathrm{T}} V_{2}{ }^{\mathrm{C}}$ and $V_{2}{ }^{\mathrm{C}} V_{2}{ }^{\mathrm{T}}=V_{2} V_{2}{ }^{\mathrm{CT}}$. In a similar manner, $V_{1}{ }^{\mathrm{CT}} V_{1}=V_{1}{ }^{\mathrm{T}} V_{1}{ }^{\mathrm{C}}$ and $V_{1} V_{1}{ }^{\mathrm{CT}}=V_{1}{ }^{\mathrm{C}} V_{1}{ }^{\mathrm{T}}$ since $I=I^{\mathrm{T}}$. Consider the following relations:
$V_{2}{ }^{\mathrm{T}} V_{1}=V_{1}{ }^{\mathrm{T}} V_{2}, \quad V_{2}{ }^{\mathrm{T}} V_{1}{ }^{\mathrm{C}}=V_{1}{ }^{\mathrm{CT}} V_{2}, \quad V_{2} V_{1}{ }^{\mathrm{T}}=V_{1} V_{2}{ }^{\mathrm{T}}, \quad V_{2} V_{1}{ }^{\mathrm{CT}}=V_{1}{ }^{\mathrm{C}} V_{2}{ }^{\mathrm{T}}$, $V_{2}{ }^{\mathrm{CT}} V_{2}=V_{2}{ }^{\mathrm{T}} V_{2}{ }^{\mathrm{C}}, \quad V_{2} V_{2}{ }^{\mathrm{CT}}=V_{2}{ }^{\mathrm{C}} V_{2}{ }^{\mathrm{T}}, \quad V_{1}{ }^{\mathrm{CT}} V_{1}=V_{1}{ }^{\mathrm{T}} V_{1}{ }^{\mathrm{C}}, \quad V_{1} V_{1}{ }^{\mathrm{CT}}=V_{1}{ }^{\mathrm{C}} V_{1}{ }^{\mathrm{T}}$.

Since $V_{1}=T_{1}+i T_{2}$ and $V_{2}=W_{1}+i W_{2}$, it follows from the first pair of relations that $W_{i}{ }^{\mathrm{T}} T_{j}=T_{j}{ }^{\mathrm{T}} W_{i}$, for $i=1,2 ; j=1,2$. From the next pair it follows that $W_{i} T_{j}{ }^{\mathrm{T}}=T_{j} W_{i}{ }^{\mathrm{T}}$, for $i=1,2 ; j=1,2$. From the next pair it follows that $W_{1}{ }^{\mathrm{T}} W_{2}=W_{2}{ }^{\mathrm{T}} W_{1}$ and $W_{2} W_{1}{ }^{\mathrm{T}}=W_{1} W_{2}{ }^{\mathrm{T}}$, and from the last pair that $T_{1}{ }^{\mathrm{T}} T_{2}=T_{2}{ }^{\mathrm{T}} T_{1}$ and $T_{2} T_{1}{ }^{\mathrm{T}}=T_{1} T_{2}{ }^{\mathrm{T}}$. Therefore the set of real matrices $\left\{T_{1}, T_{2}, W_{1}, W_{2}\right\}$ is such that if $X$ and $Y$ are any two matrices of the set, then $X Y^{\mathrm{T}}$ and $Y^{\mathrm{T}} X$ are real symmetric. Now the following holds by a known theorem (3): if $A_{i}$ is an arbitrary set of non-zero complex matrices, there exist unitary matrices $U$ and $W$ such that $U A_{i} W=D_{i}$ where $D_{i}$ is diagonal and real if and only if $A_{i} A_{j}{ }^{\mathrm{CT}}=A_{j} A_{i}{ }^{\mathrm{CT}}$ and $A_{j}{ }^{\mathrm{CT}} A_{i}=A_{i}{ }^{\mathrm{CT}} A_{j}$ for all $i$ and $j$. In our case the matrices are all real and it is easily seen that the $U$ and $W$ will be real orthogonal matrices. Then since $V=T_{1}+i T_{2}+j\left(W_{1}+\right.$ $i W_{2}$ ), therefore $U V W=U T_{1} W+i U T_{2} W+j\left(U W_{1} W+i U W_{2} W\right)=D_{1}+$ $i D_{2}+j\left(D_{3}+i D_{4}\right)$ is a diagonal quaternion matrix.

Conversely, let $V$ be unitary such that real orthogonal matrices $U$ and $W$ exist so that $U V W=D$ is quaternion and diagonal. Then $V=U^{\mathrm{T}} D W^{\mathrm{T}}$, and since $U^{\mathrm{T}}$ and $W^{\mathrm{T}}$ are real, it is true that $V^{\mathrm{T}}=\left(U^{\mathrm{T}} D W^{\mathrm{T}}\right)^{\mathrm{T}}=W D U$ and so $V^{\mathrm{T}} \cdot\left(V^{\mathrm{T}}\right)^{\mathrm{CT}}=(W D U)(W D U)^{\mathrm{CT}}=W D U \cdot U^{\mathrm{T}} D^{\mathrm{C}} W^{\mathrm{T}}=I$, since $D \cdot D^{\mathrm{CT}}=$ $U V W \cdot W^{\mathrm{T}} V^{\mathrm{CT}} U^{\mathrm{T}}=I$, and so $V^{\mathrm{T}}$ is unitary.

Corollary 1.1. If $V$ is a complex unitary matrix, there exist real orthogonal matrices $U$ and $W$ such that $U V W=D$ is a diagonal matrix with complex elements.

This follows since in this case $V^{\mathrm{T}}$ is always unitary.
Let us define a unitary quaternion matrix $U$ to be T-unitary if $U^{\mathrm{T}}$ is unitary.

Corollary 1.2. A T-unitary matrix $V$ is symmetric if and only if there exists a real orthogonal matrix $U$ such that $U V U^{\mathrm{T}}=D$ is a quaternion diagonal matrix.

For if $V$ is $T$-unitary and symmetric, then in the above proof $T_{i}=T_{i}{ }^{\mathrm{T}}$, $W_{i}=W_{i}{ }^{\mathrm{T}}$ for $i=1,2$, and the set of matrices $\left\{T_{1}, T_{2}, W_{1}, W_{2}\right\}$ are real, symmetric, and commutative in pairs and consequently can be diagonalized by a single real orthogonal similarity transformation. The converse is evident.

The following may also be noted:
Theorem 2. If $V$ is unitary, then $V^{\mathrm{T}}$ is unitary if and only if $V V^{\mathrm{T}}$ and $V^{\mathrm{T}} V$ are symmetric.

If $V$ and $V^{\mathrm{T}}$ are unitary, by the preceding theorem there exist real orthogonal matrices $U$ and $W$ such that $V=U D W$ where $D$ is quaternion and diagonal. Then $V^{\mathrm{T}}=W^{\mathrm{T}} D U^{\mathrm{T}}$ and $V V^{\mathrm{T}}=U D^{2} U^{\mathrm{T}}$ and $V^{\mathrm{T}} V=W^{\mathrm{T}} D^{2} W$ are symmetric.

Conversely, let $V$ be unitary and let $V^{\mathrm{T}} V$ and $V V^{\mathrm{T}}$ be symmetric. Let $V=V_{1}+j V_{2}$ where $V_{1}$ and $V_{2}$ are complex; then

$$
\begin{aligned}
V V^{\mathrm{T}} & =V_{1} V_{1}^{\mathrm{T}}-V_{2}^{\mathrm{C}} V_{2}^{\mathrm{T}}+j\left(V_{2} V_{1}^{\mathrm{T}}+V_{1}^{\mathrm{C}} V_{2}^{\mathrm{T}}\right) \\
& =V_{1} V_{1}^{\mathrm{T}}-V_{2} V_{2}{ }^{\mathrm{CT}}+j\left(V_{1} V_{2}^{\mathrm{T}}+V_{2} V_{1}^{\mathrm{CT}}\right) \\
V^{\mathrm{T}} V & =V_{1}^{\mathrm{T}} V_{1}-V_{2}^{\mathrm{CT}} V_{2}+j\left(V_{2}{ }^{\mathrm{T}} V_{1}+V_{1}{ }^{\mathrm{CT}} V_{2}\right) \\
& =V_{1}^{\mathrm{T}} V_{1}-V_{2}^{\mathrm{T}} V_{2}^{\mathrm{C}}+j\left(V_{1}^{\mathrm{T}} V_{2}+V_{2}^{\mathrm{T}} V_{1}^{\mathrm{C}}\right) .
\end{aligned}
$$

From this it follows that

$$
\begin{gathered}
V_{2}{ }^{\mathrm{C}} V_{2}^{\mathrm{T}}=V_{2} V_{2}^{\mathrm{CT}}, V_{2}^{\mathrm{T}} V_{2}^{\mathrm{C}}=V_{2}^{\mathrm{cT}} V_{2}, V_{2} V_{1}^{\mathrm{T}}+V_{1}{ }^{\mathrm{C}} V_{2}^{\mathrm{T}}=V_{1} V_{2}^{\mathrm{T}}+V_{2} V_{1}{ }^{\mathrm{CT}}, \\
V_{2}^{\mathrm{T}} V_{1}+V_{1}{ }^{\mathrm{CT}} V_{2}=V_{1}{ }^{\mathrm{T}} V_{2}+V_{2}{ }^{\mathrm{T}} V_{1}^{\mathrm{C}} .
\end{gathered}
$$

The latter two relations may be rewritten as

$$
\begin{aligned}
& V_{1}{ }^{\mathrm{C}} V_{2}^{\mathrm{T}}-V_{2} V_{1} \mathrm{CT}=V_{1} V_{2}^{\mathrm{T}}-V_{2} V_{1}^{\mathrm{T}}, \\
& V_{2}^{\mathrm{T}} V_{1}-V_{1}^{\mathrm{T}} V_{2}=V_{2}^{\mathrm{T}} V_{1}^{\mathrm{c}}-V_{1}^{\mathrm{cT}} V_{2} .
\end{aligned}
$$

Now $V V^{\mathrm{CT}}=I=V^{\mathrm{CT}} V$ and so:

$$
\begin{aligned}
I & =V_{1} V_{1}{ }^{\mathbf{C T}}+V_{2}{ }^{\mathrm{C}} V_{2}^{\mathrm{T}}+j\left(V_{2} V_{1}{ }^{\mathbf{C T}}-V_{1}{ }^{\mathrm{C}} V_{2}{ }^{\mathbf{T}}\right) \\
& =V_{1}{ }^{\mathbf{C T}} V_{1}+V_{2}{ }^{\mathbf{C T}} V_{2}+j\left(-V_{2}{ }^{\mathrm{T}} V_{1}+V_{1}{ }^{\mathrm{T}} V_{2}\right), \\
I^{\mathbf{T}} & =V_{1}{ }^{\mathrm{C}} V_{1}{ }^{\mathrm{T}}+V_{2} V_{2}{ }^{\mathrm{CT}}+j\left(V_{1}{ }^{\mathrm{C}} V_{2}{ }^{\mathrm{T}}-V_{2} V_{1}{ }^{\mathrm{CT}}\right) \\
& =V_{1}{ }^{\mathbf{T}} V_{1}{ }^{\mathrm{C}}+V_{2}{ }^{\mathrm{T}} V_{2}{ }^{\mathrm{C}}+j\left(-V_{1}{ }^{\mathrm{T}} V_{2}+V_{2}{ }^{\mathrm{T}} V_{1}\right) .
\end{aligned}
$$

This means that

$$
\begin{aligned}
& V_{1}^{\mathrm{C}} V_{1}^{\mathrm{T}}+V_{2} V_{2}{ }^{\mathrm{CT}}=I=V_{1}^{\mathrm{T}} V_{1}^{\mathrm{C}}+V_{2}^{\mathrm{T}} V_{2}^{\mathrm{C}}, \\
& V_{1}{ }^{\mathrm{C}} V_{2}{ }^{\mathrm{T}}-V_{2} V_{1} \mathrm{CT}=0=-V_{1}^{\mathrm{T}} V_{2}+V_{2}^{\mathrm{T}} V_{1} .
\end{aligned}
$$

Substituting the relations obtained above in these expressions, it follows that

$$
\begin{aligned}
V_{1} \mathrm{c} V_{1}^{\mathrm{T}}+V_{2}^{\mathrm{C}} V_{2}^{\mathrm{T}} & =I=V_{1}^{\mathrm{T}} V_{1}^{\mathrm{C}}+V_{2}{ }^{\mathrm{CT}} V_{2}, \\
V_{1} V_{2}^{\mathrm{T}}-V_{2} V_{1}^{\mathrm{T}} & =0=V_{2}^{\mathrm{T}} V_{1}^{\mathrm{C}}-V_{1}^{\mathrm{CT}} V_{2} .
\end{aligned}
$$

But this means that $V^{\mathrm{C}} V^{\mathrm{T}}=I=V^{\mathrm{T}} V^{\mathrm{C}}$ and so $V^{\mathrm{T}}$ is unitary.
It may be noted that if the matrices in the above Theorem are all complex, the result holds since then $V^{\mathrm{T}}$ is always unitary and $V V^{\mathrm{T}}$ and $V^{\mathrm{T}} V$ are always symmetric.

It is known (1) that a matrix $A$ is normal if and only if there exists a unitary matrix $U$ such that $U A U^{\mathrm{CT}}=D$ is a complex diagonal matrix. It is of interest to determine what characterizes normal matrices which can be brought into diagonal form by T-unitary matrices.

Theorem 3. A normal quaternion matrix $A$ can be brought into complex diagonal form by means of a T-unitary similarity transformation if and only if $A$ is unitarily similar to a complex symmetric matrix $S$ (i.e., $U_{1} A U_{1}{ }^{\text {CT }}=S$ ) under a matrix of the form $U_{1}=D W_{1}$ where $W_{1}$ is real orthogonal and $D$ is a unitary quaternion diagonal matrix.

If $A=U^{\text {cT }} D_{1} U$ where $U$ is T-unitary and $D_{1}$ is diagonal and complex, there exist real orthogonal matrices $V$ and $W$ such that $V U W=D$ is a quaternion diagonal unitary matrix. Then

$$
W^{\mathrm{T}} A W=W^{\mathrm{T}} U^{\mathrm{CT}} V^{\mathrm{T}} V D_{1} V^{\mathrm{T}} V U W=D^{\mathrm{CT}} S D
$$

where $S=V D_{1} V^{\mathrm{T}}$ is complex symmetric and normal. Therefore $D W^{\mathrm{T}} A W D^{\text {CT }}$ $=S$ where $U_{1}=D W^{\mathrm{T}}$ is unitary and of the above form.

If there exists a $U_{1}=D W^{\mathrm{T}}$ of the type described such that $U_{1} A U_{1}{ }^{\mathbf{C T}}=S$ is complex symmetric and normal, then there exists a real orthogonal matrix $V$ such that $V^{\mathrm{T}} S V=D_{1}$ and so

$$
A=W D^{\mathrm{CT}} V D_{1} V^{\mathrm{T}} D W^{\mathrm{T}}=U^{\mathrm{CT}} D_{1} U
$$

where $U$ is T-unitary.
Corollary 3.1. If $A=A^{\mathrm{CT}}, S$ is real symmetric.
Corollary 3.2. If $A=-A^{\mathrm{CT}}, S=i T$, where $T$ is real symmetric.
Corollary 3.3. If $A \cdot A^{\mathrm{CT}}=I, S$ is unitary symmetric.
3. Matrices of the form $U D U^{\mathrm{T}}, U$ real orthogonal and $D$ quaternion and diagonal. Let us consider first the following proof of the abovementioned theorem:

Theorem 4. If $A=A^{\mathrm{T}}$ has complex elements, there exists a complex unitary matrix $U$ such that $U A U^{\mathrm{T}}=D$ is a real diagonal matrix. (The converse is obvious.)

Let $A=H V=V K$ (where $H, K$ are hermitian and $V$ is unitary) be the polar form of $A$. (If $A$ is non-singular, $H, V$, and $K$ are uniquely determined (6); if $A$ is singular (5), some arbitrariness is involved in $V$.) Then $A=H V=$ $V K=V^{\mathrm{T}} H^{\mathrm{T}}=K^{\mathrm{T}} V^{\mathrm{T}}$ and so $H=K^{\mathrm{T}}$. If $A$ is non-singular, $V=V^{\mathrm{T}}$; if $A$ is singular, this can also be attained by means of a proper choice of $V$ as the following will show.

Let $U H U^{\text {CT }}=D=D_{1} \dot{+} 0$ where $D_{1}$ is diagonal and real with like roots arranged together along the diagonal. Let $U V U^{\mathrm{CT}}=W, U V^{\mathrm{T}} U^{\mathrm{CT}}=W_{1}$, and $U K U^{\mathrm{CT}}=U H^{\mathrm{T}} U^{\mathrm{CT}}=M$. Then $H^{\mathrm{T}}=U^{\mathrm{T}} D U^{\mathrm{C}}$ and $U H^{\mathrm{T}} U^{\mathrm{CT}}=$ $U U^{\mathbf{T}} D U^{\mathrm{C}} U^{\mathrm{CT}}=M$. Let $D_{1}$ be of order $r$, i.e., $r<n$ where $n$ is the order of $D$. Then
and so $\quad W U U^{\mathrm{T}} D U^{\mathrm{C}} U^{\mathrm{CT}}=W_{1} U U^{\mathrm{T}} D U^{\mathrm{C}} U^{\mathrm{CT}}, \quad W U U^{\mathrm{T}} D=W_{1} U U^{\mathrm{T}} D$.
From $D W=D W_{1}$, it follows that $W$ and $W_{1}$ have like first $r$ rows. From $W U U^{\mathrm{T}} D=W_{1} U U^{\mathrm{T}} D, W U U^{\mathrm{T}}$ and $W_{1} U U^{\mathrm{T}}$ have like first $r$ columns. Since $W$ and $W_{1}$ have like first $r$ rows, $W U U^{\mathrm{T}}$ and $W_{1} U U^{\mathrm{T}}$ have like first $r$ rows also. Since $D W=W_{1} M=W_{1} U U^{\mathrm{T}} D U^{\mathrm{C}} U^{\mathrm{CT}}$, then $D W U U^{\mathrm{T}}=W_{1} U U^{\mathrm{T}} D$ Then

$$
W U U^{\mathrm{T}}=\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & X
\end{array}\right]
$$

where $B_{11}$ is an $r \times r$ matrix and $W_{1} U U^{\mathrm{T}}$ has the same form except for the matrix $X$. Let the elements common to both matrices (i.e., the elements of $B_{11}, B_{12}$ and $B_{21}$ ) be denoted by $w_{i j}$ (according to their row and column location in $\left.W U U^{\mathrm{T}}\right)$. From $D W U U^{\mathrm{T}}=W_{1} U U^{\mathrm{T}} D$, it follows that if $d_{j}$ denotes the $j$ th diagonal element of $D$,

$$
\begin{aligned}
d_{i} w_{i j} & =0, \quad(i=1,2, \ldots, r ; j=r+1, \ldots, n), \\
w_{i j} d_{j} & =0, \quad(j=1,2, \ldots, r ; i=r+1, \ldots, n) .
\end{aligned}
$$

For this range of subscripts, then, $w_{i j}=0$, i.e., $B_{12}$ and $B_{21}$ are zero matrices. Therefore

$$
\begin{aligned}
W U U^{\mathrm{T}} & =B_{11} \dot{+} X, & W_{1} U U^{\mathrm{T}} & =B_{11} \dot{+} Y, \\
W & =\left(B_{11} \dot{+} X\right) U^{\mathrm{C}} U^{\mathrm{CT}} & W_{1} & =\left(B_{11} \dot{+} Y\right) U^{\mathrm{C}} U^{\mathrm{CT}} \\
& =U V U^{\mathrm{CT}}, & & =U V^{\mathrm{T}} U^{\mathrm{CT}} .
\end{aligned}
$$

Therefore

$$
V=U^{\mathrm{CT}}\left[\begin{array}{cc}
B_{11} & 0 \\
0 & X
\end{array}\right] U^{\mathrm{C}}, \quad V^{\mathrm{T}}=U^{\mathrm{CT}}\left[\begin{array}{cc}
B_{11} & 0 \\
0 & Y
\end{array}\right] U^{\mathrm{C}}
$$

But

$$
V^{\mathrm{T}}=U^{\mathrm{CT}}\left[\begin{array}{cc}
B_{11}^{\mathrm{T}} & 0 \\
0 & X^{\mathrm{T}}
\end{array}\right] U^{\mathrm{C}}=U^{\mathrm{CT}}\left[\begin{array}{cc}
B_{11} & 0 \\
0 & Y
\end{array}\right] U^{\mathrm{C}}
$$

and so $B_{11}{ }^{\mathbf{T}}=B_{11}, Y=X^{\mathbf{T}}$. Now if $X$ is chosen to be any unitary and symmetric matrix of dimension $(n-r) \times(n-r)$ then $X=X^{\mathbf{T}}$ and $V^{\mathrm{T}}=V$.

Consequently, it is always possible in the singular case to find a $V=V^{\mathrm{T}}$ which is suitable for the polar unitary matrix of $A$.
.Now $A=H V=V H^{\mathrm{T}}$ and so

$$
U A U^{\mathrm{T}}=U H U^{\mathrm{CT}} U V U^{\mathrm{T}}=U V U^{\mathrm{T}} U^{\mathrm{c}} H^{\mathrm{T}} U^{\mathrm{T}}=D W=W D
$$

where $W=U V U^{\mathrm{T}}=W^{\mathrm{T}}$ is unitary. If $W=W_{3}+i W_{4}$ where $W_{3}$ and $W_{4}$ are real, it is then true that $D, W_{3}$, and $W_{4}$ are real symmetric matrices which commute in pairs and so there exists a real orthogonal matrix $U_{1}$ that diagonalizes all of them. Therefore $U_{1} U A U^{\mathrm{T}} U_{1}{ }^{\mathrm{T}}=U_{1}(D W) U_{1}^{\mathrm{T}}=D_{2}$ where $D_{2}$ is diagonal with complex elements along the diagonal. Let the diagonal elements of $D_{2}$ be

$$
\rho_{k} e^{-i \theta_{k}} \quad(k=1,2, \ldots, r)
$$

and form the diagonal unitary matrix $D_{u}$ with

$$
e^{\frac{1}{2} i \theta_{k}} \quad(k=1,2, \ldots, r)
$$

in the first $r$ diagonal positions followed by ones in the remaining. Then $\left(D_{u} U_{1} U\right) A\left(D_{u} U_{1} U\right)^{\mathrm{T}}=D_{3}$ is real and diagonal and the Theorem is true.

Next consider the case where $A=A^{\mathrm{T}}$ is a quaternion matrix and the possibility of transforming such a matrix by means of a real orthogonal matrix into a diagonal quaternion matrix. It may be noted first that a quaternion matrix has a polar form (4) $A=H V=V K$ with the same properties as mentioned above in connection with the singular and non-singular case. $V$ may, of course, be merely unitary and not necessarily T-unitary.

Theorem 5. If $A$ is a quaternion matrix, there exists a real orthogonal matrix $U$ such that $U A U^{\mathrm{T}}=D$ is diagonal and quaternion if and only if $A$ is symmetric with a real hermitian polar matrix.

Let $A=H V=V K$ where $H$ has real elements and $A$ is symmetric. Then $A^{\mathrm{T}}=(H V)^{\mathrm{T}}=V^{\mathrm{T}} H^{\mathrm{T}}=V^{\mathrm{T}} H$ and so $V K=V^{\mathrm{T}} H$. Whether $A$ is singular or non-singular, the preceding proof may be followed; the matrix $U$ is real in this case, and the relations $D W=D W_{1}=W D=W_{1} D$ result so that $W=$ $B_{11} \dot{+} X$ and $W_{1}=B_{11} \dot{+} Y$ from which $V=U^{\mathrm{T}}\left(B_{11} \dot{+} X\right) U$ and $V^{\mathrm{T}}=$ $U^{\mathrm{T}}\left(B_{11} \dot{+} Y\right) U$. Then $V^{\mathrm{T}}=U^{\mathrm{T}}\left(B_{11}^{\mathrm{T}} \dot{+} X^{\mathrm{T}}\right) U=U^{\mathrm{T}}\left(B_{11} \dot{+} Y\right) U$, which is permissible since $U$ is real. Therefore $B_{11}{ }^{\mathrm{T}}=B_{11}$ and $X^{\mathrm{T}}=Y$. If $A$ is singular and if $X$ is chosen to be unitary and symmetric, then $V=V^{\mathrm{T}}$; if $A$ is nonsingular, then $X$ does not appear above and $V=V^{\mathrm{T}}$ holds automatically. Then $H V=V H=A$ where $V$ is T-unitary and symmetric. By Corollary 1.2, there exists a real orthogonal $U_{1}$ such that $U_{1} V U_{1}{ }^{\mathrm{T}}=D_{1}$ is diagonal and quaternion with like diagonal elements grouped together. Then
$U_{1} A U_{1}{ }^{\mathrm{T}}=U_{1} V U_{1}{ }^{\mathrm{T}} U_{1} H U_{1}{ }^{\mathrm{T}}=U_{1} H U_{1}{ }^{\mathrm{T}} U_{1} V U_{1}{ }^{\mathrm{T}}=D_{1} U_{1} H U_{1}{ }^{\mathrm{T}}=U_{1} H U_{1}{ }^{\mathrm{T}} D_{1}$.
Then $U_{1} H U_{1}{ }^{\mathrm{T}}$ falls into a direct sum of real symmetric block matrices as
determined by $D_{1}$ and a real orthogonal $U_{2}$ can then be determined so that $U_{2} U_{1} A U_{1}{ }^{\mathrm{T}} U_{2}{ }^{\mathrm{T}}=D$ is quaternion diagonal.

Conversely, if $A=U^{\mathrm{T}} D U$ for $U$ real orthogonal, let $D=D_{r} \cdot D_{q}$ where $D_{r}$ consists of the real parts of each diagonal element of $D$ and $D_{q}$ is composed of the corresponding quaternion part of absolute value one. (If $A$ is singular, $D_{q}$ is arbitrary to some extent but not necessarily diagonal.) Then

$$
A=U^{\mathrm{T}} D_{r} U \cdot U^{\mathrm{T}} D_{q} U=U^{\mathrm{T}} D_{q} U \cdot U^{\mathrm{T}} D_{r} U
$$

is symmetric and the hermitian polar matrix, $U^{\mathrm{T}} D_{r} U$, has the required property.

Theorem 6. If $A$ is a symmetric quaternion matrix with a real polar unitary matrix, there exists a real orthogonal matrix $U$ such that

$$
U A U^{\mathrm{T}}=\left[\begin{array}{cc}
D_{1} & M \\
M^{\mathrm{T}} & D_{2}
\end{array}\right]
$$

where $D_{1}$ and $D_{2}$ are real diagonal and $M=-M^{\mathrm{C}}$; and conversely.
Let $A=H V=V K=V^{\mathrm{T}} H^{\mathrm{T}}=K^{\mathrm{T}} V^{\mathrm{T}}$ since $V$ is real orthogonal. As before $H=K^{\mathrm{T}}$ and $V=V^{\mathrm{T}}$. (In the singular case, let $U$ be a complex unitary matrix such that $U V U^{\mathbf{C T}}=D$; then $U V^{\mathbf{T}} U^{\mathbf{C T}}=D^{\mathbf{C T}}$ and applying this transformation to $V^{\mathrm{T}} H^{\mathrm{T}}=V H^{\mathrm{T}}=H V=H V^{\mathrm{T}}$, there results

$$
D^{\mathrm{CT}} M=D M=M_{1} D=M_{1} D^{\mathrm{CT}}
$$

where $M=U H^{\mathrm{T}} U^{\mathrm{CT}}$ and $M_{1}=U H U^{\mathrm{CT}}$ are hermitian, and $D$ has along the diagonal elements of absolute value one.) If in a given row, say $k$, of $M$ one element $m_{k j} \neq 0$, then $\bar{d}_{k} m_{k j}=d_{k} m_{k j}$ (where $d_{k}$ is the $k$ th diagonal element of $D$ ) and so $d_{k}$ is +1 or -1 ; if all elements of the $k$ th row are zero, $d_{k}$ is arbitrary except that it must have absolute value one. If the $k$ th row of $M$ is zero, so is the corresponding row of $M_{1}$, and conversely. By choosing the arbitrary $d_{k}$ to be either +1 or -1 , it is evident that $D=D^{\text {CT }}$ and therefore $V=V^{\mathrm{T}}$.

If $V=I$, (or can be taken to be $I$ ), then $A=H=H^{\mathrm{CT}}=H^{\mathrm{T}}$ and so $A$ is real and symmetric and consequently can be brought into diagonal form by a real orthogonal transformation. For the case where $A$ is quaternion symmetric (as considered here), there exists a real orthogonal matrix $W$ so that $W V W^{\mathrm{T}}=I_{1} \dot{+} I_{2}=D$ where $I_{1}$ and $I_{2}$ are diagonal with +1 and -1 , respectively, along the diagonal. Then

$$
W A W^{\mathrm{T}}=W H W^{\mathrm{T}} W V W^{\mathrm{T}}=W V W^{\mathrm{T}} W H^{\mathrm{T}} W^{\mathrm{T}}=H_{1} D=D H_{1}^{\mathrm{T}}
$$

where $H_{1}=W H W^{\mathrm{T}}$. Let

$$
H_{1}=\left[\begin{array}{ll}
K_{1} & K_{2} \\
K_{3} & K_{4}
\end{array}\right]
$$

be subdivided to correspond to $I_{1} \dot{+} I_{2}$ (where $H_{1}{ }^{\mathrm{T}}=H_{1}{ }^{\mathrm{C}}$ ). Then $K_{1}=K_{1}{ }^{\mathrm{T}}$ and $K_{4}=K_{4}{ }^{\mathrm{T}}$ are real symmetric and $K_{2}=-K_{2}{ }^{\mathrm{c}}$ and $K_{3}=-K_{3}{ }^{\mathrm{C}}$ while $K_{3}=-K_{2}{ }^{\mathrm{T}}$. Therefore,

$$
W A W^{\mathrm{T}}=\left[\begin{array}{cc}
K_{1} & -K_{2} \\
-K_{2}{ }^{\mathrm{T}} & -K_{4}
\end{array}\right] .
$$

Let $W_{1} K_{1} W_{1}{ }^{\mathrm{T}}=D_{1}$ and $W_{2} K_{4} W_{2}{ }^{\mathrm{T}}=D_{2}$ be real and diagonal where $W_{1}$ and $W_{2}$ are real orthogonal, and $U_{1}=W_{1}+W_{2}$. Then

$$
U_{1} W A W^{\mathrm{T}} U_{1}^{\mathrm{T}}=\left[\begin{array}{cc}
D_{1} & M \\
M^{\mathrm{T}} & D_{2}
\end{array}\right]
$$

where $M=-W_{1} K_{2} W_{2}{ }^{\mathrm{T}}=-M$. The converse is evident.
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