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#### Abstract

The aim of this paper is to study supersoluble skew braces, a class of skew braces that encompasses all finite skew braces of square-free order. It turns out that finite supersoluble skew braces have Sylow towers and that in an arbitrary supersoluble skew brace $B$ many relevant skew brace-theoretical properties are easier to identify: For example, a centrally nilpotent ideal of $B$ is $B$-centrally nilpotent, a fact that simplifies the computational search for the Fitting ideal; also, $B$ has finite multipermutational level if and only if $(B,+)$ is nilpotent. Given a finite presentation of the structure skew brace $G(X, r)$ associated with a finite nondegenerate solution of the Yang-Baxter equation (YBE), there is an algorithm that decides if $G(X, r)$ is supersoluble or not. Moreover, supersoluble skew braces are examples of almost polycyclic skew braces, so they give rise to solutions of the YBE on which one can algorithmically work on.
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## 1. Introduction

A skew (left) brace is a set $B$ endowed with two binary operations + and $\cdot$ such that $(B,+)$ and $(B, \cdot)$ are groups, and the skew distributive law holds, that is,

$$
x \cdot(y+z)=(x \cdot y)-x+(x \cdot z)
$$

[^0]for $x, y, z \in B$. This structure has been introduced in [27] as a generalisation of the left braces introduced by Rump in [35] (these are the skew left braces in which the operation + is commutative). Skew left braces have been devised with the aim of attacking the problem of finding all set-theoretical nondegenerate solutions (solutions, for short) of the Yang-Baxter equation (YBE), a consistency equation that plays a relevant role in quantum statistical mechanics, in the foundation of quantum groups, and that provides a multidisciplinary approach from a wide variety of areas such as Hopf algebras, knot theory and braid theory among others (see [1],[2],[11],[19],[21],[24],[41]). In fact, to every solution of the YBE, one can associate a skew left brace (which is usually called the structure skew left brace of the solution), and conversely to every skew left brace one can associate a solution of the YBE (so properties of solutions can be translated in terms of the structure skew left braces and vice versa).

In this way, there is a wide consensus on the need of delving into the study of skew left braces not only to enrich the theory of this algebraic structure but also to provide proper frameworks that work out well for translating and classifying properties of solutions of the YBE. Significant examples of such a fruitful approach can be found in the analysis of two of the most studied properties of solutions since their introduction in [20]: multipermutation solutions, that is, those solutions that can be retracted into the trivial solution over a singleton after finitely many identification steps, and indecomposable solutions, or those solutions that can not be decomposed in a disjoint union of two proper solutions. Concretely, nilpotency of skew left braces has been introduced to deal with the former ones (see [ 6,17 , $26,30]$, among others), and simplicity of skew left braces play a key role in the study of indecomposable solutions (see [13, 14, 15, 39]). Moreover, in [7] solubility of skew left braces has been studied as an opposite class of simplicity that allows multidecomposability of solutions. These significant examples show that the classification of (finite) skew left braces undoubtedly provides a powerful tool to classify the solutions of the YBE (to some extent, at least).

The aim of this paper is to give a further contribution to the classification of (finite) skew left braces by introducing a class of skew left braces encompassing, among others, all finite skew left braces of square-free order (see Theorem 3.8 and Corollary 3.9): the class of supersoluble skew left braces. One of the main properties of a finite supersoluble skew left brace $B$ is that it has a Sylow tower, that is, if $P_{1}, \ldots, P_{n}$ are a set of representatives for the Sylow subgroups of $(B,+)$, then there is a permutation $\sigma \in \operatorname{Sym}(n)$ such that $P_{\sigma(1)}, P_{\sigma(1)} P_{\sigma(2)}, \ldots, P_{\sigma(1)} P_{\sigma(2)} \ldots P_{\sigma(n)}$ are ideals of $B$ (see Theorem 3.11 and Corollary 3.13). This a very nice property which is also shared by the structure skew left braces associated with an indecomposable involutive solution of square-free order (see [15]). Actually, in case of a supersoluble skew left brace $B$, we know much more: In fact, $\sigma$ orders the $P_{i}$ 's according to decreasing magnitude of the primes they are associated with; in particular, the set of all odd-order elements of $(B,+)$ is an ideal of $B$ (see Corollary 3.13).

As noted in [30], computer experiments are making more and more clear that almost every finite solution of the YBE is a multipermutation solution. Since a solution is multipermutation if and only if the structure skew left brace has finite multipermutational level (see [16], Theorem 4.13), it is relevant to find computationally cheap ways to understand if a skew left brace has finite multipermutational level or not. Here, we prove that for a supersoluble skew left brace, having finite multipermutational level is equivalent to having a nilpotent additive group (see Theorem 3.27).

A further nice feature of supersoluble skew left braces is that they have a largest centrally nilpotent ideal (the Fitting ideal), an ideal that does not exist even in arbitrary finite skew left braces (see [4]) in fact, a centrally nilpotent ideal $I$ of a supersoluble skew left brace $B$ has a finite chain of ideals whose factors are central in $I$ (see Theorem 3.36). In the supersoluble environment, the Fitting ideal has finite index (see Theorem 3.42), and on some occasions its index is even a power of 2 (see Theorem 3.45).

In connection with nilpotency properties of supersoluble skew left braces, we also cite Theorem 3.32, which deals with left-nilpotency, and Theorem 3.47, which deals with an extension of [29], Theorem 5.4.

Many good features of supersoluble skew left braces are inherited from those of the almost polycyclic skew left braces that are studied in [5]. Thus, supersoluble skew left braces provide a further class of solutions of the YBE on which we can algorithmically work on (given a finite presentation of the supersoluble skew left brace). But this also means that supersoluble skew left braces are residually
finite, although in this context we can say something more (see Theorem 3.25). Moreover, we note that a maximal subskew left brace has prime index (see Theorem 3.19) and a subskew left brace of index 2 is an ideal (see Theorem 3.22).

It is proved in [5] that many natural properties of an almost polycyclic skew left brace can be checked by only looking at its finite homomorphic images. In this context, the property of being supersoluble makes no exception (see Theorem 3.51). In turns, this provides us with an algorithm that let us decide if an almost polycyclic skew left brace (and in particular the structure skew left brace of a finite solution of the YBE) is supersoluble or not (see Theorem 3.52), given only a finite presentation of it.

Finally, it should be remarked that some of our results are proved in (and are generalized to) the larger classes of skew left braces given by the locally supersoluble skew left braces and the hypercyclic skew left braces (see Section 4). Among other things, in the final section we focus on chief factors, on the relation between the Frattini and the Fitting ideals, and on the role played by the countable subskew left braces.

## 2. Preliminaries

From now on, the word 'brace' means 'skew left brace'.
The aim of this section is to fix notation and to give background concepts and results that we need in the paper. We refer the reader to [5] and [27] for either undefined concepts or more detailed descriptions of the given ones.

Let $(B,+, \cdot)$ be a brace. If $(B,+)$ is abelian (resp. satisfies some property $\mathfrak{X})$, we say that $B$ is a brace of abelian type (resp. of $\mathfrak{X}$ type). The symbol 0 denotes the common identity element of $(B,+)$ and $(B, \cdot)$, while $b^{-1}$ and $-b$ denote the multiplicative and additive inverses of $b$, respectively. We use juxtaposition for the product of elements, and, if $n \in \mathbb{Z}$ and $b \in B$, the following notation is adopted:

$$
n b=\left\{\begin{array}{ll}
\underbrace{b+\ldots+b}_{n \text { times }} & \text { if } n \geq 0 \\
0 & \text { if } n=0 \\
-((-n) b) & \text { if } n<0
\end{array} \text { and } \quad b^{n}= \begin{cases}\underbrace{b \cdot \ldots \cdot b}_{n \text { times }} & \text { if } n \geq 0 \\
0 & \text { if } n=0 \\
\left(b^{-n}\right)^{-1} & \text { if } n<0\end{cases}\right.
$$

The homomorphism

$$
\lambda: b \in(B, \cdot) \mapsto \lambda_{b} \in \operatorname{Aut}(B,+),
$$

defined through the position $\lambda_{a}(b)=-a+a b$ for every $a, b \in B$, relates the groups $(B, \cdot)$ and $(B,+)$, while the star operation measures the difference between both operations: $a * b=-a+a b-b=\lambda_{a}(b)-b$ for every $a, b \in B$. As usual, addition follows product in the order of operations, and the star product comes first in the order of operations. The following properties are well known:

$$
\begin{gather*}
(a b) * c=a *(b * c)+b * c+a * c, \\
a b=a+a * b+b, \\
a *(b+c)=a * b+b+a * c-b, \quad \text { for all } a, b, c \in B .
\end{gather*}
$$

If $X$ and $Y$ are subsets of $B$, then $X * Y$ is the subgroup generated in $(B,+)$ by all elements $x * y$, for all $x \in X$ and $y \in Y$. A brace is trivial if both operations coincide, or equivalently, if $B * B=0$. Abelian braces are trivial braces whose additive group is abelian.

On some occasions, we need to emphasize that a subset $S$ of $B$ is considered as a subset of $(B,+)$ or $(B, \cdot)$. In order to do this, we add a + symbol or a $\cdot$ symbol near the set $S$, so if $X$ and $Y$ are subbraces of $B$, then $[X, Y]_{+}$is the usual commutator subgroup in $(B,+)$, while, if $n \in \mathbb{N}$, then $X^{n, \cdot}$ is the subgroup of $(B, \cdot)$ generated by all elements of type $x^{n}$ with $x \in X$.

A map between braces that preserves multiplications and sums is a homomorphism. Two braces are isomorphic if there exists a bijective homomorphism between them. In describing the substructural framework of an arbitrary brace $B$, we employ the following notation.

- A subbrace $S$ of $B$ is a subset of $B$ that is a subgroup of both $(B,+)$ and $(B, \cdot)$. In this case, we write $S \leq B$.
- A left-ideal $L$ of $B$ is a subbrace of $B$ such that $\lambda_{b}(L) \leq L$ for all $b \in B$. Moreover, $L$ is a strong left-ideal if $L$ is also a normal subgroup of $(B,+)$.
- An ideal $I$ of $B$ is a strong left-ideal that is also a normal subgroup of ( $B, \cdot$ ). In this case, we write $I \unlhd B$.

Ideals of braces allow us to consider quotients: Given an ideal $I$ of $B, B / I$ has a natural brace structure and we have that $b I=b+I$ for each $b \in B$. Note also that if $L$ is a left-ideal of $B$ and $I \unlhd B$, then $I * L$ is a left-ideal of $B$, and $I * B$ is an ideal of $B$; in particular, $B * B \unlhd B$. The following

$$
\operatorname{Soc}(B)=\operatorname{Ker} \lambda \cap \mathrm{Z}(B,+) \quad \text { and } \quad \zeta(B)=\operatorname{Soc}(B) \cap Z(B, \cdot),
$$

(here, $Z(B,+)$ and $Z(B, \cdot)$ denote the centres of $(B,+)$ and $(B, \cdot)$, respectively) are further relevant examples of ideals of $B$ playing key roles in the study of nilpotency of braces (see [6] or [17]).

If $E$ is any subset of the brace $B$, then $\langle E\rangle$ denotes the subbrace generated by $E$ in $B$, that is, the smallest subbrace of $B$ containing $E$ with respect to the inclusion. Moreover, $E$ is a system of generators for $\langle E\rangle$, and if $E$ is finite (of order $n$ ), we say that $\langle E\rangle$ is finitely generated (or $n$-generator). Also, $E^{B}$ denotes the ideal generated by $E$ in $B$ (this is the smallest ideal of $B$ containing $E$ with respect to the inclusion); if $E=\{a\}$ is a singleton, we write $a^{B}$ instead of $\{a\}^{B}$. In a similar fashion, if $C \leq B$, then $C_{B}$ denotes the largest ideal of $B$ contained in $C$. In particular, $C \unlhd B$ if and only if $C=C_{B}=C^{B}$.

Braces can be defined from bijectives 1 -cocycles associated with actions of groups. Let ( $C, \cdot$ ) and $(B,+)$ be groups of the same order. Assume that $C$ acts on $B$ by means of a homomorphism $\lambda: c \in(C, \cdot) \mapsto \lambda_{c} \in \operatorname{Aut}(B,+)$. A bijective 1-cocycle associated with $\lambda$ is a bijective map $\delta: C \rightarrow B$ such that $\delta\left(c_{1} c_{2}\right)=\delta\left(c_{1}\right)+\lambda_{c_{1}}\left(\delta\left(c_{2}\right)\right)$. In the previous situation, we can consider the semidirect product $G=B \rtimes C$ defined by the action $\lambda$ and written in multiplicative notation for the sake of uniformity. Following [3], trifactorisations of the group $G$ give rise to bijective 1-cocycles: If there exists $D \leq G$ such that $D \cap C=B \cap D=1$ and $D C=B D=G$, then there exists a bijective 1-cocycle $\delta: C \rightarrow B$ given by $D=\{\delta(c) c: c \in C\}$. At this point, observe that $\delta(c)$ must be translated in additive notation. Then, $(B,+)$ admits a brace structure by means of $a b:=\delta\left(\delta^{-1}(a) \delta^{-1}(b)\right)$, for every $a, b \in B$ (see [27, Proposition 1.11]), for example). We shall repeatedly use this method to construct finite braces in the detailed examples of this paper.

We now briefly recall the nilpotency concepts we need, and some of their properties; we refer the interested reader to [4],[8],[12],[16],[17],[30],[37] for more information on the subject. Let $B$ be a brace, and let $C, D$ be subsets of $B$. Set $R_{0}(C ; D)=C, L_{0}(C ; D)=D$, and recursively define

$$
R_{n+1}(C ; D)=R_{n}(C ; D) * D \quad \text { and } \quad L_{n+1}(C ; D)=C * L_{n}(C ; D)
$$

for all $n \in \mathbb{N}$. Then $B$ is right-nilpotent (resp. left-nilpotent) if $R_{m}(B ; B)=\{0\}$ (resp. $L_{m}(B ; B)=\{0\}$ ) for some $m \in \mathbb{N}$ (note that for each nonnegative integer $i, R_{i}(B ; B)$ is always an ideal of $B$, while $L_{i}(B ; B)$ is a left-ideal of $B$ ). In order to deal with right-nilpotency, we need to define the upper socle series of a brace $B$. Let $\operatorname{Soc}_{0}(B)=\{0\}$, and recursively define $\operatorname{Soc}_{\alpha+1}(B)$ as $\operatorname{Soc}_{\alpha+1}(B) / \operatorname{Soc}_{\alpha}(B)=\operatorname{Soc}\left(B / \operatorname{Soc}_{\alpha}(B)\right)$ for any ordinal number $\alpha$; also, put $\operatorname{Soc}_{\lambda}(B)=\bigcup_{\alpha<\lambda} \operatorname{Soc}_{\alpha}(B)$ for any limit ordinal $\lambda$. We say that $B$ has finite multipermutational level if $B=\operatorname{Soc}_{n}(B)$ for some nonnegative integer $n$; in this case $B$ is rightnilpotent, and it turns out that the converse holds if $B$ is of nilpotent type (see [17], Lemma 2.16). Of course, the upper socle series stops at some point, and we let $\overline{\operatorname{Soc}}(B)$ be the last term of the upper socle series of $B$. The link between right-nilpotency and the solutions of the YBE is marvelously expressed by the fact that a solution is multipermutation if and only if the associated structure brace has finite multipermutation level (see [16], Theorem 4.13). Concerning left-nilpotency, we only recall (see [17], Theorem 4.8) that a finite brace $B$ of nilpotent type is left-nilpotent if and only if $(B, \cdot)$ is nilpotent.

The strongest nilpotency concept is central nilpotency. This is defined by using the upper central series $\left\{\zeta_{\alpha}(B)\right\}_{\alpha \in \text { Ord }}$ of a brace $B$, which can be defined similarly to the upper socle series but replacing the operator $\operatorname{Soc}(-)$ with the operator $\zeta(-)$. A brace $B$ is hypercentral if $B=\zeta_{\mu}(B)$ for some ordinal $\mu$, and is centrally nilpotent if $B=\zeta_{m}(B)$ for some nonnegative integer $m$. Obviously, central nilpotency implies both left- and right-nilpotency, and, conversely, left- and right-nilpotency imply central nilpotency if the brace is of nilpotent type (see Corollary 2.15 of [30]). Central nilpotency can also be defined through the lower central series of $B$. This is a descending chain of ideals of $B$ that is recursively defined as follows: $\Gamma_{1}(B)=B$ and

$$
\Gamma_{n+1}(B)=\left\langle\Gamma_{n}(B) * B, B * \Gamma_{n}(B),\left[\Gamma_{n}(B), B\right]_{+}\right\rangle_{+}
$$

for every $n \in \mathbb{N}$. Then $B=\zeta_{m}(B)$ if and only if $\Gamma_{m+1}(B)=\{0\}$. Although central nilpotency is the strongest nilpotency concept for braces, it has been shown in [4] that the sum of two centrally nilpotent ideals need not be centrally nilpotent, even in finite braces: The problem is that a centrally nilpotent ideal $I$ of a brace $B$ need not have a finite chain of ideals of $B$ that are central in $I$. To avoid this problem, we gave the following definition in [4]: An ideal $I$ of a brace $B$ is $B$-centrally nilpotent if there exists a finite chain of ideals of $B$

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{n}=I
$$

with $I$-central factors, that is, such that $I_{i+1} / I_{i} \leq \zeta\left(I / I_{i}\right)$ for all $0 \leq i<n$; clearly, every abelian ideal is $B$-centrally nilpotent. Also, in case of $B$-central nilpotency there is a standard ascending chain of ideals of $B$. This is called the upper $B$-central series of $I$ and is defined as follows: Put $\zeta_{0}(I)_{B}=\{0\}$, $\zeta_{\lambda}(I)_{B}=\bigcup_{\alpha<\lambda} \zeta_{\alpha}(I)_{B}$ for every limit ordinal $\lambda$, and $\zeta_{\alpha+1}(I)_{B} / \zeta_{\alpha}(I)_{B}$ to be the largest ideal of $B / \zeta_{\alpha}(I)_{B}$ contained in $\zeta\left(I / \zeta_{\alpha}(I)_{B}\right)$ for every ordinal number $\alpha$; in particular, $\zeta(I)_{B}=\zeta_{1}(I)_{B}$ is the largest ideal of $B$ contained in $\zeta(I)$. Of course, $I$ is $B$-centrally nilpotent if and only if $\zeta_{n}(I)_{B}=I$ for some $n \in \mathbb{N}$. Now, if $I$ and $J$ are $B$-centrally nilpotent ideals of $B$, then $I+J$ is $B$-centrally nilpotent (see [4], Theorem 5.3); the sum of all $B$-centrally nilpotent ideals of $B$ is the Fitting ideal Fit( $B$ ) of $B$. We recall also that if $I=\zeta_{\mu}(I)_{B}$ for some arbitrary ordinal number $\mu$, then $I$ is said to be $B$-hypercentral; thus, $I$ is $B$-hypercentral if and only if it has an ascending chain of ideals of $B$ with $I$-central factors. Of course, the upper central series stops at some point, and we let $\bar{\zeta}(B)$ be the last term of the upper central series of $B$.

We also briefly recall that a brace $B$ is soluble if it has a finite chain of ideals

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{n}=B
$$

whose factors are abelian (as braces). Our interest in soluble braces essentially is in the fact that, as we shall see, every supersoluble brace is in fact soluble. For more details on this concept and its relationship with the solutions of the Yang-Baxter equation, see [7].

All previous concepts can be localized as follows. If $\mathfrak{X}$ is any brace-theoretical property, we say that a brace $B$ is locally $\mathfrak{X}$ if every finitely generated subbrace of $B$ satisfies $\mathfrak{X}$. Thus, for example, a locally centrally-nilpotent brace is a brace whose finitely generated subbraces are centrally nilpotent. It has been shown in [38] and [4] that a hypercentral brace $B$ is locally centrally-nilpotent and that the set of all periodic elements of $(B,+)$ is an ideal of $B$ coinciding with the set of all periodic elements of $(B, \cdot)$.

Finally, we briefly recall the definition of presentation of a brace and some related concepts. We refer the reader to [5] and [38] for more details; in particular, see [5] for an elementary construction of a free brace inspired by [32]. Let $B$ be a brace. A presentation of $B$ is an exact sequence of braces

$$
0 \rightarrow R \rightarrow F \stackrel{\theta}{\rightarrow} B \rightarrow 0,
$$

where $F$ is a free brace over some set $X$. The exact sequence ( $\star$ ) is a finite presentation of $B$ if $X$ is finite and there are finitely many elements $\rho_{1}, \ldots, \rho_{n}$ of $F$ generating $\operatorname{Ker}(\theta)$ as an ideal of $F$; we also say that $B$ is finitely presented by the generators $a_{1}, \ldots, a_{m}$ subject to the relations $\rho_{1}=\ldots=\rho_{n}=1$.

Let $\mathcal{S}=\left\{x_{i}\right\}_{i \in I}$ be symbols. A $b$-word with respect to $\mathcal{S}$ is a sequence of symbols recursively defined as follows: The empty sequence is a $b$-word, and such is the 1 -element sequence $x_{i}$ for each $i \in I$; if we have two $b$-words $w_{1}$ and $w_{2}$, then the sequences $w_{1} \cdot w_{2}, w_{1}+w_{2},-w_{1}, w_{1}^{-1}$ are $b$-words. If $b_{1}, \ldots, b_{n}, \ldots$ are elements of $B$, then we may naturally evaluate any $b$-word in $B$ by replacing $x_{i}$ by $b_{i}$.

## 3. Supersoluble braces

Our definition of supersoluble brace is inspired by [22], by the definition of almost polycyclic brace given in [5], and by the well-known concept of supersoluble group.

Definition 3.1. A brace $B$ is said to be supersoluble if there is a finite chain of ideals of $B$

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{n}=B
$$

such that, for all $0 \leq i<n$, either $\left(I_{i+1} / I_{i},+\right)$ is infinite cyclic and $I_{i+1} / I_{i} \leq \operatorname{Soc}\left(B / I_{i}\right)$, or $I_{i+1} / I_{i}$ has prime order.

Remark 3.2. Since every brace of prime order is abelian, we have that every supersoluble brace is soluble.

Remark 3.3. As we shall later see, this definition can somehow be weakened (see Theorem 3.17), but for simplicity's sake we have preferred to start with this apparently stronger definition, then derive some of the main results and then show that this definition is equivalent to an apparently weaker one.
Remark 3.4. In connection with Definition 3.1, it could be worthwhile to recall that Proposition 4.14 of [4] states that if a brace has cyclic multiplicative and additive groups, then it is contains an element that additively and multiplicatively generates the whole brace.

Of course, supersolubility (as essentially all other properties we deal with in this paper) is preserved with respect to the formation of subbraces and quotients. Also, the following result is clear.
Lemma 3.5. Let $B$ be a brace, and let $G=(B,+) \rtimes_{\lambda}(B, \cdot)$. If $B$ is supersoluble, then $G$ is supersoluble. In particular, $(B,+)$ and $(B, \cdot)$ are supersoluble groups.
Proof. Let

$$
\{0\}=I_{0} \leq I=I_{1} \leq \ldots \leq I_{n}=B
$$

be a chain of ideals of $B$ such that, for all $0 \leq i<n$, either $\left(I_{i+1} / I_{i},+\right)$ is infinite cyclic and $I_{i+1} / I_{i} \leq$ $\operatorname{Soc}\left(B / I_{i}\right)$, or $I_{i+1} / I_{i}$ has prime order. Then $X=(I,+)$ and $Y=(I,+) \rtimes_{\lambda}(I, \cdot)$ are normal subgroups of $G$ such that both $X$ and $Y / X$ are cyclic groups. Since $G / Y \simeq(B / I,+) \rtimes_{\lambda}(B / I, \cdot)$, we are done by induction on $n$.

The converse of Lemma 3.5 does not hold. In fact, we shall soon see that every finite supersoluble brace of prime power order is centrally nilpotent (see Theorem 3.7), but there are plenty of examples of noncentrally nilpotent braces of prime power order. In any case, the fact that many group structures connected with a supersoluble brace are in fact supersoluble makes it possible to exploit some of the good properties of supersoluble groups to our aims (see [34] for the main results and properties of supersoluble groups). Moreover, every supersoluble brace $B$ is almost polycyclic (see [5]), that is, $B$ has a finite chain of ideals

$$
\{0\}=J_{0} \leq J_{1} \leq \ldots \leq J_{n}=B
$$

such that, for all $0 \leq i<n$, either $J_{i+1} / J_{i} \leq \operatorname{Soc}\left(B / J_{i}\right)$ and $J_{i+1} / J_{i}$ is finitely generated, or $J_{i+1} / J_{i}$ is finite. Thus, we can also take great advantage from the results in [5]; in particular, supersoluble braces are finitely presented and satisfy the maximal condition on subbraces.

We now show that supersoluble braces encompass some relevant classes of braces (see Theorems 3.6, 3.8 and Corollary 3.9).

## Theorem 3.6. Every finitely generated centrally nilpotent brace $B$ is supersoluble.

Proof. Since $B$ is centrally nilpotent, it follows from [38], Theorem 3.7, that ( $B,+$ ) is finitely generated. Now, $(B,+)$ is finitely generated and nilpotent, so it satisfies the maximal condition on subgroups, which means that every section of $(B,+)$ is finitely generated. Let $Z=\zeta(B)$. Then $Z$ is a trivial brace whose additive subgroups are ideals of $B$. Since $Z$ is additively finitely generated, its additive group is a direct sum of finitely many cyclic groups, so $Z$ has a chain of ideals whose factors have cyclic additive groups. Similarly, every section of the upper central series of $B$ can be refined to a finite chain of ideals whose factors have cyclic additive groups, and this completes the proof.

Actually, in the finite case we can precisely identify those supersoluble braces that are centrally nilpotent. As shown by the following result, they are precisely the supersoluble braces whose additive Sylow subgroups are ideals.
Theorem 3.7. Let $p$ be a prime, and let $B$ be a finite brace whose order is a power of $p$. If $B$ is supersoluble, then $B$ is centrally nilpotent.

Proof. Let $I$ be an ideal of $B$ such that $|I|=p$. Since $|B|=p^{n}$ for some nonnegative integer $n$, it follows that

$$
(I,+) \leq C_{(B,+)}(B,+) \quad \text { and } \quad(I, \cdot) \leq C_{(B, \cdot)}(B, \cdot)
$$

Write $I=\langle b\rangle$, and let $G=(B,+) \rtimes_{\lambda}(B, \cdot)$; in particular, $|G|=p^{2 n}$. Now, if $a \in(B,+)$, then $a \in C_{G}(b)$, so $a * b=0$. On the other hand,

$$
a * b=-a+a b-b=-a-b+b a-a+a=-a+b * a+a,
$$

so $b * a=0$ and hence $b \in \operatorname{Ker}(\lambda)$. Therefore, $I \leq \zeta(B)$ and $B$ is centrally nilpotent by induction on the order of $B$.

The following is an alternative interesting proof proposed by the referee.
Proof. Since $B$ is, by assumption, supersoluble and of order $p^{n}$ for some positive integer $n$, there exists an ideal, say $I$, of order $p$. In particular, $I$ is a minimal nonzero ideal and $B$ is left-nilpotent. We claim that $B * I=0$. Indeed, $B * I$ is a left-ideal of $B$ contained in $I$. Hence, $B * I=\{0\}$ or $B * I=I$. As $B$ is a left-nilpotent, the latter is not possible. Thus, indeed, $B * I=\{0\}$. So, $a * b=0$ for all $a \in B$ and $b \in I$. Since $(I, \cdot)$ is normal in $(B, \cdot),(I,+)$ is normal in $(B,+)$, and $(B,+)$ and $(B, \cdot)$ are nilpotent, we have that $I \leq Z(B)$. Thus, $b \cdot a=a \cdot b$. Then, $0=-a+a \cdot b-b=-a+b \cdot a-b=-a-b+b \cdot a=$ $-a-b+b \cdot a-a+a=-a+b * a+a$. So, $b * a=0$ and therefore $B * I=\{0\}$. Hence, $I \leq \zeta(B)$. The result now follows by induction on the order of $B$.

Theorem 3.8. Let B be a finite brace whose additive and multiplicative Sylow subgroups are cyclic. Then $B$ is supersoluble.

Proof. Since $(B,+)$ and $(B, \cdot)$ are finite groups whose Sylow subgroups are cyclic, we have that $(B,+)$ and ( $B, \cdot \cdot$ ) are supersoluble (see [34], 10.1.10). If $p$ is the largest prime dividing the order of $B$, then the set $P$ of all $p$-elements of $(B,+)$ is a characteristic subgroup of $(B,+)$ by [34], 5.4.8, which means that $P$ is a strong left-ideal of $B$. Therefore, $P$ is a subgroup of $(B, \cdot)$, and order considerations show that $P$ is the unique Sylow $p$-subgroup of $(B, \cdot)$, so $P$ is actually an ideal of $B$. Since $(P,+)$ and $(P, \cdot)$ are cyclic, they contain only one subgroup of order $p$; let $I$ and $J$ be the cyclic subgroup of order $p$ of $(P,+)$ and $(P, \cdot)$, respectively. Since $I$ is characteristic in $(P,+)$, it follows that $I=J$ is an ideal of $B$ of prime order $p$. By induction, $B / I$ is supersoluble and hence $B$ is supersoluble.
Corollary 3.9. Every finite brace of square-free order is supersoluble.

Now, we prove one of the most relevant results about finite supersoluble braces, that is, the fact that they have Sylow towers. This is an immediate consequence of the following more general result. In what follows, if $n \in \mathbb{N}$, then $C_{n}$ denotes the cyclic group of order $n$, and $\mathbb{Z}$ denotes the additive group of the integers. Also, before proving the following main result, we state a result that we will frequently use in the paper.
Theorem 3.10 ([5], Theorem 3.4). Let B be an almost polycyclic brace. Then B has a finite chain of ideals

$$
\{0\}=B_{0} \leq B_{1} \leq \ldots \leq B_{n} \leq B
$$

such that $B_{i+1} / B_{i} \leq \operatorname{Soc}\left(B / B_{i}\right), B / B_{n}$ is finite, and $\left(B_{i+1} / B_{i},+\right)$ is torsion-free and finitely generated.
Theorem 3.11. Let B be a supersoluble brace. Then B has a chain of ideals

$$
\{0\}=I_{0,0} \leq I_{0,1} \leq \ldots \leq I_{0, \ell}=I_{1,0} \leq I_{1,1} \leq \ldots \leq I_{1, m}=I_{2,0} \leq I_{2,1} \leq \ldots \leq I_{2, n}=B
$$

satisfying the following properties:

- $\left|I_{0, i+1} / I_{0, i}\right|$ is an odd prime number for all $0 \leq i<\ell$;
- $\left|I_{0, i+1} / I_{0, i}\right| \geq\left|I_{0, i+2} / I_{0, i+1}\right|$ for all $0 \leq i<\ell-1$;
- $I_{1, i+1} / I_{1, i} \leq \operatorname{Soc}\left(B / I_{1, i}\right)$ and $\left(I_{1, i+1} / I_{1, i},+\right)$ is infinite cyclic for all $0 \leq i<m$;
- $\left|I_{2, i+1} / I_{2, i}\right|=2$ for all $0 \leq i<n$.

Proof. Given a finite chain of ideals of the type described in Definition 3.1, we show that it is essentially possible to swap adjacent factors that are not in the order prescribed by the statement (although in one case the swap could produce some new factors of order 2 at the top). Then, in order to complete the proof, we only need to keep swapping the factors until there is no further possible swap. Let $H \leq K \leq L$ be ideals of $B$.

Suppose first $|K / H|=p$ and $|L / K|=q$ are prime numbers such that $p<q$. Since $(L / H,+)$ and $(L / H, \cdot)$ are supersoluble, we have (see [34], 5.4.8) that their Sylow $q$-subgroups are normal, so each of these groups is a direct product of a cyclic group of order $p$ and a cyclic group of order $q$; in particular, both groups are nilpotent. Thus, the Sylow $q$-subgroup $Q / H$ of $(L / H,+)$ is an ideal of $B / H$. Clearly, $|Q / H|=q$ and $|L / Q|=p$. Hence, in this case, one can indeed swap ideals.

Suppose now that $K / H \leq \operatorname{Soc}(B / H),(K / H,+)$ is an infinite cyclic group and $|L / K|=p$ is an odd prime number. For the sake of clarity, we put $H=\{0\}$. Since $L / K$ is an odd prime, we have that $(L,+)$ and $(L, \cdot)$ are abelian groups, and furthermore $(L,+)$ and $(L, \cdot)$ are either infinite cyclic or isomorphic to $C_{p} \times \mathbb{Z}$.

Suppose $(L,+)$ is infinite cyclic and $(L, \cdot) \simeq C_{p} \times \mathbb{Z}$, so there exists $0 \neq x \in L$ such that $x^{p}=0$. Choose a prime $q \neq p$. Then $L / K^{q, \cdot}$ is the direct product of two ideals, one of order $p$ and the other of order $q$. Clearly, $x K^{q, \cdot}$ is contained in the ideal of order $p$, so $p x \in K^{q, \cdot}$. The arbitrariness of $q$ and the fact that $\bigcap_{p \neq q \in \mathbb{P}} K^{q, \cdot}=\{0\}$ show that $p x=0$. Because, by assumption, $(L,+)$ is infinite cyclic, this implies $x=0$. This contradiction shows that if $(L,+)$ is infinite cyclic, then also $(L, \cdot)$ is such. In this case, Corollary 4.3 of [36] yields that $L$ is abelian (as a brace). Let $(L,+)=\langle y\rangle_{+}$; in particular, $(K,+)=\left\langle y^{p}\right\rangle_{+}$. Now, since $(L,+)$ is infinite cyclic and $(K,+) \leq Z(B,+)$, we have that $(L,+) \leq Z(B,+)$. Moreover, if $b$ is any element of $B$, then (by Equations ( $\dagger$ ))

$$
0=y^{2} * b=y *(y * b)+2(y * b)=2(y * b)
$$

as $y *(y * b) \in L * L=0$ because $L$ is an ideal which is a trivial brace. More in general, by induction one proves

$$
0=y^{p} * b=p(y * b)
$$

which means that $y * b=0$ and hence that $L \leq \operatorname{Soc}(B)$.

We may therefore assume that $(L,+)=L_{1} \times L_{2}$, where $L_{2} \subseteq(\operatorname{Soc}(B),+)$ is infinite cyclic, and $L_{1}$ has order $p$. In this case, we have that $L$ is a brace of abelian type such that $(L, \cdot)$ is not cyclic (otherwise, it would be a trivial brace by [36], Corollary 4.3, with elements of order $p$, a contradiction). Thus, $(L, \cdot) \simeq C_{p} \times \mathbb{Z}$ so that $L_{1}$ is an ideal of $B$ such that $L / L_{1}$ is contained in $\operatorname{Soc}\left(B / L_{1}\right)$ and is 1-generator.

Finally, suppose $|K / H|=2, L / K \leq \operatorname{Soc}(B / K)$ and $(L / K,+)$ is infinite cyclic. Also in this case, both $(L / H,+)$ and $(L / H, \cdot)$ are abelian. It follows from Theorem 3.10 that there is an ideal $U / H$ of $B / H$ such that $U / H \leq \operatorname{Soc}(B / H) \cap L / H,(U / H,+)$ is infinite cyclic, and $L / U$ is finite. Now, $L / U$ is the direct product of an even-order ideal $P / U$ of $B / U$ and an odd-order ideal $Q / U$ of $B / U$. An application of the previous case to the chain $H \leq U \leq Q$ shows that $Q / H \leq \operatorname{Soc}(B / H)$ and that $(Q / H,+)$ is infinite cyclic. Since $|L / Q|$ is a power of 2 , we can refine $L / Q$ with a finite chain of ideals of order 2 . Thus, we have swapped the types of $K / H$ and $L / K$ with some possible addition of factors of order 2 at the top. The statement is proved.
Definition 3.12. Let $B$ be a brace and $p$ a prime. We denote by $U_{p}^{+}(B)$ (resp. $U_{p}^{\cdot}(B)$ ) the set of all elements of $B$ whose additive (resp. multiplicative) order is finite and is divided only by primes $q>p$. In particular, $U_{2}^{+}(B)$ is the set of all odd-order elements of $(B,+)$.

Let $B$ be a supersoluble brace, and let $p$ be a prime. Since $U_{p}^{+}(B)$ is a characteristic subgroup of $(B,+)$, it follows that $U_{p}^{+}(B)$ is a strong left-ideal of $B$. As a consequence of Theorem 3.11, we can say something more. Recall first that if $G$ is a group, then $\pi(G)$ denotes the set of all prime numbers $p$ such that $G$ has an element of order $p$.
Corollary 3.13. Let $B$ be a supersoluble brace and $p$ a prime. Then $U_{p}^{+}(B)=U_{p}^{\cdot}(B)$ is an ideal of $B$.
Proof. Let $q$ be the largest odd prime in $\pi(B,+)$; of course, we may assume $p \leq q$. It follows from Theorem 3.11 that $B$ has an ideal $I$ such that $|I|$ is a power of $q$ and both $(B / I,+)$ and $(B / I, \cdot)$ have no $q$-elements. This means that $I=U_{r}^{+}(B)=U_{r}^{*}(B)$ is an ideal of $B$, where $r$ is the largest prime that is strictly less than $q$. Now, the largest prime in $\pi(B / I,+)$ is strictly less than $q$, so induction yields that

$$
U_{p}^{+}(B) / I=U_{p}^{+}(B / I)=U_{p}^{\cdot}(B / I)=U_{p}^{\cdot}(B) / I
$$

is an ideal of $B / I$. Thus, $U_{p}^{+}(B)=U_{p}^{\cdot}(B) \unlhd B$.
Remark 3.14. As a consequence of Corollary 3.13, we have that every supersoluble brace can be embedded into the direct product of a finite supersoluble brace and a supersoluble brace $C$ with $U_{2}^{+}(C)=\{0\}$. In fact, let $B$ be our supersoluble brace, and let $I=U_{2}^{+}(B)$. By Theorem 3.10, $B$ has a finite-index ideal $J$ such that $(J,+)$ is torsion-free; thus, $B$ embeds in the direct product $B / I \times B / J$ by the map $b \mapsto(b+I, b+J)$.

This remark justifies the additional hypothesis $U_{2}^{+}(B)=\{0\}$ on some of our theorems.
Our next aim is to show that our definition of supersoluble brace is equivalent to the following (seemingly weaker) one.
Definition 3.15. A brace $B$ is said to be weakly supersoluble if there is a finite chain of ideals of $B$

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{n}=B
$$

such that, for all $0 \leq i<n$, either $\left(I_{i+1} / I_{i},+\right)$ is a central infinite cyclic subgroup of $\left(B / I_{i},+\right)$, or $I_{i+1} / I_{i}$ has prime order.

Clearly, every supersoluble brace is weakly supersoluble, and our next lemma is the key ingredient in showing that the converse also holds.

Lemma 3.16. Let B be a supersoluble brace, and let I be an ideal of B.
(1) If $I \leq Z(B,+)$ and $|I|$ is a prime, then $I \leq \operatorname{Soc}(B)$.
(2) If I is abelian and $(I,+)$ is infinite cyclic, then $I \leq \operatorname{Soc}(B)$.

Proof. (1) It follows from Theorem 3.10 that $B$ has an ideal $J$ such that $B / J$ is finite and $(J,+)$ is torsion-free. Now, $J \cap I=\{0\}$, so if we can prove that $I+J / J \leq \operatorname{Soc}(B / J)$, then

$$
[a, b]_{+}+J=a * b+J=J
$$

for all $a \in I$ and $b \in B$, so $[a, b]_{+}=a * b=0$ and consequently $I \leq \operatorname{Soc}(B)$. Thus, without loss of generality we may replace $B$ by $B / J$ and assume that $B$ is finite. If $p=2$, then obviously $I \leq \zeta(B)$. Assume $p>2$, and let $q$ be the largest prime strictly less than $p$. Put $P=U_{q}^{+}(B)$ and $Q=U_{p}^{+}(B)$; in particular, $Q \leq P$ and $(P / Q,+)$ is a $p$-group. A further replacement of $B$ by $B / Q$ allows us to assume that $p$ is the biggest prime dividing the order of $B$. It follows from Theorem 3.7 that $I \leq \zeta(P)$. Now, if $b$ is an arbitrary element of $B$, we can write $b=c+d$, where $c \in P$ and $d$ is a $p^{\prime}$-element of $(B,+)$ of order $m$. If $I=\langle a\rangle$, then $a \in Z(B,+)$, so (by Equations ( $\dagger$ ) and the fact that $I$ is an ideal)

$$
a *(\ell d)=\ell(a * d)
$$

for all $\ell \in \mathbb{N}$. Thus,

$$
m(a * d)=a *(m d)=0
$$

and consequently $a * d=0$ since $a * d$ is a $p$-element of ( $B,+$ ). Therefore (again by Equations ( $\dagger$ ) and the fact that $I$ is an ideal),

$$
a * b=a *(c+d)=a * c+a * d=0
$$

and hence $a \in \operatorname{Soc}(B)$, as desired.
(2) It follows from Theorem 3.11 that $|I / \operatorname{Soc}(B) \cap I|=2^{n}$ for some $n \in \mathbb{N}$. Since $(I,+)$ is infinite cyclic, and $(\operatorname{Soc}(B) \cap I,+)$ is central in $(B,+)$, we have that $I \leq Z(B,+)$ (recall that the only automorphism of the infinite cyclic group is the inversion). Now, let $a \in I$ and $b \in B$. Then (by Equations ( $\dagger$ ))

$$
0=\left(a^{2^{n}}\right) * b=2^{n}(a * b)
$$

so $a * b=0$ and $a \in \operatorname{Ker}(\lambda)$. This proves that $a \in \operatorname{Soc}(B)$ and completes the proof.
Before proving the equivalence between the two definitions, we need to point out a couple of ways to exploit induction in braces $B$ whose additive group is polycyclic-by-finite; this is the case for instance of almost polycyclic braces and weakly supersoluble braces. First, one can use induction on the Hirsch length $h$ of $(B,+)$ (that is, the number of infinite cyclic factors appearing in a finite series of $(B,+)$ with cyclic factors). Moreover, if $n$ is the order of the largest periodic normal subgroup of ( $B,+$ ), then it is possible to use induction on the set of all lexicographically ordered pairs ( $h, n$ ) (recall that every polycyclic-by-finite group is Hopfian). In the following, we will usually speak of 'induction' if the context makes it clear whether we are using induction on the Hirsch length or on the pairs $(h, n)$.
Theorem 3.17. Let B be a brace. The following properties are equivalent:

- B is weakly supersoluble.
- B is supersoluble.

Proof. Suppose $B$ is weakly supersoluble, and let $I$ be an abelian ideal of $B$ such that either $I \leq Z(B,+)$ and $(I,+)$ is infinite cyclic, or $I$ has prime order. In the latter case, $B / I$ is supersoluble by induction, and so $B$ is supersoluble. Assume $(I,+)$ is infinite cyclic and $I \leq Z(B,+)$. If $p$ is any prime, then, by induction, $B / I^{p,+}$ is supersoluble, so Lemma 3.16 yields that $I / I^{p,+} \leq \operatorname{Soc}\left(B / I^{p,+}\right)$. Since $\bigcap_{p \in \mathbb{P}} I^{p,+}=\{0\}$, we have that $I \leq \operatorname{Soc}(B)$. The proof is complete.

Now, we deal with properties concerning the index of subbraces in a supersoluble environment. Recall first the following definition (see [4] and [5]).

Definition 3.18. Let $B$ be a brace. A subbrace $C$ of $B$ is said to have finite index in $B$ if both $n_{+}=$ $|(B,+):(C,+)|$ and $n .=|(B, \cdot):(C, \cdot)|$ are finite; if $n_{+}=n .=n$, we define the index $|B: C|$ of $C$ in $B$ as $n$. If $C$ has not finite index, we say that $C$ has infinite index.

As shown in [5], Corollary 3.12, if $C$ is a subbrace of an almost polycyclic brace $B$ such that ( $C,+$ ) (resp. $(C, \cdot)$ ) has finite index in $(B,+)$ (resp. $(B, \cdot)$ ), then $C$ has finite index in $B$, and the index of $C$ in $B$ exists - it obviously coincides with the index of $(B,+)($ resp. $(B, \cdot))$. Since supersoluble braces are almost polycyclic, the above remark also applies to them. It has been shown in [5], Theorem 3.16, that if $C$ is a maximal subbrace of an almost polycyclic brace $B$; then $|B: C|$ is a prime power. For supersoluble braces, we can even say that a maximal subbraces is a maximal additive (and multiplicative) subgroup (see [34], 5.4.7, for the corresponding statement for groups).
Theorem 3.19. Let $B$ be a supersoluble brace, and let $C$ be a maximal subbrace of $B$. Then $|B: C|$ is a prime number. In particular, $(C,+)($ resp. $(C, \cdot))$ is a maximal subgroup of $(B,+)($ resp. $(B, \cdot))$ of prime index.

Proof. It follows from [5], Theorem 3.10, that we may assume $B$ is finite. Let $I$ be any ideal of $B$ whose order is a prime, $p$ say. Then either $I \leq C$, so an easy induction completes the proof, or $I+C=B$ and consequently

$$
|B: C|=|(B,+):(C,+)|=p .
$$

The statement is proved.
Note that the statement of Theorem 3.19 also holds if we replace $C$ by a maximal (strong) left-ideal (see [5], Remark 3.17). Thus, we have the following result.
Theorem 3.20. Let B be a supersoluble brace. Then every maximal (strong) left-ideal of B is a maximal subbrace of $B$ of prime index.

We now show that if the index of the maximal subbrace is a small prime, then that subbrace is actually an ideal.

Lemma 3.21. Let B be a finite supersoluble brace, and let $C$ be a subbrace of $B$. If p is the largest prime dividing $|B: C|$, then $U_{p}^{+}(B) \leq C_{B}$.
Proof. Let $n=|B: C|$, and let $D$ be the normal core of $(C,+)$ in $(B,+)$. Then the index of $D$ in $B$ divides $n$ !. Thus, $U_{p}^{+}(B) \leq D \leq C$, and the statement is proved.
Theorem 3.22. Let $B$ be a finite supersoluble brace, and let $p$ be the smallest prime in $\pi(B,+)$. If $C$ is a subbrace of $B$ such that $|B: C|=p$, then $C \unlhd B$.
Proof. By Lemma 3.21, $U_{p}^{+}(B) \leq C$, so replacing $B$ by $B / U_{p}^{+}(B)$, we may assume that the order of $B$ is a power of $p$. Then Theorem 3.7 shows that $B$ is centrally nilpotent, and an application of [4], Theorem 4.6, yields that $C \unlhd B$.

Corollary 3.23. Let $B$ be a supersoluble brace, and let $C$ be a finite-index subbrace of $B$ such that $|B: C|=2$. Then $C \unlhd B$.
Proof. It follows from [5], Theorem 3.10, that we may assume $B$ is finite. Then Theorem 3.22 yields that $C$ is an ideal of $B$.

We end our excursion on the maximal subbraces of a supersoluble brace by noting that although the property of being supersoluble can be detected in a finite group by only looking at the index of the maximal subgroups (see [34], 9.4.4), this is not possible for a finite brace. Note that in the examples, $C_{n}$ denotes the cyclic group of order $n$, while $D_{n}$ denotes the dihedral group of order $n$.

Example 3.24. There exists a nonsupersoluble finite brace of order 8 whose maximal subbraces have prime index.

Table 1. Bijective 1-cocycle associated with Example 3.24.

| $g$ | $\delta(g)$ | $g$ | $\delta(g)$ |
| :--- | :---: | :---: | :---: |
| 1 | 0 | $y$ | $2 a$ |
| $x$ | $a$ | $x y$ | $3 a$ |
| $x^{2}$ | $b$ | $x^{2} y$ | $2 a+b$ |
| $x^{3}$ | $3 a+b$ | $x^{3} y$ | $a+b$ |

Proof. Let

$$
(B,+)=\langle a\rangle \times\langle b\rangle \simeq \mathrm{C}_{4} \times \mathrm{C}_{2} \quad \text { and } \quad(C, \cdot)=\left\langle x, y \mid x^{4}=y^{2}=1, x y=y x^{3}\right\rangle \simeq \mathrm{D}_{8}
$$

be groups of order 8 . The multiplicative group acts on the additive by means of the map $\lambda$ defined by

$$
\begin{array}{ll}
\lambda_{x}(a)=3 a+b, & \lambda_{y}(a)=3 a+b \\
\lambda_{x}(b)=2 a+b, & \lambda_{y}(b)=b
\end{array}
$$

Consider the semidirect product $G$ of $B$ and $C$ with respect to this action (we use multiplicative notation in $G$ ). Then $G$ turns out to be a trifactorised group as it possesses a subgroup $D=\left\langle a x, a^{2} y\right\rangle$ such that $D \cap C=D \cap B=\{1\}$ and $D C=B D=G . D$ leads to the bijective 1-cocycle $\delta: C \longrightarrow B$ with respect to $\lambda$ given by Table 1 . This yields a product in $B$, and we get a brace of abelian type $(B,+, \cdot)$ of order 8 . This brace corresponds to SmallBrace $(8,18)$ in the Yang-Baxter library for GAP.

From Table 1, we see that $S=\left\{1, x^{2}, y, x^{2} y\right\}$ is the unique subgroup of order 4 in $(C, \cdot)$ such that $\delta(S) \leq(B,+)$. Thus, $\delta(S)$ is a maximal subbrace of $B$. Moreover, $\delta(x y)$ and $\delta\left(x^{3} y\right)$ are not elements of order 2. Therefore, all subbraces of order 2 of $B$ are contained in $\delta(S)$. Hence, $\delta(S)$ is the unique maximal subbrace of $B$ and it is of prime index. Finally, we note that $B$ is not supersoluble because no subbrace of order 2 is $\lambda$-invariant.

One of the most relevant properties of almost polycyclic braces is the fact that they are residually finite, that is, the intersection of their finite-index ideals is the zero subbrace. This property allows us to approximate almost polycyclic braces by finite braces, and was the starting point of many relevant results in [5]. There are types of almost polycyclic braces that have even nicer residual properties. For example, it has been proved in [5], Theorem 3.25, that, if $\pi$ is a set of prime numbers, then a finitely generated centrally nilpotent brace $B$ is residually $\pi$-finite (meaning that the intersection of all ideals $I$ of $B$ with $B / I$ a $\pi$-number is $\{0\}$ ) provided that the order of the torsion-subgroup of $(B,+)$ is a $\pi$-number. We can say something similar for supersoluble braces.
Theorem 3.25. Let $B$ be a supersoluble brace, and let $p$ be the largest prime in $\pi(B,+) \cup\{2\}$. Then $B$ is residually $\pi$-finite, where $\pi$ is the set of all prime numbers $q$ with $q \leq p$.
Proof. We use induction on the Hirsch length $h$ of $(B,+)$. If $h=0$, then the order of $B$ is a $\pi$-number, so we are done. Assume $h>0$, and put $U=U_{2}^{+}(B)$. It follows from Theorem 3.11 that there is an ideal $I$ of $B$ such that $I / U \leq \operatorname{Soc}(B / U),(I / U,+)$ is infinite cyclic and $U_{2}^{+}(B / I)=\{0\}$. By Theorem 3.10, there is an ideal $J$ of $B$ such that $J \leq I \cap \operatorname{Soc}(B)$ and $(J,+)$ is infinite cyclic, and by Theorem 3.11 we may even assume $U_{p}^{+}(I / J)=\{0\}$. Thus, for each $n \in \mathbb{N}$, the largest prime in $\pi\left(B / J^{2^{n}} \cdot,+\right)$ is precisely $p$, so, by induction, $B / J^{2^{n}} \cdot \cdot$ is residually $\pi$-finite. Since $\bigcap_{n \in \mathbb{N}} J^{2^{n}} \cdot \cdot=\{0\}$, we have that $B$ is residually $\pi$-finite.

Corollary 3.26. Let B be a supersoluble brace such that $(B,+)$ is torsion-free. Then the intersection of all ideals I of $B$ with $|B / I|$ a power of 2 is $\{0\}$.

Some of the most interesting results for supersoluble braces are connected with nilpotency properties. For example, an obvious application of Lemma 3.16 allows us to identify the supersoluble braces with a finite multipermutational level by only looking at their additive groups.

Theorem 3.27. Let $B$ be a supersoluble brace. Then $(B,+)$ is nilpotent if and only if there is $n \in \mathbb{N}$ such that $B=\operatorname{Soc}_{n}(B)$.

Conversely, if we know our brace has finite multipermutational level, then we can detect supersolubility by only looking at the multiplicative group. This is the content of our next result.

Theorem 3.28. Let $B$ be a brace such that $B=\operatorname{Soc}_{n}(B)$ for some $n \in \mathbb{N}$. If $(B, \cdot)$ is supersoluble, then $B$ is supersoluble.

Proof. Clearly, both the additive and multiplicative groups are polycyclic-by-finite. Let $S=(\operatorname{Soc}(B), \cdot)$. Since ( $B, \cdot$ ) is supersoluble, we can find a nontrivial cyclic normal subgroup $X$ of $(B, \cdot)$ in $S$. By Lemma 1.10 of [17], we have that $X$ is an ideal of $B$, so an easy induction on the Hirsch length of $(B,+)$ yields that $B / X$ is supersoluble. Therefore, $B$ is supersoluble and the statement is proved.

The above two results show that in the special case of a supersoluble brace of nilpotent type, the structure of the multiplicative group plays a major role. Under these circumstances, it is possible to extend many relevant results of supersoluble groups to supersoluble braces. We now give the reader a taste of this fact by showing how the following two results of Reinhold Baer and Bertram Wehrfritz, respectively, are immediately extended to braces:

- Let $G$ be a group with a nilpotent derived subgroup. If $G$ is the product of two normal supersoluble subgroups, then $G$ is supersoluble (see [9] and [25]).
- Let $G$ be a finitely generated group. If every 2 -generator subgroup of $G$ is supersoluble, then $G$ is supersoluble (see [42], Lemma 3.5).
Theorem 3.29. Let $B$ be a brace with $B=\operatorname{Soc}_{n}(B)$ for some $n \in \mathbb{N}$.
(1) Let I and J be supersoluble ideals of $B$ such that $B=I+J$. If $[I, J]$. is nilpotent, then $B$ is supersoluble.
(2) Suppose B is finitely generated. If every 2-generator subbrace of $B$ is supersoluble, then $B$ is supersoluble.
Proof. For the sake of clarity we prove (2). Since every 2-generator multiplicative subgroup is contained in a 2 -generator subbrace, it follows from the above mentioned result that $(B, \cdot)$ is locally supersoluble. We claim by induction on $n$ that $B$ is supersoluble. If $n \leq 1$, there is nothing to prove. Suppose $n>1$. By induction, $B / \operatorname{Soc}(B)$ is supersoluble, so it is finitely presented. Therefore, Corollary 3.3 of [38] yields that $S=\operatorname{Soc}(B)$ is finitely generated as an ideal of $B$ by a set $E$. Let $F$ be a finite subset of $B$ that generates both $(B, \cdot)$ and $(B,+)$ modulo $(S, \cdot)$ and $(S,+)$, respectively.

Now, if $X$ is the multiplicative subgroup generated by $E$ and $F$, then $X$ is supersoluble, so every subgroup of $X$ is finitely generated. Let $L$ be the smallest normal subgroup $L$ of $X$ containing $E$. Then $(L, \cdot)$ is normal in $(B, \cdot)$, so $L$ is an ideal of $B$, being contained in $S$. Since $S$ is the smallest ideal of $B$ containing $E$, we have that $L=S$. This means that $(S, \cdot)$ is finitely generated, so also $(B, \cdot)$ is finitely generated. Therefore, $(B, \cdot)$ is supersoluble and $B$ is supersoluble as well by Theorem 3.28.

The following example show that the hypothesis the brace has finite multipermutational level cannot be omitted in Theorem 3.29 (1).
Example 3.30. There exists a finite brace $B$ of order 32 containing two supersoluble ideals $I$ and $J$ such that:

- $B=I+J$.
- $\partial(B):=\left\langle B * B,[B, B]_{+}\right\rangle_{+}$is centrally nilpotent.
- $B$ is not supersoluble.

Proof. Let

$$
\begin{aligned}
& (B,+)=\langle a\rangle \times\langle b\rangle \times\langle c\rangle \times\langle d\rangle \times\langle e\rangle \simeq \mathrm{C}_{2}^{5} \quad \text { and } \\
& (C, \cdot)=\left\langle x, y, z \mid x^{4}=y^{4}=z^{2}=1, x y=y x, z x z=x^{3} y^{2}, z y z=x^{2} y\right\rangle \simeq\left(\mathrm{C}_{4} \times \mathrm{C}_{4}\right) \rtimes \mathrm{C}_{2} .
\end{aligned}
$$

Table 2. Bijective 1-cocycle associated with Example 3.30.

| $g$ | $\delta(g)$ | $g$ | $\delta(g)$ | $g$ | $\delta(g)$ | $g$ | $\delta(g)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | $y^{2}$ | $b+d$ | $z$ | $a$ | $y^{2} z$ | $a+b+d$ |
| $x$ | $a+c$ | $x y^{2}$ | $b+e$ | $x z$ | $a+d+e$ | $x y^{2} z$ | $b+c+d$ |
| $x^{2}$ | $c+d+e$ | $x^{2} y^{2}$ | $b+c+e$ | $x^{2} z$ | $a+c+d+e$ | $x^{2} y^{2} z$ | $a+b+c+e$ |
| $x^{3}$ | $c$ | $x^{3} y^{2}$ | $a+b+e$ | $x^{3} z$ | $d+e$ | $x^{3} y^{2} z$ | $a+b+c+d$ |
| $y$ | $a+c+e$ | $y^{3}$ | $b$ | $y z$ | $c+e$ | $y^{3} z$ | $a+b$ |
| $x y$ | $a+b+d+e$ | $x y^{3}$ | $a+e$ | $x y z$ | $a+b+c$ | $x y^{3} z$ | $a+c+d$ |
| $x^{2} y$ | $a+d$ | $x^{2} y^{3}$ | $b+c+d+e$ | $x^{2} y z$ | $d$ | $x^{2} y^{3} z$ | $a+b+c+d+e$ |
| $x^{3} y$ | $b+d+e$ | $x^{3} y^{3}$ | $e$ | $x^{3} y z$ | $b+c$ | $x^{3} y^{3} z$ | $c+d$ |

Of course, $(B,+)$ and $(C, \cdot)$ are groups of order 32 . The multiplicative group acts on the additive by means of the map $\lambda$ defined as

$$
\begin{array}{lll}
\lambda_{x}(a)=c+d+e & \lambda_{y}(a)=a & \lambda_{z}(a)=a \\
\lambda_{x}(b)=c+e & \lambda_{y}(b)=a+c+e & \lambda_{z}(b)=b+c+d+e \\
\lambda_{x}(c)=a+c & \lambda_{y}(c)=a+b+c+d & \lambda_{z}(c)=a+b+c+d \\
\lambda_{x}(d)=a+b & \lambda_{y}(d)=b & \lambda_{z}(d)=c+e \\
\lambda_{x}(e)=a+b+c & \lambda_{y}(e)=a+e & \lambda_{z}(e)=a+b+e .
\end{array}
$$

Consider the semidirect product $G$ of $B$ and $C$ with respect to this action (we use multiplicative notation in $G$ ). Then $G$ turns out to be a trifactorised group as it possesses a subgroup $D=\langle a c x$, acey, az $\rangle$ such that $D \cap C=D \cap B=\{1\}, D C=B D=G$. Thus, there is a bijective 1-cocycle $\delta: C \longrightarrow B$ with respect to $\lambda$ given by Table 2. This yields a product in $B$, and we get a brace of abelian type ( $B,+, \cdot)$ of order 32. This brace corresponds to SmallBrace $(32,25055)$ in the Yang-Baxter library for GAP.

The ideals of $B$ of order 16 are given by the $\lambda$-invariant subgroups $I=\langle a, c, b+d, b+e\rangle_{+}$, $J=\langle a, b, d, c+e\rangle_{+}$and $K=\langle a, b+c, b+d, e\rangle_{+}$. In addition, $B$ has only one more proper ideal, $L=\langle a, b+d, b+c+e\rangle_{+}$of order 8 . Thus, $B$ is not supersoluble.

Note also that $L, L_{2}=\langle a+b+d, b+c+e\rangle_{+}$and $L_{3}=\langle b+c+e\rangle_{+}$are ideals of both $I$ and $J$, so $I$ and $J$ are supersoluble braces.

Since $B$ is of abelian type, $\partial(B)=B * B=L$. Therefore, we also conclude that $\partial(B)$ is centrally nilpotent as it has a central series of ideals (see also Theorem 3.7).

Now, we turn to left-nilpotency. As mentioned in the introduction, it has been proved in [17], Theorem 4.8, that a finite brace of nilpotent type is left-nilpotent if and only if its multiplicative group is nilpotent. It has been proved in [5], Theorem 3.30, that we can replace 'finite brace' by 'almost polycyclic brace' in the above result, but unfortunately we cannot replace 'finite brace of nilpotent type' by 'supersoluble brace'. In fact, the finite brace of order 6 corresponding to SmallSkewbrace $(6,3)$ in the Yang-Baxter library [40] for GAP [23] is an example of nonleft-nilpotent supersoluble brace with a nilpotent multiplicative group. Nevertheless, it turns out that one of the implications holds with a little addition.

Lemma 3.31. Let B be a left-nilpotent brace.
(1) $\operatorname{Soc}(B) \leq \bar{\zeta}(B)$. Moreover, if $\operatorname{Soc}(B)$ is finitely generated, then $\operatorname{Soc}(B) \leq \zeta_{m}(B)$ for some $m \in \mathbb{N}$.
(2) If $I=\langle b\rangle$ is an ideal of $B$ of prime order, then $\lambda_{a}(b)=b$ for all $a \in B$.

Proof. (1) We claim that $\operatorname{Soc}(B) / I \cap \zeta(B / I) \neq\{0\}$ for every ideal $I$ of $B$ such that $I<\operatorname{Soc}(B)$. For the sake of clarity, we prove the previous claim when $I=\{0\}$. Thus, let $0 \neq b \in \operatorname{Soc}(B)$. Since $B$ is left-nilpotent, there are elements $b_{1}, \ldots, b_{\ell}$ of $B$ such that

$$
\left.c=b_{1} *\left(b_{2} *\left(\ldots *\left(b_{\ell} * b\right)\right)\right) \ldots\right) \neq 0
$$

and $a * c=0$ for all $a \in B$. It follows from Lemma 1.10 of [17] that $c \in \zeta(B)$, and the claim is proved.

The previous claim enables us to construct an ascending chain of ideals of $B$ whose factors are central in $B$. This certainly implies that $\operatorname{Soc}(B) \leq \bar{\zeta}(B)$.

Finally, if $\operatorname{Soc}(B)$ is finitely generated, then it satisfies the maximal condition on subbraces, so the previous ascending series stops after finitely many steps and $\operatorname{Soc}(B)$ is contained in some finite term of its upper central series.
(2) If $a * b \neq 0$, then $I=\langle a * b\rangle$, so $a * b=n b$ for some $n$ which is prime to $p$. It follows that $a *(a * b)=n(a * b) \neq 0$ and hence that $I=\langle a *(a * b)\rangle$. Continuing in this way, we contradict the left-nilpotency of $B$. Thus, $\lambda_{a}(b)=b$ for all $a \in B$.

Theorem 3.32. Let $B$ be a supersoluble brace. If $B$ is left-nilpotent and $\operatorname{Ker}(\lambda) \leq Z_{n}(B, \cdot)$ for some $n \in \mathbb{N}$, then $(B, \cdot)$ is nilpotent.

Proof. Let

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{\ell}=B
$$

be a finite chain of ideals of $B$ such that, for each $0 \leq i<\ell$, either $I_{i+1} / I_{i} \leq \operatorname{Soc}\left(B / I_{i}\right)$ and $\left(I_{i+1} / I_{i}, \cdot\right)$ is infinite cyclic, or $I_{i+1} / I_{i}$ has prime order. By Lemma 3.31, $(B, \cdot)$ stabilizes the finite series

$$
\{0\}=\left(I_{0},+\right) \leq\left(I_{1},+\right) \leq \ldots \leq\left(I_{\ell},+\right)=(B,+)
$$

in the natural semidirect product $(B,+) \rtimes_{\lambda}(B, \cdot)$. Thus, $(B, \cdot) / \operatorname{Ker}(\lambda)$ is nilpotent by a well-known theorem of Philip Hall (see [28], Theorem 1, and [31], Theorem), and consequently ( $B, \cdot \cdot$ ) is nilpotent.

Corollary 3.33. Let $B$ be a supersoluble brace with $\operatorname{Ker}(\lambda)=\{0\}$. If $B$ is left-nilpotent, then $(B, \cdot)$ is nilpotent.

Corollary 3.34. Let $B$ be a supersoluble brace with $\operatorname{Ker}(\lambda) \leq \operatorname{Soc}_{n}(B)$ for some $n \in \mathbb{N}$. If $B$ is leftnilpotent, then $(B, \cdot)$ is nilpotent.

Proof. By Lemma 3.31, $\operatorname{Ker}(\lambda)$ is contained in some finite term of the upper central series of $(B, \cdot)$, so we may apply Theorem 3.32.

The last nilpotency concept we consider is central nilpotency. In this context, we first note that a further consequence of the previous results connects left-nilpotency and central nilpotency.

Corollary 3.35. Let B be a supersoluble brace of nilpotent type. Then B is left-nilpotent if and only if B is centrally nilpotent.

Proof. By [30], Corollary 2.15, a brace of nilpotent type is centrally nilpotent if and only if it is left and right nilpotent. Then, the result follows from Corollary 3.34 and Theorem 3.27.

However, one of the most interesting results concerns with the Fitting ideal.
Theorem 3.36. Let B be a supersoluble brace, and let I be a centrally nilpotent ideal of B. Then I is $B$-centrally nilpotent.

Proof. Let

$$
\{0\}=J_{0} \leq J_{1} \leq \ldots \leq J_{n}=B
$$

be a finite chain of ideals of $B$ such that, for each $0 \leq i<n$, either $J_{i+1} / J_{i} \leq \operatorname{Soc}\left(B / I_{i}\right)$ and $\left(J_{i+1} / J_{i},+\right)$ is an infinite cyclic group, or $J_{i+1} / J_{i}$ has prime order. Consider the induced chain

$$
\{0\}=J_{0} \cap I=: H_{0} \leq H_{1}:=J_{1} \cap I \leq \ldots \leq H_{n}:=J_{n} \cap I=I
$$

of ideals of $B$. In order to show that $I$ is $B$-centrally nilpotent, we only need to prove that

$$
H_{n-i+1} / H_{n-i} \leq \zeta\left(I / H_{n-i}\right)
$$

for all $1 \leq i \leq n$. Now, $H_{n-i+1} / H_{n-i}$ has either prime order or is contained in the socle of $I / H_{n-i}$ and its additive group is infinite cyclic. In the former case, the quotient $H_{n-i+1} / H_{n-i}$ is a minimal ideal of the centrally nilpotent brace $I / H_{n-i}$, so $H_{n-i+1} / H_{n-i} \leq \zeta\left(I / H_{n-i}\right)$ (see [4], Theorem 4.6). Suppose the latter condition holds. Since $\left(I / H_{n-i}, \cdot\right)$ is nilpotent, and $\left(H_{n-i+1} / H_{n-i}, \cdot\right)$ is an infinite cyclic normal subgroup, we have that

$$
\left(H_{n-i+1} / H_{n-i}, \cdot\right) \leq Z\left(I / H_{n-i}, \cdot\right)
$$

Thus, again $H_{n-i+1} / H_{n-i} \leq \zeta\left(I / H_{n-i}\right)$ and the theorem is proved.
Corollary 3.37. Let B be a supersoluble brace. Then the Fitting ideal of $B$ is centrally nilpotent and coincides with the sum of all ideals of $B$ that are centrally nilpotent.

Proof. This follows from Theorem 3.36 and the maximal condition on subbraces.
Remark 3.38. It follows from Theorem 3.27 and the usual Fitting theorem for groups that every supersoluble brace contains a largest ideal that has finite multipermutational level.

Although the Fitting ideal of a supersoluble brace behaves well under many respects, there are a couple of issues. The first concerns with the Fitting ideal of an ideal.

Example 3.39. There exists a finite supersoluble brace $B$ of order 24 such that:

- $B=\operatorname{Soc}_{n}(B)$ for some $n \in \mathbb{N}$.
- There is an ideal $I$ of $B$ such that $\operatorname{Fit}(I)$ is not an ideal of $B$.

Proof. Let

$$
\begin{aligned}
& (B,+)=\langle a\rangle \times\langle b\rangle \simeq \mathrm{C}_{12} \times \mathrm{C}_{2} \quad \text { and } \\
& (C, \cdot)=(\langle x\rangle \rtimes\langle y\rangle) \times\langle z\rangle \times\langle t\rangle \simeq \operatorname{Sym}(3) \times \mathrm{C}_{2} \times \mathrm{C}_{2} .
\end{aligned}
$$

Of course, $(B,+)$ and $(C, \cdot)$ are groups of order 24 . The multiplicative group acts on the additive by means of the map $\lambda$ defined by

$$
\begin{aligned}
& \lambda_{x}(a)=a, \quad \lambda_{y}(a)=5 a, \quad \lambda_{z}(a)=7 a, \quad \lambda_{t}(a)=7 a, \\
& \lambda_{x}(b)=b, \quad \lambda_{y}(b)=b, \quad \lambda_{z}(b)=b, \quad \lambda_{t}(b)=6 a+b .
\end{aligned}
$$

Consider the semidirect product $G$ of $B$ and $C$ with respect to this action (we use multiplicative notation in $G$ ). Then $G$ turns out to be a trifactorised group as it possesses a subgroup $D=\left\langle a^{8} x, a^{6} y, b z, a^{3} t\right\rangle$ such that $D \cap C=D \cap B=\{1\}, D C=B D=G$. Thus, there is a bijective 1 -cocycle $\delta: C \longrightarrow B$ with respect to $\lambda$ given by Table 3. This yields a product in $B$, and we get a brace of abelian type ( $B,+, \cdot)$ and of order 24. This brace corresponds to SmallBrace $(24,629)$ in the Yang-Baxter library for GAP.

From the $\lambda$-action described, it follows that $\operatorname{Soc}(B)=\langle 4 a\rangle_{+}, \operatorname{Soc}_{2}(B)=\langle 2 a\rangle_{+}$and $\operatorname{Soc}_{3}(B)=B$.
Now, take $I:=\langle 2 a, b\rangle_{+}$, which is an ideal of $B$. Observe that the multiplicative group of $I$ is $\delta^{-1}(I)=\langle x, y, z\rangle \simeq \mathrm{D}_{12}$, which is not nilpotent. Thus, $I$ is not centrally nilpotent. Moreover, $\langle 4 a, b\rangle_{+}$is an ideal of $I$ which is centrally nilpotent as it is a trivial brace of order 6 . Therefore, $\operatorname{Fit}(I)=\langle 4 a, b\rangle_{+}$. But, $\operatorname{Fit}(I)$ is not an ideal of $B$, as it is not $\lambda$-invariant.

It is well known that the Fitting subgroup of a supersoluble group contains the derived subgroup (see, for example, [34], 5.4.10). Our next result shows that the derived ideal $\partial(B)=\left\langle B * B,[B, B]_{+}\right\rangle_{+}$ of a supersoluble brace $B$ has always finite multipermutational level.

Theorem 3.40. Let $B$ be a supersoluble brace. Then $\partial(B)=\operatorname{Soc}_{n}(\partial(B))$ for some $n \in \mathbb{N}$.

Table 3. Bijective 1-cocycle associated with Example 3.39.

| $g$ | $\delta(g)$ | $g$ | $\delta(g)$ | $g$ | $\delta(g)$ | $g$ | $\delta(g)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | $z$ | $b$ | $t$ | $3 a$ | $z t$ | $9 a+b$ |
| $x$ | $8 a$ | $x z$ | $8 a+b$ | $x t$ | $11 a$ | $x z t$ | $5 a+b$ |
| $x^{2}$ | $4 a$ | $x^{2} z$ | $4 a+b$ | $x^{2} t$ | $7 a$ | $x^{2} z t$ | $a+b$ |
| $y$ | $6 a$ | $y z$ | $6 a+b$ | $y t$ | $9 a$ | $y z t$ | $3 a+b$ |
| $x y$ | $2 a$ | $x y z$ | $2 a+b$ | $x y t$ | $5 a$ | $x y z t$ | $11 a+b$ |
| $x^{2} y$ | $10 a$ | $x^{2} y z$ | $10+b$ | $x^{2} y t$ | $a$ | $x^{2} y z t$ | $7 a+b$ |

Table 4. Bijective 1-cocycle associated with Example 3.41.

| $c$ | $\delta(c)$ | $c$ | $\delta(c)$ |
| :--- | :---: | :---: | :---: |
| 1 | 0 | $\tau$ | $6 a$ |
| $\sigma$ | $5 a$ | $\sigma \tau$ | $11 a$ |
| $\sigma^{2}$ | $4 a$ | $\sigma^{2} \tau$ | $10 a$ |
| $\sigma^{3}$ | $9 a$ | $\sigma^{3} \tau$ | $3 a$ |
| $\sigma^{4}$ | $8 a$ | $\sigma^{4} \tau$ | $2 a$ |
| $\sigma^{5}$ | $a$ | $\sigma^{5} \tau$ | $7 a$ |

Proof. It follows from Lemma 3.5 that the semidirect product $G=(B,+) \rtimes_{\lambda}(B, \cdot)$ is supersoluble. Thus, $[G, G]$ is nilpotent. On the other hand, $[G, G] \cap(B,+)$ contains $[B, B]_{+}$and $B * B$, so the additive group of $\partial(B)$ is nilpotent. By Theorem 3.27, $\partial(B)$ has finite multipermutational level, and the statement is proved.

On the other hand, the following example shows that we cannot hope for central nilpotency in Theorem 3.40.

Example 3.41. There exists a finite supersoluble brace $B$ of order 12 such that:

- $B=\operatorname{Soc}_{n}(B)$ for some $n \in \mathbb{N}$.
- $(B * B, \cdot)$ is not nilpotent; in particular, $\partial(B)$ is not centrally nilpotent.

Proof. Let $(B,+)=\langle a\rangle \simeq \mathrm{C}_{12}$ and $(C, \cdot)=\left\langle\sigma, \tau \mid \sigma^{6}=\tau^{2}=1, \sigma \tau=\tau \sigma^{-1}\right\rangle \simeq \mathrm{D}_{12}$ be groups of order 12. There exists an action $c \in(C, \cdot) \mapsto \lambda_{c} \in \operatorname{Aut}(B,+)$ given by

$$
\lambda_{\sigma}(a)=7 a \quad \text { and } \quad \lambda_{\tau}(a)=5 a .
$$

If we consider the semidirect product $G$ of $B$ and $C$ with respect to this action, then $G$ turns out to be a trifactorised group, as it possesses a subgroup $D=\left\langle a^{5} \sigma, a^{6} \tau\right\rangle$ such that $D \cap C=D \cap B=\{1\}$, $D C=B D=G$. Thus, there is a bijective 1 -cocycle $\delta: C \longrightarrow B$ with respect to $\lambda$ given by Table 4 . This yields a product in $B$, and we get a brace of abelian type ( $B,+, \cdot$ ) and of order 12 , corresponding to SmallSkewbrace $(12,15)$ in the Yang-Baxter library for GAP.

Since $\operatorname{Ker} \lambda=\left\langle\sigma^{2}\right\rangle$, it holds that $\langle 4 a\rangle_{+}=\operatorname{Soc}(B)$. Then, $\bar{B}:=B / \operatorname{Soc}(B)$ is a brace of order 4. Moreover, if we consider $\bar{\lambda}:\left(C /\left\langle\sigma^{2}\right\rangle, \cdot\right) \rightarrow \operatorname{Aut}(B /\langle 4 a\rangle,+)$, it follows that $\operatorname{Ker} \bar{\lambda}=\left\langle\tau+\left\langle\sigma^{2}\right\rangle\right\rangle$. Therefore, $\operatorname{Soc}_{2}(B)=\langle 2 a\rangle_{+}$and $B / \operatorname{Soc}_{2}(B)$ is a (trivial) brace of order 2. Hence, $\operatorname{Soc}_{3}(B)=B$.

On the other hand, $B * B=\langle 2 a\rangle_{+}$and $\delta^{-1}\left(\langle 2 a\rangle_{+}\right)=\left\langle\sigma^{2}, \tau\right\rangle \simeq \operatorname{Sym}(3)$, which is not nilpotent. Hence, $\partial(B)=B * B$ is not centrally nilpotent.

Despite the above example, it turns out that the Fitting ideal of a supersoluble brace has always finite index (see [34], 5.4.10, for the analogue property for supersoluble groups).

Theorem 3.42. Let B be a supersoluble brace. Then $B / \operatorname{Fit}(B)$ is finite.

Proof. By hypothesis, $B$ has a chain of ideals

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{n}=B
$$

such that, for each $0 \leq i<n$, either $I_{i+1} / I_{i}$ is contained in $\operatorname{Soc}\left(B / I_{i}\right)$ and is 1-generator, or $I_{i+1} / I_{i}$ has prime order. In particular, for each $0 \leq i<n$, we have that $C_{(B, \cdot)}\left(I_{i+1} / I_{i}, \cdot\right)$ and $C_{(B,+)}\left(I_{i+1} / I_{i},+\right)$ have finite index in $(B, \cdot)$ and $(B,+)$, respectively. By Theorem 3.10 of [5], there is a finite-index ideal $J$ of $B$ that is contained in all these centralizers. Intersecting the chain of the $I_{i}$ 's with $J$, we see that $J$ is centrally nilpotent (one also needs to use Lemma 3.16). Thus, $J \leq \operatorname{Fit}(B)$ by Corollary 3.37 and the statement is proved.

On some occasions, we can say something more about the index of the Fitting ideal.
Lemma 3.43. Let B be a supersoluble brace, and let I be a centrally nilpotent ideal of $B$ such that $(I,+)$ is torsion-free. Then there is a finite chain

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{n}=I
$$

of ideals of $B$ such that $I_{i+1} / I_{i} \leq \operatorname{Soc}\left(B / I_{i}\right) \cap \zeta\left(I / I_{i}\right)$ and $\left(I_{i+1} / I_{i},+\right)$ is infinite cyclic.
Proof. By Theorem 3.11, there is an ideal $J$ of $B$ contained in $I$ such that $J \leq \operatorname{Soc}(B)$ and $(J,+)$ is infinite cyclic. Since $(I, \cdot)$ is nilpotent and $(J, \cdot)$ is a normal infinite cyclic subgroup of $(B, \cdot)$, we have that $J \leq Z(I, \cdot)$, so $J \leq \zeta(I)$.

In order to use induction (consequently completing the proof), we should find such an ideal $J$ with an additional property: $(I / J,+)$ must be torsion-free. Since $I$ is centrally nilpotent, the set $T / J$ of all periodic elements of $(I / J,+)$ is an ideal of $I / J$ and coincides with the set of all periodic elements of $(I / J, \cdot)$ (see [4], Theorem 4.12). Thus, $T / J$ is also an ideal of $B / J$. Now, since $(T,+)$ is torsion-free, central-by-finite and has Hirsch length 1, we have that $(T,+)$ is infinite cyclic. Moreover, $T \leq \zeta(I)$ by [4], Corollary 4.17, so, in particular, $T$ is abelian. Also, since ( $T,+$ ) is infinite cyclic and normal in $(B,+)$, we have $T \leq Z(B,+)$. Let $x \in T$ and $b \in B$. Then

$$
m(x * b)=\left(x^{m}\right) * b=0
$$

where $m=|T / J|$, and hence $x * b=0$. Therefore, $x \in \operatorname{Soc}(B)$ and the statement is proved.
Lemma 3.44. Let $B$ be a supersoluble brace. If $I$ is any centrally nilpotent ideal of $B$ such that $U_{2}^{+}(I)=\{0\}$, then $I \leq \zeta_{n}(U)$ for some $n \in \mathbb{N}$, where $U / I=U_{2}^{+}(B / I)$.

Proof. Since every ideal of order 2 of a brace is always contained in the centre, it follows from Theorem 3.11 that we may assume $(I,+)$ is torsion-free. Now, by Lemma 3.43, there is a chain

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{n}=I
$$

of ideals of $B$ such that $I_{i+1} / I_{i} \leq \operatorname{Soc}\left(B / I_{i}\right) \cap \zeta\left(I / I_{i}\right)$ and $\left(I_{i+1} / I_{i},+\right)$ is infinite cyclic. By induction on $n$, we only need to show that $I_{1} \leq \zeta(U)$.

Now, let $x \in U$. Then there are $y \in U$ and $z \in I$ such that $x=y^{2} z$. Since $\left(I_{1}, \cdot\right)$ is infinite cyclic, we have $\left[y^{2}, I_{1}\right] .=\{0\}$, so also $\left[x, I_{1}\right] .=\{0\}$. This implies $I_{1} \leq Z(U, \cdot)$ and consequently $I_{1} \leq \zeta(U)$.

Theorem 3.45. Let B be a supersoluble brace such that $U_{2}^{+}(B)=\{0\}$. Then $|B / \operatorname{Fit}(B)|$ is a power of 2 .
Proof. Let $F=\operatorname{Fit}(B)$. It follows from Corollary 3.37 and Theorem 3.42 that $F$ is a centrally nilpotent ideal of $B$ and $B / F$ is finite. Moreover, Lemma 3.44 yields that $U_{2}^{+}(B / F)=\{0\}$, so $|B / F|$ is a power of 2 .

Corollary 3.46. Let $B$ be a supersoluble brace such that $(B,+)$ is torsion-free. Then $|B / \operatorname{Fit}(B)|$ is a power of 2 .

So far, we have shown that the Fitting ideal has always finite index in a supersoluble brace and that the index can sometimes be a power of 2 . Our last main result in the context of central nilpotency deals with the special case in which the supersoluble brace is finite over some term of its upper central series. Recall first that a well-known theorem of Issai Schur states that the commutator subgroup of a group is finite provided that the group is finite over the centre. This theorem has been generalized to braces in [29], Theorem 5.4. Schur's theorem admits a very relevant generalization: In fact, it has been proved by Reinhold Baer that the $(i+1)$ th term of the lower central series of a group is finite provided that the group is finite over the $i$ th term of the upper central series (see [33], Corollary 2 to Theorem 4.21). It is not clear if such a more general result holds for arbitrary braces, but in some special circumstances this is true (see, for example, [18], Theorem 3.37). Here, we provide a further example of a class of braces in which the theorem of Baer holds.

Theorem 3.47. Let $B$ be a supersoluble brace such that $B / \zeta_{n}(B)$ is finite for some $n \in \mathbb{N}$. Then $\Gamma_{n+1}(B)$ is finite.

Proof. Let $T$ be the largest finite ideal of $B$ (it exists because $B$ satisfies the maximal condition on subbraces). Replacing $B$ by $B / T$, we may assume that $T=\{0\}$. In particular, the additive group of $\zeta(B)$ is torsion-free, and consequently, the additive group of every factor of the upper central series of $B$ is torsion-free (see [4], Theorem 4.16). Then, also using Theorem 3.11, we see that $B$ has a finite chain of ideals

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{\ell}=J_{0} \leq J_{1} \leq \ldots \leq J_{m}=U \leq B,
$$

where
(a) $I_{i+1} / I_{i} \leq \zeta\left(B / I_{i}\right)$ and $\left(I_{i+1} / I_{i},+\right)$ is infinite cyclic for all $0 \leq i<\ell$,
(b) $\left|J_{i+1} / J_{i}\right|$ is an odd prime for all $0 \leq i<m$, and
(c) $|B / U|$ is a power of 2 .

We now claim that there is a finite chain of ideals of $B$ contained in $J_{1}$ whose factors satisfy (a). Write $p=\left|J_{1} / J_{0}\right|$. It follows from Theorem 3.11 that only one of the following two possibilities holds:
(1) $J_{1} / I_{\ell-1} \leq \operatorname{Soc}\left(B / I_{\ell-1}\right)$ and $\left(J_{1} / I_{\ell-1},+\right)$ is infinite cyclic.
(2) $J_{1} / I_{\ell-1}=I_{\ell} / I_{\ell-1} \times P / I_{\ell-1}$, where $P / I_{\ell-1}$ is an ideal of $B / I_{\ell-1}$ having order $p$.

In case (2), the claim follows by induction on $\ell$ (note that the base case $\ell=0$ implies that $B=\{0\}$, so we may assume $\ell \geq 1$ ). In case (1), ( $\left.J_{1} / I_{\ell-1}, \cdot\right)$ is infinite cyclic, and ( $\left.I_{\ell} / I_{\ell-1}, \cdot\right) \leq Z\left(B / I_{\ell-1}, \cdot\right)$, so also $\left(J_{1} / I_{\ell-1}, \cdot\right) \leq Z\left(B / I_{\ell-1}, \cdot\right)$ and hence $J_{1} / I_{\ell-1} \leq \zeta\left(B / I_{\ell-1}\right)$. The claim is proved.

Now, repeated applications of the previous claim allow us to assume $m=0$ (compare with the proof of Theorem 3.48); in particular, $\left|B / \zeta_{\ell}(B)\right|$ is a power of 2 . It follows from Theorem 3.7 that $B / \zeta_{\ell}(B)$ is centrally nilpotent, so $B$ is centrally nilpotent. Since the additive groups of the factors of the upper central series of $B$ are torsion-free and $B / \zeta_{n}(B)$ is finite by hypothesis, we have that $B=\zeta_{n}(B)$, so $\Gamma_{n+1}(B)$ is finite.

Actually, the converse of the previous statement holds for every almost polycyclic brace. We need the following result which is deduced from [5], Lemma 3.3 and Remark 3.5.

Lemma 3.48. Let $B$ be a brace. If $N \leq M$ are ideals of $B$ such that
(a) $N$ is finite,
(b) $M / N \leq \zeta(B / N)$, and
then $M$ contains an ideal $L$ of $B$ such that:
(1) $L \cap N=\{0\}$;
(2) $L \leq \zeta(B)$;
(3) $M / L$ is finite;

In particular, $M / M \cap \zeta(B)$ is finite.
Theorem 3.49. Let $B$ be an almost polycyclic brace such that $\Gamma_{n+1}(B)$ is finite for some $n \in \mathbb{N}$. Then $B / \zeta_{n}(B)$ is finite.
Proof. By Lemma 3.48, $\Gamma_{n}(B)$ contains a finite-index subbrace $I$ of $B$ such that $I \leq \zeta(B)$. By induction, $U / I=\zeta_{n-1}(B / I)$ has finite-index in $B$, so also $\zeta_{n}(B) \geq U$ has finite index in $B$.
Corollary 3.50. Let $B$ be a supersoluble brace. Then $\Gamma_{n+1}(B)$ is finite if and only if $B / \zeta_{n}(B)$ is finite.
In the final part of this section, we show how to recognize supersolubility in an almost polycyclic brace. One of the ways is to look at the finite homomorphic images.
Theorem 3.51. Let $B$ be an almost polycyclic brace. Then $B$ is supersoluble if and only if all its finite homomorphic images are supersoluble.
Proof. If $B$ is supersoluble, then obviously such are also its (finite) homomorphic images. Conversely, suppose $B$ is infinite and that all its finite homomorphic images are supersoluble. Consider the natural semidirect product $G=N \rtimes_{\lambda} X$, where $N=(B,+)$ and $X=(B, \cdot)$. Then, $G$ is polycyclic-by-finite since from the definition of almost polycyclic brace it follows that both $(B,+)$ and ( $B, \cdot$ ) are polycyclic-byfinite, and this class is closed with respect to forming extensions. If $H$ is any finite-index normal subgroup of $G$, then there is a finite-index ideal $I$ of $B$ such that $M=(I,+) \leq H \cap N$ and $Y=(I, \cdot) \leq H \cap X$ (see [5], Theorem 3.10). Since $G / M Y \simeq(B / I,+) \rtimes_{\lambda}(B / I, \cdot)$, we have that $G / H$ is supersoluble by Lemma 3.5. The arbitrariness of $H$ shows that $G$ is supersoluble (see [10], Satz 3.1).

Now, let $I$ be a nontrivial normal cyclic subgroup of $G$ contained in $(\operatorname{Soc}(B),+) \leq N$ (this is possible by Theorem 3.10). Then Lemma 1.10 of [17] yields that $I \unlhd B$. By induction, $B / I$ is supersoluble, and consequently $B$ is supersoluble.

The other way is through finite presentations of almost polycyclic braces.
Theorem 3.52. There is an algorithm which, given a presentation of an almost polycyclic brace B, decides if $B$ is supersoluble.
Proof. Two recursive procedures are set in motion. The first constructs all finite braces in increasing orders and finds finitely many homomorphisms from $B$ into each of these braces. Then it tests if the image of $B$ is supersoluble. By Theorem 3.51, this procedure stops if $B$ is not supersoluble.

In order to complete the proof of the statement, we need a procedure stopping if $B$ is supersoluble. By Theorem 4.7 of [5], we find a set $\left\{b_{1}, \ldots, b_{n}\right\}$ of additive and multiplicative generators of $B$, and, by Theorem 4.13 of [5], we find $n \in \mathbb{N}$ and $I \unlhd B$ such that $I \leq \operatorname{Soc}_{n}(B)$ and $B / I$ is finite; in particular, we find a set $\left\{a_{1}, \ldots, a_{m}\right\}$ of additive and multiplicative generators of $I$. Suppose $I \neq\{0\}$ (see [5], Theorem 4.4). Then we recursively enumerate all $b$-words with symbols $x_{1}, \ldots, x_{m}$, and for each of these $b$-words, say $\theta\left(x_{1}, \ldots, x_{m}\right)$, we check if $\left[a, b_{i}\right]_{+}=a * b_{i}=a * a=0 \neq a$ for all $1 \leq i \leq n$, where $a=\theta\left(a_{1}, \ldots, a_{m}\right)$ (see [5], Theorem 4.1). If the result is negative, we move to the next $b$-word. If the result is positive, it means that $\langle a\rangle_{+} \leq \operatorname{Soc}(B)$; then we also check if $\langle a\rangle_{+}$is an ideal of $B$ by using Theorems 4.4 and 4.9 of [5]. If so, we check if $I=\langle a\rangle_{+}$(see [5], Theorem 4.4); otherwise, we move to the next $b$-word. If $I=\langle a\rangle_{+}$, then $B /\langle a\rangle_{+}$is finite; if not, we move to $B /\langle a\rangle_{+}$and we repeat the previous procedure until we find, if possible, a finite chain of ideals of $B$

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{\ell}=I
$$

such that, for each $0 \leq i<\ell, I_{i+1} / I_{i} \leq \operatorname{Soc}\left(B / I_{i}\right)$ and $\left(I_{i+1} / I_{i},+\right)$ is cyclic. Then we move to $B / I$, which is finite, so without loss of generality we may assume $B$ is finite. As before, we recursively enumerate all elements of $B$, and for each of them, say $x$, we check if $\langle x\rangle_{+}$is an ideal of $B$ such that $\langle x\rangle .=\langle x\rangle_{+}$. If $x$ is such an element, then we check if $B=\langle x\rangle_{+}$. If so, the algorithm stops. If not, we repeat the same procedure to the quotient $B /\langle x\rangle_{+}$, until we find, if possible, a finite chain of ideals of $B$

$$
\{0\}=J_{0} \leq J_{1} \leq \ldots \leq J_{r}=I
$$

such that, for each $0 \leq i<r,\left(I_{i+1} / I_{i},+\right)$ and $\left(I_{i+1} / I_{i}, \cdot\right)$ are cyclic groups (see also Remark 3.4). It is clear that if $B$ is supersoluble, then the algorithm stops after finitely many steps.

## 4. Hypercyclic and locally supersoluble braces

The aim of this section is to provide a broader context to some of the results on supersoluble braces in a fashion which is similar to that in which some of the main results for central nilpotency are proved in (and generalized to) the broader contexts of locally centrally-nilpotent braces and hypercentral braces (see, for example, [4]). Here, the two key definitions are those of hypercyclic brace and locally supersoluble brace. A brace $B$ is locally supersoluble if its finitely generated subbraces are supersoluble, while it is hypercyclic if it has an ascending chain of ideals

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots I_{\alpha} \leq I_{\alpha+1} \leq \ldots I_{\lambda}=B
$$

( $\alpha$ and $\lambda$ are ordinal numbers) such that, for each ordinal $\beta<\lambda$, either $\left(I_{\beta+1} / I_{\beta},+\right.$ ) is an infinite cyclic group and $I_{\beta+1} / I_{\beta} \leq \operatorname{Soc}\left(B / I_{\beta}\right)$, or $I_{\beta+1} / I_{\beta}$ has prime order.

Clearly, every supersoluble brace is hypercyclic, and every hypercyclic brace is locally supersoluble by Corollary 3.3 of [38], but the converses do not hold. Moreover, as for supersoluble braces (see Lemma 4.1), it turns out that all the relevant groups connected with a locally supersoluble brace have nice generalized supersoluble properties (we refer to [33] for the definitions and properties of hypercyclic and locally supersoluble groups).

Lemma 4.1. Let $B$ be a brace, and let $G=(B,+) \rtimes_{\lambda}(B, \cdot)$. If $B$ is locally supersoluble (resp. hypercyclic), then $G$ is supersoluble (resp. hypercyclic). In particular, $(B,+)$ and $(B, \cdot)$ are locally supersoluble (resp. hypercyclic) groups.

Proof. We only prove the result for a hypercyclic brace $B$. By definition, $B$ has a nonzero ideal $I$ such that either $I \leq \operatorname{Soc}(B)$ and $(I,+)$ is infinite cyclic, or $|I|$ is a prime. Then $M=(I,+)$ and $N=(I,+) \rtimes_{\lambda}(I, \cdot)$ are normal subgroups of $G$ such that $M$ and $N / M$ are cyclic groups, and $G / N \simeq(B / I,+) \rtimes_{\lambda}(B / I, \cdot)$. Iterating this procedure by transfinite recursion, we may define an ascending series of normal subgroups of $G$ with cyclic factors that must reach $G$ at some point.

In Section 3, we showed that a brace is supersoluble if and only if it is weakly supersoluble. This immediately implies that a brace is locally supersoluble if and only if it is locally weakly supersoluble. Taking inspiration from the definition of a weakly supersoluble brace, we could define weakly hypercyclic braces in the obvious way (requiring the infinite factors to just be contained in the additive centre). Although we do not wish to bore the reader with a precise definition, we now show that again these concepts turn out to be equivalent (so there is actually no need to give a definition).

Lemma 4.2. Let B be a locally supersoluble brace, and let I be an ideal of B.
(1) If $I \leq Z(B,+)$ and $|I|$ is a prime, then $I \leq \operatorname{Soc}(B)$.
(2) If I is abelian and $(I,+)$ is infinite cyclic, then $I \leq \operatorname{Soc}(B)$.

Proof. If $F$ is any finitely generated subbrace of $B$ containing $I$, then $I \leq \operatorname{Soc}(B)$ by Lemma 3.16. The arbitrariness of $F$ yields $I \leq \operatorname{Soc}(B)$ and completes the proof.

Theorem 4.3. Let B be a brace having an ascending chain of ideals

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots I_{\alpha} \leq I_{\alpha+1} \leq \ldots I_{\lambda}=B
$$

(here $\alpha$ and $\lambda$ are ordinal numbers) such that, for each ordinal $\beta<\lambda$, either $I_{\beta+1} / I_{\beta}$ is abelian and $\left(I_{\beta+1} / I_{\beta},+\right)$ is a central cyclic subgroup of $\left(B / I_{\beta},+\right)$, or $I_{\beta+1} / I_{\beta}$ has prime order. Then $B$ is hypercyclic.

Proof. It follows from Corollary 3.3 of [38] that $B$ is locally weakly supersoluble, so also locally supersoluble by Theorem 3.17. Now, let $J \leq I$ be ideals of $B$ such that $I / J$ is abelian and $(I / J,+)$ is a central cyclic subgroup of $(B / J,+)$. If $I / J$ is infinite, then, since $B / J$ is locally supersoluble, it follows from Lemma 4.2 that $I / J \leq \operatorname{Soc}(B / J)$. Suppose $I / J$ is finite. Since $(I / J,+)$ and $(I / J, \cdot)$ are finite cyclic groups, there is a finite chain of ideals of $B$

$$
I=J_{0} \leq J_{1} \leq \ldots \leq J_{\ell}=J
$$

whose factors have prime order (see the proof of Theorem 3.8 for more details). Therefore, $B$ is hypercyclic.

There are a couple of ways to detect the property of being hypercyclic starting from some substructural entities of a brace. For example, the following characterization of a hypercyclic brace (an analog of which can be given for hypercentral braces) shows that we need only look for small ideals in every quotient of the brace.
Theorem 4.4. Let $B$ be a brace. Then $B$ is hypercyclic if and only if every nonzero quotient $B / I$ of $B$ has a nonzero ideal $J / I$ such that either $J / I \leq \operatorname{Soc}(B / I)$ and $(J / I,+)$ is an infinite cyclic group, or $|J / I|$ is prime.

By definition, local supersolubility can be detected from the behaviour of the finitely generated subbraces. It is not possible to state the same for the property of being hypercyclic, but if we replace 'finitely generated' by 'countable', then this can be achieved (note that every finitely generated brace is countable). In fact, it has been shown in [4] that the countable subbraces of a brace $B$ play a relevant role in determining which properties $B$ satisfies; in particular, Theorem 4.4 of [4] states that the property of being centrally nilpotent and that of being hypercentral can be both detected from the analysis of the countable subbraces. Our next result is a further example of this fact.

Theorem 4.5. Let B be a brace. Then B is hypercyclic if and only if all its countable subbraces are hypercyclic.

Proof. Of course, we only need to show that if all countable subbraces of $B$ are hypercyclic, then $B$ is hypercyclic. Moreover, by Theorem 4.4 (see also the proof of Theorem 3.8), we only need to find a nonzero 1 -generator subgroup $I$ of $(B,+)$ that has the following property with respect to $B$ :
$(\star) I$ is an abelian ideal of $B$, and either $|I|$ is finite or $I \leq \operatorname{Soc}(B)$.
Suppose there is no such a subgroup. Let $0 \neq x \in B$, and put $X_{0}=\langle x\rangle$; in particular, $X_{0}$ is a countable subbrace of $B$. Assume now we have defined a countable subbrace $X_{n}$ of $B$ for some nonnegative integer $n$. For each $y \in X_{n} \backslash\{0\}$, we have that $\langle y\rangle_{+}$does not satisfy ( $\star$ ), so either $y * y \neq 0$ (in this case, we let $b_{y}=0$ ), or there is an element $b_{y} \in B$ such that one of the following conditions holds:

- $\langle y\rangle_{+}$is not an ideal of $\left\langle X_{n}, b_{y}\right\rangle$.
- $\langle y\rangle_{+}$is an infinite ideal of $\left\langle X_{n}, b_{y}\right\rangle$ and $y * b_{y} \neq 0$.

Define $X_{n+1}=\left\langle X_{n}, b_{y}: y \in X_{n} \backslash\{0\}\right\rangle$. Finally, put

$$
X=\bigcup_{n \geq 0} X_{n} .
$$

Since $X_{i} \leq X_{i+1}$ for all $i$, we have that $X$ is a countable subbrace of $B$. Thus, $(X,+)$ contains a nonzero 1 -generator subgroup $U=\langle a\rangle_{+}$satisfying ( $\star$ ) with respect to $X$. Therefore, there is $\ell \geq 0$ such that $a \in X_{\ell}$, and this means that $U=\langle a\rangle_{+}$does not satisfy property ( $\star$ ) with respect to $\left\langle X_{\ell}, b_{a}\right\rangle \leq X_{\ell+1} \leq X$, an obvious contradiction.

Now, we deal with some structural properties of locally supersoluble (resp. hypercyclic) braces. The first thing we note is that one can immediately generalize Corollary 3.13 to arbitrary locally supersoluble braces.

Theorem 4.6. Let $B$ be a locally supersoluble brace, and let p be a prime number. Then $U_{p}^{+}(B)=U_{p}^{\bullet}(B)$ is an ideal of $B$.

Proof. Let $x \in U_{p}^{+}(B), b \in B$, and put $X=\langle x, b\rangle$. Then

$$
\langle x\rangle^{X} \leq U_{p}^{+}(X)=U_{p}^{\cdot}(X) \leq U_{p}^{\cdot}(B)
$$

A symmetric argument shows that $\langle y\rangle^{Y} \leq U_{p}^{+}(B)$, where $y \in U_{p}^{\cdot}$ and $Y=\langle y, b\rangle$. This is clearly enough to prove the statement.

Remark 4.7. Actually, the conclusions of Theorem 4.6 are satisfied by any brace that locally satisfy them (the proof being the same).

As shown in [6], a great deal of structural information is provided by the chief factors of a brace. Recall that if $B$ is brace and $J<I$ are ideals of $B$ such that $I / J$ is a minimal ideal of $B / J$, then $I / J$ is said to be a chief factor of $B$. It is obvious from the definition that chief factors of supersoluble braces have prime order, and our next aim is to show that this is still true for locally supersoluble braces (see Corollary 4.14). As a by-product, we will also describe chief factors of locally soluble (see Corollary 4.9) and locally polycyclic braces (see Corollary 4.11) - recall that a brace $B$ is polycyclic if it has a finite chain of ideals

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots \leq I_{n}=B
$$

such that $I_{i+1} / I_{i} \leq \operatorname{Soc}\left(B / I_{i}\right)$ for all $0 \leq i<n$ (see [5]). In order to do so, we need to introduce some further soluble-related concepts. Let $I$ be an ideal of a brace $B$. Then $I$ is $B$-hypoabelian if there is a descending chain of ideals of $B$

$$
\{0\}=I_{\lambda} \ldots \leq I_{\alpha+1} \leq I_{\alpha} \ldots \leq I_{1} \leq I_{0}=I
$$

(here $\alpha$ and $\lambda$ are ordinal numbers) such that, for all $0 \leq \beta<\lambda$, the factor $I_{\beta} / I_{\beta+1}$ is abelian; if $\lambda$ is a finite ordinal number, then $I$ is also said to be $B$-soluble. If $B$ is $B$-hypoabelian, we also say that $B$ is hypoabelian and, clearly, $B$ is soluble if and only if it is $B$-soluble. Note that hypoabelianity is not preserved with respect to forming quotients, and that every ideal of a hypoabelian (resp. soluble) brace $B$ is $B$-hypoabelian (resp. $B$-soluble).

Theorem 4.8. Let I be a minimal ideal of a brace B. If, for every finitely generated subbrace F of B, the intersection $F \cap I$ is $F$-hypoabelian, then I is an abelian brace which, as a group, can be described as either an elementary abelian p-group for some prime $p$ or a restricted direct product of copies of the additive group of the rational numbers.

Proof. Suppose $I$ is nonabelian. Then there exist elements $a, b \in I$ such that $S=\left\{[a, b]_{+}, a * b\right\} \neq\{0\}$. Let $c \in S \backslash\{0\}$. The minimality of $I$ in $B$ implies that $I=\langle c\rangle^{B}$, so there is a finite subset $E$ of $B$ such that $c \in E$ and $\langle a, b\rangle \leq H=\langle c\rangle^{K}$, where $K=\langle E\rangle$. Since $H \leq K \cap I$, we have that $H$ is $K$-hypoabelian and hence there is an ideal $L$ of $K$ which is strictly contained in $H$ and such that $H / L$ is abelian. Thus, $c \in S \subseteq L$ and consequently $H=\langle c\rangle^{K} \leq L<H$, a contradiction. Therefore, $I$ is abelian.

Now, let $p$ be any prime. Clearly, $I[p]=\left\{x \in I: x^{p}=0\right\}$ is an ideal of $B$, so either $I[p]=I$ or $I[p]=\{0\}$. Similarly, $I^{p,+}=I^{p, \cdot}$ is an ideal of $B$. This implies that either $(I,+)$ is an elementary abelian $q$-group for some prime $q$, or it is torsion-free and divisible, which means it is a restricted direct product of copies of the additive group of rational numbers.

Corollary 4.9. Let B be a locally soluble brace. Then every chieffactor of B is abelian and, as a group, can be described as either an elementary abelian p-group for some prime p or a restricted direct product of copies of the additive group of the rational numbers.

Proof. Since local solubility is preserved with respect to forming quotients, we only need to prove the statement for a minimal ideal $I$ of $B$. Now, let $F$ be any finitely generated subbrace of $B$. Then $F$ is soluble, so $F \cap I$ is $F$-soluble and hence $F$-hypoabelian. An application of Theorem 4.8 completes the proof.

Theorem 4.10. Let I be a minimal ideal of a brace B. If for every finitely generated subbrace $F$ of $B$ the intersection $F \cap I$ is finitely generated and $F$-hypoabelian, then I is an abelian brace which, as a group, can be described as an elementary abelian p-group for some prime $p$.

Proof. By Theorem 4.8, $I$ is abelian. Suppose by contradiction that ( $I,+$ ) is torsion-free, and let $0 \neq x \in I$. Put $y=x^{2}$. The minimality of $I$ shows that $I=\langle y\rangle^{B}$. Thus, there is a finite subset $E$ of $B$ such that $y \in E$ and $x \in\langle y\rangle^{K}$, where $K=\langle E\rangle$. By assumption, $K \cap I$ is finitely generated and abelian, so ( $K \cap I,+$ ) is finitely generated, and hence, it is a direct product of finitely many infinite cyclic groups. Put $X=\langle x\rangle^{K}$; in particular, $X \leq K \cap I$. Now, $y=x^{2} \in X^{2, \cdot}=X^{2,+} \unlhd K$, so

$$
x \in\langle y\rangle^{K} \leq X^{2, \cdot} \unlhd K
$$

and hence $X=X^{2, \cdot}$, a contradiction. Thus, $(I,+)$ is an elementary abelian $p$-group for some prime $p$ and we are done.

Corollary 4.11. Let B be a locally polycyclic brace. Then every chief factor of $B$ is abelian and, as a group, can be described as an elementary abelian p-group for some prime $p$ (depending on the chief factor).
Proof. Since the property of being locally polycyclic is preserved with respect to forming quotients, we only need to prove the statement for a minimal ideal $I$ of $B$. Now, let $F$ be any finitely generated subbrace of $B$. Then $F$ is polycyclic, so $F \cap I$ is $F$-hypoabelian. Moreover, since every subbraces of a polycyclic brace is finitely generated, we have that $F \cap I$ is finitely generated. An application of Theorem 4.10 completes the proof.

In order to deal with the chief factors of locally supersoluble braces, we introduce the following definition. Let $n \in \mathbb{N}$. A brace $B$ is said to be $n$-chief if the following two conditions hold:
(1) $B$ satisfies the maximal condition on subbraces.
(2) If $I / J$ is any chief factor of $B$, then $I / J$ is abelian and there is a prime $p$ (depending on $I / J$ ) such that $\left(I / J,+\right.$ ) is an elementary abelian $p$-group of rank at most $n$ (in particular, $|I / J| \leq p^{n}$ ).
Of course, any $n$-chief brace is hypoabelian. Note also that although the property of being $n$-chief is inherited by forming quotients, it is not clear if it is inherited by subbraces. However, in our next result, we deal with locally $n$-chief braces, a class of braces that is (by definition) closed with respect to forming subbraces and is of course also closed with respect to forming quotients.
Theorem 4.12. Let $n \in \mathbb{N}$ and let $B$ be a locally $n$-chief brace. Then every chief factor of $B$ is abelian and, as a group, can be described as an elementary abelian p-group of rank at most $n$ for some prime $p$ (depending on the chief factor).
Proof. It is clearly enough to prove the statement for a minimal ideal $I$ of $B$. Let $F$ be a nonzero, finitely generated subbrace of $B$, and let $J$ be any nonzero ideal of $F$. Since $F$ satisfies the maximal condition on subbraces, there is an ideal $L$ of $F$ that is maximal with respect to the property of being strictly contained in $J$. Thus, $J / L$ is a chief factor of $F$ and is consequently abelian. The arbitrariness of $J$ in $F$ shows that $F \cap I$ is $F$-hypoabelian. Since $F \cap I$ is finitely generated, it follows from Theorem 4.10 that $I$ is abelian and that $(I,+)$ is an elementary abelian $p$-group for some prime $p$. Suppose the rank of $I$ is at least $n+1$, and let $x_{1}, \ldots, x_{n+1}$ be additively independent elements of $I$. There are elements $b_{1}, \ldots, b_{\ell}$ of $B$ such that if $c \in\left\langle x_{1}, \ldots, x_{n+1}\right\rangle=V$, then $\langle c\rangle^{U} \geq V$, where $U=\left\langle x_{1}, \ldots, x_{n+1}, b_{1}, \ldots, b_{\ell}\right\rangle$. Let $M$ be an ideal of $U$ which is maximal with respect to the property of not containing $x_{1}$. Then $V^{U} M / M$ is a nonzero chief factor of $U$ whose additive group is an elementary abelian $p$-group of rank at least $n+1$. This contradiction completes the proof.

Remark 4.13. Since we do not know if the property of being $n$-chief is subbrace-closed, a most reasonable definition for a local $n$-chief brace is that of a brace in which every finitely generated subbrace is contained in a subbrace that is $n$-chief. It is easy to see that the statement of Theorem 4.12 still holds if we employ this definition, the proof being essentially the same.

Since every supersoluble brace is 1-chief, the following result is an immediate consequence of Theorem 4.12.

Corollary 4.14. Let B be a locally supersoluble brace. Then every chieffactor of B has prime order.
Another relevant structural piece of information concerns with the indices of the subbraces. In order to simplify the notation, we introduce the following definition. We say that a brace $B$ has the indexproperty if the following two assertions are equivalent for every subbrace $X$ of $B$ :
(1) $(X,+)$ has finite index $n$ in $(B,+)$.
(2) $(X, \cdot)$ has finite index $n$ in $(B, \cdot)$.

As we already remarked, every almost polycyclic brace (and consequently every supersoluble brace) has the index-property. As a consequence of the following more general result, it turns out that every locally supersoluble brace has the index-property.

Theorem 4.15. Let B be a brace that locally satisfies the index-property. Then $B$ has the index-property.
Proof. Let $X$ be any subbrace of $B$ such that $|(B,+):(X,+)|$ is finite and is equal to $n$. Let $b_{1}, \ldots, b_{n}$ be a transversal to $(X,+)$ in $(B,+)$, and put $C=\left\langle b_{1}, \ldots, b_{n}\right\rangle$. Then $|(C,+):(C \cap X,+)|=n$. On the other hand, since $C$ is finitely generated, we have that

$$
|(C,+):(C \cap X,+)|=|(C, \cdot):(C \cap X, \cdot)|,
$$

so $|(B, \cdot):(X, \cdot)| \geq n$. If $|(B, \cdot):(X, \cdot)|>n$, then we can find $c_{1}, \ldots, c_{n+1} \in B$ such that $c_{i} X \neq c_{j} X$ for all $1 \leq i, j \leq n+1$ with $i \neq j$. However, this means that

$$
|(D,+):(D \cap X,+)|=n<|(D, \cdot):(D \cap X, \cdot)|,
$$

where $D=\left\langle c_{1}, \ldots, c_{n+1}\right\rangle$, a contradiction. Thus, $|(B,+):(X,+)|=|(B, \cdot):(X, \cdot)|$ and $B$ has the index-property. We argue in a similar way in case $|(B, \cdot):(X, \cdot)|$ is finite.

Remark 4.16. Similarly to Remark 4.13, we note that Theorem 4.15 holds if we replace the condition that the brace 'locally satisfies the index-property' with the condition that 'every finitely generated subbrace is contained in a subbrace satisfying the index-property'.
Corollary 4.17. Every brace that is locally almost polycyclic has the index-property. In particular, every locally supersoluble brace has the index-property.

We could give many other analogs of the statements in Section 3 concerning the index-structural properties of a supersoluble brace, but for the sake of conciseness we only concern ourselves with a couple of them. The first result generalizes Corollary 3.23.

Theorem 4.18. Let $B$ be a locally supersoluble brace. If $C$ is a subbrace of $B$ such that $|B: C|=2$, then $C \unlhd B$.

Proof. Suppose $C$ is not an ideal of $B$, and choose $b \in B$ and $c \in C$ such that one of the elements $\lambda_{b}(c)$, $c^{b, \cdot}, c^{b,+}$ is not contained in $C$. Now, the subbrace $D=\langle b, c\rangle$ is supersoluble and $C \cap D$ has index 2 in $D$, so $C \cap D \unlhd D$ by Corollary 3.23. However, $c \in C \cap D$ and $b \in D$, although one of the elements $\lambda_{b}(c), c^{b, \cdot}, c^{b,+}$ does not belong to $C \cap D$. This contradiction completes the proof.

The other result we would like to generalize is Theorem 3.19, which states that a maximal subbrace of a supersoluble brace has prime index. Unfortunately, we are not able to prove that every maximal
subbrace of a locally supersoluble must have prime index, so we leave this as an open question - as we shall see, the problem relies on the bad nilpotency-behaviour of the derived ideal of a supersoluble brace (see Example 3.41 and Theorem 4.21). On the other hand, we can prove that at least in some special circumstances (such as the hypercyclic case) the result is true, but the proof is not a trivial consequence of Theorem 3.19. It is in fact based on the relation between maximal subbraces and a locally nilpotent concept for ideals that has been introduced in [4]. Thus, recall first that an ideal $I$ of a brace $B$ is locally $B$-nilpotent if the following condition holds:

- For every finitely generated subbrace $F$ of $B$, the finitely generated subbraces of $I \cap F$ are contained in $F$-centrally nilpotent ideals of $F$.

Of course, every $B$-centrally nilpotent ideal is locally $B$-nilpotent. Moreover, every locally $B$-nilpotent ideal of a brace $B$ is locally nilpotent, and it follows from Theorem 5.3 of [4] that the sum of arbitrarily many locally $B$-nilpotent ideals of a brace $B$ is locally $B$-nilpotent. Thus, $B$ has a largest locally $B$-nilpotent ideal, which we call the Hirsch-Plotkin ideal of $B$. As for $B$-central nilpotency in supersoluble braces (see Theorem 3.36), local $B$-nilpotency coincides with its 'nonrelative' analog in the locally supersoluble environment.

Theorem 4.19. Let B be a locally supersoluble brace, and let I be a locally centrally-nilpotent ideal of B. Then I is locally B-nilpotent.

Proof. Let $F$ be any finitely generated subbrace of $B$; in particular, $F$ is supersoluble and all the subbraces of $F$ are finitely generated. Being a finitely generated subbrace of the locally centrally-nilpotent ideal $I$, we have that $I \cap F$ is centrally nilpotent. Then $I \cap F$ is an $F$-centrally nilpotent ideal of $F$ by Theorem 3.36. The arbitrariness of $F$ proves that $I$ is locally $B$-nilpotent.

Corollary 4.20. Let B be a locally supersoluble brace. Then the join of all locally centrally-nilpotent ideals of $B$ is locally centrally-nilpotent and coincides with the Hirsch-Plotkin ideal of B.

The key result that let us handle maximal subbraces of a hypercyclic brace is the following one. Recall that if $I$ is an ideal of a brace $B$, then $\partial_{B}(I)$ is the smallest ideal $J$ of $B$ such that $J \leq I$ and $I / J$ is abelian - clearly, $\partial_{B}(B)=\partial(B)$.

Theorem 4.21. Let B be a brace that locally satisfies the maximal condition on subbraces, and let I be a locally $B$-nilpotent ideal of $B$. If $M$ is any maximal subbrace of $B$, then $\partial_{B}(I) \leq I \cap M \unlhd B$.

Proof. Suppose $I \cap M$ is not an ideal of $B$; in particular, $I \not \approx M$. Since $M$ is maximal in $B$, we have that $B=I M$, so there are elements $x \in I$ and $a \in I \cap M$ such that $\mathcal{A}:=\left\{a^{x, \cdot}, a^{x,+}, \lambda_{x}(a)\right\} \nsubseteq M$. Let $b \in \mathcal{A} \backslash M$, and let $F$ be a finite subset of $M$ such that $x \in\langle b, F\rangle$ (this subset exists because $M$ is maximal). Put $C=\langle b, a, F\rangle$, and let $D$ be a subbrace of $C$ that is maximal with respect to containing $\langle a, F\rangle$ but not $b$; in particular, $D$ is a maximal subbrace of $C$. Since $C$ satisfies the maximal condition on subbraces, we have that $I \cap C$ is a $C$-centrally nilpotent ideal of $C$. Moreover, $a \in(I \cap C) \cap D$ and $x \in C$ but $b \notin(I \cap C) \cap D$, so without any loss of generality we may assume that $I$ is $B$-centrally nilpotent.

Now, let $i$ be the largest nonnegative integer such that $\zeta_{i}(I)_{B} \leq I \cap M$. Then $Z:=\zeta_{i+1}(I)_{B} \nexists I \cap M$, so $B=Z M$. Since $I \cap M \unlhd M$ and

$$
[z, I \cap M] . \cup[z, I \cap M]_{+} \cup \lambda_{z}(I \cap M) \subseteq I \cap M
$$

for all $z \in Z$, we have that $I \cap M \unlhd B$, thus completing the proof of the first part of the statement.
Finally, suppose that $\partial_{B}(I) \nsubseteq I \cap M$. Since $I \cap M \unlhd B$, we have $\partial(I) \not \leq I \cap M$. Let $a \in \partial(I) \backslash(I \cap M)$; in particular, $a$ does not belong to $M$. Then there are finitely many elements $x_{1}, \ldots, x_{n}$ of $I$ such that $a \in \partial\left(\left\langle x_{1}, \ldots, x_{n}\right\rangle\right)$. For each $i \in\{1, \ldots, n\}$, let $F_{i}$ be a finite subset of $M$ such that $x_{i} \in\left\langle a, F_{i}\right\rangle$. Put $C=\left\langle a, F_{1}, \ldots, F_{n}\right\rangle$. Since $x_{i} \in C$ for all $1 \leq i \leq n$, we also have that $a \in \partial(I \cap C)$. Since $C$ satisfies the maximal condition on subbraces, we have that $I \cap C$ is a $C$-centrally nilpotent ideal of $C$. Let $D$ be a subbrace of $C$ that is maximal with respect to containing $F_{1}, \ldots, F_{n}$ but not $a$. It follows that $D$ is
actually a maximal subbraces of $C$ and that $\partial(I \cap C) \nsucceq(I \cap C) \cap D$. Thus, without loss of generality we may assume $I$ is $B$-centrally nilpotent. Now, $B=\partial_{B}(I) M$, and hence

$$
I=I \cap \partial_{B}(I) M=\partial_{B}(I)(I \cap M)
$$

Since $I /(I \cap M)$ is nonzero and $(B /(I \cap M))$-centrally nilpotent, we have that

$$
\partial_{B}(I)(I \cap M) /(I \cap M) \leq \partial_{B /(I \cap M)}(I /(I \cap M))<I /(I \cap M),
$$

a contradiction. Thus, $\partial_{B}(I) \leq I \cap M$ and the statement is proved.
Remark 4.22. A statement similar to that of Theorem 4.21 also holds if the concept of subbrace is replaced by that of (strong) left-ideal; we leave the details to the reader but we just note that, for example, we need to replace the fact that the brace $B$ locally satisfies the maximal condition on subbraces by the request that every finite subset of $B$ is contained in a (strong) left-ideal that satisfies the maximal condition on (strong) left-ideals. All these statements generalize Lemma 5.10 of [4].

Now, we delve into some of the main consequences of Theorem 4.21. First, we note that if we define the Frattini ideal $\operatorname{Frat}(B)$ of a brace $B$ as the intersection of all maximal subbraces of $B$, then the following analog of [4], Theorem 5.12, holds (the proof being exactly the same).
Theorem 4.23. Let $B$ be a finite brace such that $\operatorname{Fit}(B) \cap \operatorname{Frat}(B)=\{0\}$. Then $\operatorname{Fit}(B)$ is the product of all the minimal ideals of $B$ that are abelian. In particular, $\operatorname{Fit}(B)$ is abelian.
Corollary 4.24. Let $B$ be a finite brace. If $\operatorname{Frat}(B)=\{0\}$, then every $B$-centrally nilpotent ideal of $B$ is abelian.

A seemingly stronger result holds in the supersoluble case, by virtue of Theorem 4.19 and the second half of Theorem 4.21.

Corollary 4.25. Let B be a (locally) supersoluble brace. If $\operatorname{Frat}(B)=\{0\}$, then every (locally) centrally nilpotent ideal of $B$ is abelian.

Now, we deal with the problem of the index of a maximal subbrace. The first result in this context concerns with those braces that are locally finite-supersoluble, that is, those braces in which every finite subset is contained in a finite supersoluble subbrace.

Corollary 4.26. Let $B$ be a locally finite-supersoluble brace such that $\pi(B,+)$ is finite. If $M$ is any maximal subbrace of $B$, then $|B: M|$ is a prime.
Proof. Let $V=M_{B}$ be the largest ideal of $B$ contained in $M$ (note that $B / V$ is not necessarily finite), and let $p$ be the largest prime in $\pi(B / V,+)$. It follows from Theorem 4.6 that the set $P / V$ of all $p$-elements of $(B / V,+)$ is an ideal of $B / V$. Moreover, since $P / V$ is locally finite, it follows from Theorem 3.7 that $P / V$ is locally centrally-nilpotent. Then Lemma 4.19 shows that $P / V$ is locally ( $B / V$ )-nilpotent, so $P \cap M$ is an ideal of $B$ by Theorem 4.21, and hence $P \cap M=V$. Now, $M / V$ is maximal in $B / V$, so $P / V$ does not contain any proper nonzero ideal of $B / V$, and hence $P / V$ is a chief factor of $B$. Corollary 4.14 yields that $P / V$ has order $p$. Therefore, $|B: M|=p$ and the statement is proved.

The other result concern with hypercyclic braces.
Corollary 4.27. Let $B$ be a hypercyclic brace. If $M$ is a maximal subbrace of $B$, then $|B: M|$ is a prime number.

Proof. Let $V=M_{B}$ be the largest ideal of $B$ contained in $M$, and let $U / V$ be a nonzero ideal of $B / V$ such that either $U / V \leq \operatorname{Soc}(B / V)$ and $U / V$ is 1-generator, or $|U / V|$ is a prime. Clearly, $U / V$ is locally ( $B / V$ )-nilpotent, so Theorem 4.21 yields that $M \cap U \unlhd B$ and hence $M \cap U=V$. It follows that $U / V$ is a chief factor of $B / V$, so $|U / V|$ is a prime number, $p$ say, by Corollary 4.14. Therefore, $|B: M|=p$ and the statement is proved.

In the final part of the paper, we deal more in detail with nilpotency properties of hypercyclic and locally supersoluble braces. Most of the results here generalize corresponding results for supersoluble braces we saw in Section 3; for example, the following one generalizes Theorem 3.47.

Theorem 4.28. Let $B$ be a locally supersoluble brace such that $B / \zeta_{n}(B)$ is locally finite for some $n \in \mathbb{N}$. Then $\Gamma_{n+1}(B)$ is locally finite.

Proof. Let $\mathcal{F}$ be the set of all finitely generated subbraces of $B$, and let $F \in \mathcal{F}$. Then $F$ is supersoluble and so $F / \zeta_{n}(F)$ is finite. Now, Theorem 3.47 yields that $\Gamma_{n+1}(F)$ is finite. On the other hand,

$$
\Gamma_{n+1}(B)=\bigcup_{F \in \mathcal{F}} \Gamma_{n+1}(F),
$$

and $\Gamma_{n+1}(F) \leq \Gamma_{n+1}(E)$ whenever $F \leq E$ are in $\mathcal{F}$. Thus, every finitely generated subbrace of $\Gamma_{n+1}(B)$ is contained in some $\Gamma_{n+1}(E), E \in \mathcal{F}$ and is consequently finite. Therefore, $\Gamma_{n+1}(B)$ is locally finite and the statement is proved.

Remark 4.29. Note that the converse of Theorem 4.28 does not hold even for groups.
In Theorem 3.27, we characterized supersoluble braces of finite multipermutational level in terms of the nilpotency of their additive group. In the more general contexts of hypercyclic and locally supersoluble braces, something similar can be achieved. In what follows, a brace $B$ is locally hypersocle if for every finitely generated subbrace $F$ of $B$, we have $F=\overline{\operatorname{Soc}}(F)$. Examples of locally hypersocle braces are those braces that are (locally of) finite multipermutational level.

Remark 4.30. We do not know if every locally hypersocle brace need to be locally of finite multipermutational level. This would certainly be the case if one could prove that a finitely generated brace $B$ with $B=\overline{\operatorname{Soc}}(B)$ is of finite multipermutational level. We actually believe this is not the case, but if it were, the condition 'locally hypersocle' could be rephrased simply as 'locally of finite multipermutational level'.

Theorem 4.31. Let B be a locally supersoluble brace. Then the following conditions are equivalent:
(1) $(B,+)$ is locally nilpotent.
(2) $B$ is locally hypersocle.
(3) $B$ is locally of finite multipermutational level.

Proof. If ( $B,+$ ) is locally nilpotent, then $B$ is locally of finite multipermutational level by Theorem 3.27 and so even locally hypersocle. Assume conversely that $B$ is locally hypersocle, and let $F$ be any finitely generated subbrace of $B$. Then $F$ is supersoluble, so it satisfies the maximal condition on subbraces, and consequently $F$ is of finite multipermutational level. In particular, $(F,+)$ is nilpotent. The arbitrariness of $F$ shows that $(B,+)$ is locally nilpotent.

Theorem 4.32. Let B be a hypercyclic brace. The following conditions are equivalent:
(1) $(B,+)$ is hypercentral.
(2) $(B,+)$ is locally nilpotent.
(3) $B=\overline{\operatorname{Soc}}(B)$.
(4) $B$ is locally hypersocle.
(5) $B$ is locally of finite multipermutational level.

Proof. Since $B$ is locally supersoluble, conditions (4) and (5) are clearly equivalent. Moreover, since $(B,+)$ is hypercyclic, conditions (1) and (2) are known to be equivalent. Moreover, (2) and (4) are equivalent by Theorem 4.31 because every hypercyclic brace is locally supersoluble. Finally, since clearly (3) implies (1), we only need to show that (1) implies (3). Assume therefore that ( $B,+$ ) is hypercentral, and let $I$ be any nonzero ideal of $B$ such that either $I \leq \operatorname{Soc}(B)$ and $(I,+)$ is infinite cyclic, or $|I|$ is a prime (this ideal exists by definition of hypercyclic brace). By Theorem 4.4, we only need to prove that $I \leq \operatorname{Soc}(B)$, so we may assume that $I$ has prime order. If $F$ is any finitely generated
subbrace of $B$ containing $I$, then $I$ is a minimal ideal of $F$. Since $F$ is supersoluble, then $(F,+)$ is finitely generated and so also nilpotent. Thus, $F=\operatorname{Soc}_{n}(F)$ for some $n \in \mathbb{N}$ by Theorem 3.27 and consequently $I \leq \operatorname{Soc}(F)$. The arbitrariness of $F$ shows that $I \leq \operatorname{Soc}(B)$ and completes the proof of the statement.

The following lemma enables us to prove 'converses' of the above results.
Lemma 4.33. Let B a locally hypersocle brace. The following statements are equivalent:
(1) B is finitely generated, and $(B, \cdot)$ locally satisfies the maximal condition on subgroups.
(2) $(B, \cdot)$ satisfies the maximal condition on subgroups.
(3) $(B,+)$ is finitely generated.

Proof. Of course, we may assume $B=\overline{\operatorname{Soc}}(B)$. We first deal with the case $B=\operatorname{Soc}_{n}(B)$ for some $n \in \mathbb{N}$. It is clear that if either $(B, \cdot)$ or $(B,+)$ are finitely generated, then also $B$ is finitely generated; in particular, $(2) \Longrightarrow(1)$ and also $(3) \Longrightarrow(1)$. Moreover, if the nilpotent group is $(B,+)$ is finitely generated, then it satisfies the maximal condition on subgroups, so the multiplicative group of every abelian factor $\operatorname{Soc}_{i+1}(B) / \operatorname{Soc}_{i}(B)$ is finitely generated; consequently, $(B, \cdot)$ satisfies the maximal condition on subgroups and (3) $\Longrightarrow$ (2). Similarly, we have that $(2) \Longrightarrow$ (3).

Finally, assume that $B$ is finitely generated and that ( $B, \cdot$ ) locally satisfies the maximal condition on subgroups. By induction on $n$, we have that $(B / \operatorname{Soc}(B), \cdot)$ is finitely generated. Thus, since $(B / \operatorname{Soc}(B), \cdot)$ satisfies the maximal condition on subgroups, we may employ a combination of Lemma 3.1 and Theorem 3.2 of [38] to shows that $\operatorname{Soc}(B)$ is finitely generated as an ideal of $B$ by certain elements $x_{1}, \ldots, x_{\ell}$. Now, let $b_{1}, \ldots, b_{m}$ be elements of $B$ generating ( $B, \cdot$ ) modulo $\operatorname{Soc}(B)$, and let $S$ be the normal closure of $\left\langle x_{1}, \ldots, x_{\ell}\right\rangle$. in $(B, \cdot)$. Then $S \leq \operatorname{Soc}(B)$, so $S$ is also a normal subgroup of ( $B,+$ ), and, by Lemma 1.10 of [17], we have that $S$ is $\lambda$-invariant. Thus, $S \unlhd B$ and consequently $S=\operatorname{Soc}(B)$. This clearly implies that $(B, \cdot)=\left\langle x_{1}, \ldots, x_{\ell}, b_{1}, \ldots, b_{m}\right\rangle$. is finitely generated. Since $(B, \cdot)$ locally satisfies the maximal condition on subgroups, we have that $(1) \Longrightarrow(2)$, thus completing the proof in the special case $B=\operatorname{Soc}_{n}(B)$.

Now, we turn to the general situation. Suppose that one of the conditions (1), (2) or (3) holds, and let $\mu$ be the smallest ordinal number such that $B=\operatorname{Soc}_{\mu}(B)$. We assume by way of contradiction that $\mu \geq \omega$. Since, $B,(B, \cdot)$ or $(B,+)$ are finitely generated, it turns out that $\mu$ is a successor. Let $\lambda$ be the largest limit ordinal that is strictly less than $\mu$. By the first part of the proof, we have that $B / \operatorname{Soc}_{\lambda}(B)$ satisfies the maximal condition on subbraces (and also on additive/multiplicative subgroups). Then $\operatorname{Soc}_{\lambda}(B)$ is finitely generated either as an ideal of $B$ (see also [38], Lemma 3.1), a normal subgroup of ( $B,+$ ), or a normal subgroup of $(B, \cdot)$. Since $\lambda$ is limit, we have that $\lambda=0$, contradicting the fact that $\lambda \geq \omega$.

Theorem 4.34. Let $B$ be a locally hypersocle brace. If $(B, \cdot)$ is locally supersoluble, then $B$ is locally supersoluble.

Proof. Let $F$ be a finitely generated subbrace of $B$. Then $(F, \cdot)$ satisfies the maximal condition on subgroups by Lemma 4.33, so $F=\operatorname{Soc}_{n}(F)$ for some $n \in \mathbb{N}$. It follows from Theorem 3.28 that $F$ is supersoluble. Then $B$ is locally supersoluble and the statement is proved.

Theorem 4.35. Let $B$ be a brace such that $B=\overline{\operatorname{Soc}}(B)$. If $(B, \cdot)$ is hypercyclic, then $B$ is hypercyclic.
Proof. Put $S=\operatorname{Soc}(B)$. Then $(S, \cdot)$ is a nontrivial normal subgroup of $(B, \cdot)$, so $S$ has a nontrivial cyclic normal subgroup, $M$, say. Of course, $M$ is a strong left-ideal of $B$, and an application of Lemma 1.10 of [17] shows that $M \unlhd B$. Since the hypotheses are inherited by quotients, we have thus shown that every nonzero homomorphic image of $B$ has a nonzero ideal that is contained in the socle and is generated (as a subbrace) by only one element. Therefore, $B$ is hypercyclic by Theorem 4.4.

The above results show that in the special case of a hypercyclic (resp. locally supersoluble) brace of hypercentral (resp. locally nilpotent) type, the structure of the multiplicative group plays a major role. For example, we can prove the following analogs of Theorem 3.29 (1).

Theorem 4.36. Let $B$ be a locally hypersocle brace, and let I and $J$ be locally supersoluble ideals of $B$ such that $B=I+J$. If $[I, J]$. is locally nilpotent, then $B$ is locally supersoluble.
Proof. By Lemma 4.1, the multiplicative groups of $I$ and $J$ are locally supersoluble. Moreover, $[B, B]$. $=$ $[I, I] .[J, J] .[I, J]$. is locally nilpotent. Then Lemma 2.2 of $[25]$ shows that $(B, \cdot)$ is locally supersoluble. Finally, an application of Theorem 4.34 yields that $B$ is locally supersoluble.

Theorem 4.37. Let $B$ be a brace such that $B=\overline{\operatorname{Soc}}(B)$, and let $I$ and $J$ be hypercyclic ideals of $B$ such that $B=I+J$. If $[I, J]$. is locally nilpotent, then $B$ is hypercyclic.

Proof. Of course, $[B, B] .=[I, I] .[J, J] .[I, J]$. is locally nilpotent. By Lemma $4.1,(B, \cdot)$ is the product of the two hypercyclic groups $(I, \cdot)$ and $(J, \cdot)$, so it is hypercyclic by Corollary 2.3 of [25]. Then Theorem 4.35 shows that $B$ is hypercyclic and completes the proof.

The last thing we remark about right-nilpotency of locally supersoluble braces concerns with the derived ideal and generalizes Theorem 3.40.
Theorem 4.38. Let $B$ be a brace.
(1) If $B$ is locally supersoluble, then $\partial(B)$ is locally of finite multipermutational level.
(2) If $B$ is hypercyclic, then $\partial(B)=\overline{\operatorname{Soc}}(\partial(B))$.

Proof. In order to prove (1), apply Theorem 3.40 (and recall that every finite subset of $\partial(B)$ is contained in the derived ideal of some finitely generated subbrace of $B$ ). In order to prove (2), apply Theorem 4.32.

We now turn to left-nilpotency. In this respect, we start proving the following analogs of Theorem 3.32 , the first of which is not as obvious as one may believe. Recall that the hypercentre $\bar{Z}(G)$ of a group $G$ is the last term of the upper central series of $G$.
Theorem 4.39. Let B be a locally supersoluble brace that is locally left-nilpotent. If either

- $\operatorname{Ker}(\lambda) \leq \bar{Z}(B, \cdot)$, or
- $\operatorname{Ker}(\lambda) \leq \overline{\operatorname{Soc}}(B)$,
then $(B, \cdot)$ is locally nilpotent.
Proof. Let $F$ be any finitely generated subbrace of $B$, so in particular $F$ is supersoluble. It is enough to prove that $(F, \cdot)$ is nilpotent. Since $F$ is an almost polycyclic brace, it follows from Theorem 3.10 that there is $n \in \mathbb{N}$ such that $F / \operatorname{Soc}_{n}(F)$ is finite. On the other hand, $F$ is left-nilpotent, so Lemma 3.31 yields that $F / \zeta_{m}(B)$ is finite for some positive integer $m$. Then Theorem 3.47 shows that $F / I$ is centrally nilpotent for some finite ideal $I$ of $F$. In particular, $(F / I, \cdot)$ is nilpotent, and so, if $I \leq K=\operatorname{Ker}(\lambda)$, then $(F, \cdot)$ is hypercentral (by Lemma 3.31) and even nilpotent by the maximal condition on subgroups.

Now, let $a$ be any element of $I$ that is not contained in $K$. Then there is a finitely generated subbrace $E_{a}$ of $B$ such that $F \leq E_{a}$ and $\lambda_{a}(b) \neq 0$ for some $b \in E_{a}$. Using the argument we employed in the proof of Theorem 3.32, we see that $\left(E_{a} / R_{a}, \cdot\right)$ is nilpotent, where $R_{a}=\operatorname{Ker}\left(\left.\lambda\right|_{E_{a}}\right)$. Then $\left(F /\left(I \cap R_{a}\right), \cdot\right)$ is nilpotent and obviously $a \notin I \cap R_{a}$. It follows that $R=I \cap \bigcap_{a \in I \backslash K} R_{a}$ is a normal subgroup of $(F, \cdot)$ such that $(F / R, \cdot)$ is nilpotent. Clearly, $R \leq K \cap F \leq \bar{Z}(F, \cdot)=Z_{\ell}(F, \cdot)$ for some $\ell \in \mathbb{N}$, since $(F, \cdot)$ satisfies the maximal condition on subgroups. Therefore, $(F, \cdot)$ is nilpotent and the statement is proved.

Also, direct applications of Corollary 3.35 and [5], Theorem 3.30, make it possible to prove the following result.
Theorem 4.40. Let B be a locally supersoluble brace of locally nilpotent type. The following conditions are equivalent:
(1) $B$ is locally left-nilpotent.
(2) $(B, \cdot)$ is locally nilpotent.
(3) $B$ is locally centrally-nilpotent.

In the hypercyclic context, we can prove the following result.
Theorem 4.41. Let B be a hypercyclic brace that is locally left-nilpotent. If either

- $\operatorname{Ker}(\lambda) \leq \bar{Z}(B, \cdot)$, or
- $\operatorname{Ker}(\lambda) \leq \overline{\operatorname{Soc}}(B)$,
then $(B, \cdot)$ is hypercentral.
Proof. It follows from Theorem 4.39 that $(B, \cdot)$ is locally nilpotent. On the other hand, since $B$ is hypercyclic, we have that $(B, \cdot)$ is hypercyclic by Lemma 4.1. Therefore, $(B, \cdot)$ is hypercentral.

Corollary 4.42. Let B be a hypercyclic brace of locally nilpotent type. Then B is locally left-nilpotent if and only if $B$ is hypercentral.

Proof. This follows from Lemma 3.31, Theorem 4.32 and Theorem 4.41.
We have already scatteredly dealt with (local) central nilpotency and hypercentrality in the previous results. This was unavoidable due to the many connections they have with all kinds of properties of a brace. But there is more to be said. For example, we saw in Theorem 4.19 that for a locally supersoluble brace $B$, the concepts of locally centrally-nilpotent ideal and locally $B$-nilpotent ideal coincide. Of course, this also holds for hypercyclic braces, but in this latter case we can add something more.

Theorem 4.43. Let B be a hypercyclic brace, and let I be a (nonzero) locally centrally-nilpotent ideal of B. Then I is B-hypercentral.

Proof. Since $B$ is hypercyclic, we can find a nonzero ideal $J$ of $B$ such that

- $J \leq I$, and
- either $J \leq \operatorname{Soc}(B)$ and $(J,+)$ is an infinite cyclic group, or $|J|$ is prime.

We claim that $J \leq \zeta(I)$. Since $I$ is locally centrally-nilpotent, we have that $L / M \leq \zeta(I / M)$ whenever $L / M$ is a chief factor of $I$ (see [4], Theorem 4.6). Thus, if $|J|$ is prime, then $J \leq \zeta(I)$. On the other hand, if $J$ is infinite, then $J / J^{p,+} \leq \zeta\left(B / J^{p,+}\right)$ for every prime $p$, so clearly $J \leq \zeta(B)$ also in this case. This shows that $\zeta_{1}(I)_{B} \neq\{0\}$. Finally, an easy transfinite induction shows that $I=\zeta_{\alpha}(I)_{B}$ for some ordinal $\alpha$, and completes the proof of the statement.

Corollary 4.44. Let B be a hypercyclic brace. If I is a hypercentral ideal of B, then I is B-hypercentral.
Corollary 4.45. Let B be a hypercyclic brace. If B is locally a finite brace of prime power order, then $B$ is hypercentral.

Proof. This follows from Theorem 4.43 and Theorem 3.7.
It has been proved in [4] that the join of finitely many $B$-hypercentral ideals of a brace $B$ is still $B$ hypercentral. As a consequence of the above results, we can say that in a hypercyclic brace, the join of arbitrarily many hypercentral ideals is hypercentral.

Corollary 4.46. Let B be a hypercyclic brace. Then the join of all hypercentral ideals of $B$ is hypercentral and coincides with the Hirsch-Plotkin ideal of B.

Proof. This follows from Corollary 4.20, Theorem 4.43, and the fact that every hypercentral brace is locally centrally-nilpotent.

In case of a locally supersoluble brace $B$ whose additive group is torsion-free, we can say something more about the quotient of $B$ by the Hirsch-Plotkin ideal.

Theorem 4.47. Let $B$ be a locally supersoluble brace, and let $H$ be the Hirsch-Plotkin ideal of $B$. If $U_{2}^{+}(B)=\{0\}$, then $U_{2}^{+}(B / H)=\{0\}$.

Proof. Suppose $U$ is not locally centrally-nilpotent, where $U / H:=U_{2}^{+}(B / H)$. Then there is a finitely generated subbrace $F$ of $U$ that is not locally centrally-nilpotent. Consequently $|F / F \cap H|$ is odd, so Theorem 3.45 yields that $F$ is centrally nilpotent, a contradiction.

If a locally supersoluble brace $B$ contains a large $B$-hypercentral ideal, then the brace is bound to be hypercyclic.

Theorem 4.48. Let B be a locally supersoluble brace, and let I be a B-hypercentral ideal of B such that $B / I$ is finitely generated. Then $B$ is hypercyclic.

Proof. Let $Z=\zeta(I)_{B}$, and let $x_{1}, \ldots, x_{n}$ generating $B$ modulo $I$. If $a \in Z$, then $C=\left\langle a, x_{1}, \ldots, x_{n}\right\rangle$ is supersoluble, which means that $\langle a\rangle^{C} \leq I$ contains a nonzero ideal $J$ of $C$ such that either $J \leq \operatorname{Soc}(C)$ and $(J,+)$ infinite cyclic, or $|J|$ is a prime. Since $B=I C$, we have that $J \unlhd B$. Then the result follows by Theorem 4.4.

We end this paper by noting the following analog of Lemma 3.43 (that could be of an independent interest), the proof being the same.

Theorem 4.49. Let B be a hypercyclic brace, and let I be a hypercentral ideal such that $(I,+)$ is torsionfree. Then there is an ascending chain

$$
\{0\}=I_{0} \leq I_{1} \leq \ldots I_{\alpha} \leq I_{\alpha+1} \leq \ldots I_{\lambda}=I
$$

of ideals of $B$ such that, for all $\beta<\lambda, I_{\beta+1} / I_{\beta} \leq \operatorname{Soc}\left(B / I_{\beta}\right) \cap \zeta\left(I / I_{\beta}\right)$ and $\left(I_{\beta+1} / I_{\beta},+\right)$ is infinite cyclic.
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