# ISOMORPHIC SUBGROUPS OF FINITE $p$-GROUPS. I 

GEORGE GLAUBERMAN

1. Introduction and Notation. Let $p$ be a prime and $P$ be a $p$-subgroup of a finite group $G$. Suppose that $g \in G$ and that $P \cap P^{g}$ has index $p$ in $P$. In [4], we assumed that $g$ normalizes no non-identity normal subgroup of $P$. We obtained some bounds on the order of $P$ and some applications to the case in which $p=2$ and $P$ is a Sylow 2 -subgroup of $\left\langle P, P^{g}\right\rangle$. In this paper, we examine this situation further by considering the isomorphism $\phi$ of $P \cap P^{g-1}$ onto $P \cap P^{g}$ given by $\phi(x)=x^{g}$. We actually consider arbitrary isomorphisms $\phi$ between two subgroups of index $p$ in $P$. However, an easy argument (Lemma 2.3) shows that every such $\phi$ can be obtained as above for some $G$ and some $g$. We obtain some results concerning the nilpotence class rather than the order of $P$.

Let $E(p)$ be the non-Abelian group of order $p^{3}$ which is generated by two elements of order $p$. Thus, $E(p)$ is dihedral if $p=2$, and $E(p)$ has exponent $p$ if $p$ is odd. If $p$ is odd, then $E^{*}(p)$ is defined in $\S 5$ to be a particular group of order $p^{6}$ and nilpotence class three. Our main results are:

Theorem 1. Suppose that $p$ is a prime, that $P$ is a finite $p$-group, that $Q$ and $R$ are subgroups of index $p$ in $P$, and that $\phi$ is an isomorphism of $R$ onto $Q$. Let $N$ be the subgroup of $P$ generated by all the subgroups of $R$ that are fixed by $\phi$. Then
(a) $\phi$ fixes $N$ and $N \unlhd P$,
(b) $P / N$ has nilpotence class at most two if $p=2$, and
(c) $P / N$ has nilpotence class at most three if $p$ is odd.

Theorem 2. Let $p$ be a prime and let $P$ be a $p$-subgroup of a finite group Ht Assume that, for some $h \in H,\left\langle P, P^{h}\right\rangle=H$, and that $\left[P: P \cap P^{h}\right]=p$. Le. $P_{1}=P$ and $P_{i+1}=\left[P_{i}, P\right]$, for $i=1,2,3$.

Suppose that $\alpha$ is an automorphism of $P$ that fixes no non-identity normal subgroup of $H$ contained in $P$. Let $|P / Z(P)|=p^{x}$ and let $n$ be the smallest positive integer such that $\alpha^{n}$ fixes $P \cap P^{h}$. Then $P_{4}=1, x$ is even, and, if $P_{2} \neq 1$, $x / 2$ divides $n$.

Furthermore, let $v=x / 2$ and, if $P_{2} \neq 1$, let $n=q v$. Then:
(a) Suppose that $P_{2}=1$. Then $P$ is an elementary Abelian group and $|P| \leqq p^{n}$.
(b) Suppose that $P_{3}=1$ and $P_{2} \neq 1$. Then $\left|P_{2}\right|=p^{0} ; q>1 ; q=2$, if $p=2$; and $q$ is a divisor of $p, p-1$, or $p+1$, if $p$ is odd. Moreover, $P$ is a
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direct product of an elementary Abelian group with a direct product of $v$ subgroups isomorphic to $E(p)$.
(c) Suppose that $P_{3} \neq 1$. Then $p$ is odd, v is even, $\left|P_{3}\right|=p^{v}$, and $q=1$. Moreover, $P$ is a direct product of an elementary Abelian group with a direct product of v/2 subgroups isomorphic to $E^{*}(p)$.
(d) Let $Z=P \cap Z(H)$. Define $t$ by $p^{t}=|P|$. If $t \geqq 2 v+2$, then $Z \cap Z^{\alpha} \cap \ldots \cap Z^{\alpha^{t-2 v-2}} \neq 1$.
(e) If $P_{3} \neq 1$ and $P$ is a Sylow $p$-subgroup of $H$, then $p=3$.

Theorem 2 is related to a question about Sylow $p$-subgroups of finite groups. Let $G$ be a finite group, $p$ be a prime, $S$ be a Sylow $p$-subgroup of $G$, and $c$ be the nilpotence class of $S$. Suppose that $G$ contains a normal $p$-subgroup $T$ such that $C(T) \subseteq T$. Let $\alpha$ be an automorphism of $S$. We ask whether $\alpha$ fixes some non-identity normal $p$-subgroup $U$ of $G$.

If $p$ is odd and $\operatorname{SL}(2, p)$ is not involved in $G$, then the answer is affirmative. By [5, Theorems 8.1.2 and 8.2.11], we can let $U=Z(J(S))$; here $J(S)$ is the Thompson subgroup of $S$, generated by the Abelian subgroups of $S$ of maximal order. However, it is easy to construct examples in which the answer is negative, e.g., where $|T|=p^{2}$ and $G / T$ is isomorphic to $\operatorname{SL}(2, p)$. Thus, one might hope that the answer is affirmative if $T$ or $S$ is "large" in some sense. Let us consider the special case in which $|S / T|=p$ and

$$
\begin{equation*}
G=\left\langle S, S^{n}\right\rangle, \tag{1.1}
\end{equation*}
$$

for some $h \in G$. Then Theorem 2 gives us an affirmative answer when $c>2$ and $p \neq 3$, or when $c>3$ and $p=3$.

The relation between Theorem 2 and Theorem 1 is illustrated by the fact that Theorem 1 already gives an affirmative answer if $c>3$. To see this, take $h$ as in (1.1) and consider the mapping $\phi: T^{\alpha^{-1}} \rightarrow T$ given by $\phi(x)=\left(x^{\alpha}\right)^{h}$, $x \in T^{-1}$. Assume that $c>3$. Then we obtain $N \neq 1$ in Theorem 1. A short argument (using Lemma 2.4) shows that $N \unlhd G$ and hence that $\alpha$ fixes $N$.

Theorem 1 is proved in $\S 3$. The basic ideas of its proof stem from Sims' work (see Propositions 2.1 and 3.4). For Theorem 2, we are mainly interested in the case in which $P$ is a Sylow $p$-subgroup of $H$. However, we make some use of weaker assumptions. Thus, throughout each of $\S \S 4,5$, and 7 , we have a general hypothesis, stated at the beginning of the section, which is satisfied if $P$ is a Sylow $p$-subgroup of $H$. An extension of Theorem 2 is given in $\S 8$ (Theorem 8.1). Note that both Theorem 2 and Theorem 8.1 yield information if $H$ is embedded in a larger group $G$ and some element of $N_{G}(P)$ normalizes no non-identity normal subgroup of $H$ contained in $P$.

Let $P$ be an arbitrary group that satisfies Theorem 1 with $N=1$. Comparing Theorems 1 and 2 , one might suspect that $P$ must always have a direct product decomposition as in part (a), (b), or (c) of Theorem 2. But this is not true. One may easily construct counterexamples (for example, see the note after Definition 5.8). In [3], J. Currano has characterized all such groups $P$ by
generators and relations. Moreover, he has shown that $P$ has a direct product decomposition under weaker assumptions than the hypothesis of Theorem 2 (see Remark 5.11).

All groups considered in this paper will be finite. Most of our notation is taken from [5]; we list some special cases and exceptions. Let $G$ be a group. We write $H \subseteq G$ if $H$ is a subgroup of $G$; $H \subset G$ if $H \subseteq G$ and $H \neq G$; $H \unlhd G$ if $H$ is a normal subgroup of $G$; and $H \triangleleft G$ if $H \unlhd G$ and $H \neq G$. If $H \subseteq G$, let $[G: H]$ be the index of $H$ in $G$. As in [5], let $[x, y, z]=[[x, y], z]$ and $[H, K, L]=[[H, K], L]$, for $x, y, z \in G$ and $H, K, L \subseteq G$.

Let $p$ be a prime. For every group $G$, let $O^{p}(G)$ be the subgroup of $G$ generated by all the $p^{\prime}$-elements of $G$. Let $\mathbf{Z}_{p}$ be the field of the integers modulo $p$. In discussing a $p$-group, we will sometimes use "elementary" to mean "elementary Abelian".

For a vector space $V$, let $\operatorname{SL}(V)$ be the special linear group on $V$, i.e., the group of all linear transformations of determinant one on $V$.
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2. Preliminary results. Let $G$ be a group and let $\phi$ be an isomorphism from a subgroup $H$ of $G$ onto a subgroup $K$ of $G$. We say that $\phi$ fixes an element or subgroup of $H$ if it maps it to itself. Suppose that $L \subseteq G$. Define $\phi^{0}(L)=L \cap K$ and

$$
\phi^{-(i+1)}(L)=\left\{\phi^{-1}(x) \mid x \in \phi^{-i}(L) \cap K\right\}, \quad i=0,1,2, \ldots .
$$

The following fundamental result is a restatement of some results of [10].
Proposition 2.1 (Sims). Suppose that $P$ is a finite $p$-group of order $p^{t}$, that $Q$ and $R$ are subgroups of index $p$ in $P$, and that $\phi$ is an isomorphism of $R$ onto $Q$. Let $N$ be the subgroup of $P$ generated by all the subgroups of $R$ that are fixed by $\phi$. Then:
(a) $\phi$ fixes $N$;
(b) $N \unlhd P$; and
(c) if $N=1$, then there exists $x \in P$ such that $x \in \phi^{-(t-1)}(P)$, and such that $\left\langle x, \phi(x), \ldots, \phi^{i-1}(x)\right\rangle$ has order $p^{i}$, for $i=1,2, \ldots, t$.

Proof. (a) This is obvious.
(b) If $Q=R$, then $N=Q$. Suppose that $Q \neq R$. Then $\phi$ maps $R \cap Q$ isomorphically into $Q$, and maps $\phi^{-1}(R \cap Q)$ isomorphically into $R$. Since $N \subseteq R \cap Q$ and $N \subseteq \phi^{-1}(R \cap Q)$, we may assume by induction that $N \unlhd Q$ and that $N \unlhd R$. Therefore, $N \unlhd Q R=P$.
(c) Let $R_{0}=P$ and $R_{1}=\phi^{-i}(P)$, for $i=1,2,3, \ldots$. Then $R_{1}=R$ and $R_{i+1}=R \cap \phi^{-1}\left(R_{i}\right) \subseteq R$, for all $i \geqq 0$. Since $N=1$, we have $R_{i} \supset R_{i+1}$ whenever $R_{i} \neq 1$. However, for each $i$,

$$
\left|R_{i+1}\right|=\left|R \cap \phi^{-1}\left(R_{i}\right)\right|=\left|\phi(R) \cap R_{i}\right|=\left|Q \cap R_{i}\right| \geqq\left|R_{i}\right| / p
$$

so $\left|R_{i} / R_{i+1}\right| \leqq p$. Thus, $\left|R_{i} / R_{i+1}\right|=p$, if $R_{i} \neq 1$. Consequently, $\left|R_{t-1}\right|=p$. Moreover, for $1 \leqq i \leqq t-1$, we have $\phi\left(R_{i}\right) \neq R_{i}$ and $\phi\left(R_{i}\right) \subseteq R_{i-1}$; hence, $R_{i-1}=\left\langle R_{i}, \phi\left(R_{i}\right)\right\rangle$. By induction,

$$
R_{t-1-i}=\left\langle R_{t-1}, \phi\left(R_{t-1}\right), \ldots, \phi^{i}\left(R_{t-1}\right)\right\rangle, \text { for } \quad i=1,2, \ldots, t-1
$$

Let $x$ be a generator of $R_{t-1}$. We obtain (c).
Our next two lemmas are special cases of results of G. Higman, B. H. Neumann, and H. Neumann [8, Volume II, p. 53].

Lemma 2.2. Let $H$ and $K$ be subgroups of a finite group $G$. Let $S$ be the symmetric group on $G$. Embed $G$ in $S$ by identifying each element $g$ of $G$ with the permutation $x \rightarrow x g(x \in G)$ of $G$.

Suppose that there exists an isomorphism $\phi$ of $H$ onto $K$. Then there exists $g \in S$ such that $g^{-1} H g=K$ and $g^{-1} h g=\phi(h)$, for all $h \in H$.

Proof. Let $n=[G: H]=[G: K]$. Take $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n} \in G$ such that

$$
G=\bigcup x_{i} H=\bigcup y_{i} K
$$

In this proof, we will write $x^{s}$ to denote the image of an element $x$ of $G$ under an element $s$ of $S$. Define $g \in S$ by

$$
\left(x_{i} h\right)^{g}=y_{i} \phi(h), \quad \text { for } \quad 1 \leqq i \leqq n \text { and } h \in H
$$

For $i=1, \ldots, n$ and $h, z \in H$, we have

$$
\begin{aligned}
\left(y_{i} \phi(z)\right)^{g-1 h g} & =\left(x_{i} z\right)^{h g} \\
& =\left(x_{i} z h\right)^{g} \\
& =y_{i} \phi(z h) \\
& =y_{i} \phi(z) \phi(h) \\
& =\left(y_{i} \phi(z)\right)^{\phi(h)} .
\end{aligned}
$$

So $g^{-1} h g=\phi(h)$.
Lemma 2.3. Let $H$ and $K$ be subgroups of a finite group $G$. Let

$$
\Omega=\{(\alpha, r) \mid \alpha \in G ; r=1,2\},
$$

and let $S$ be the symmetric group on $\Omega$. Suppose that there exists an isomorphism $\phi$ of $H$ into $K$. Then there exists an embedding of $G$ into $S$ and an element $g$ of $S$ such that $g^{-1} H g=K=g^{-1} G g \cap G$ and $g^{-1} h g=\phi(h)$, for all $h \in H$.

Proof. First assume that $H=1$. Embed $G$ in $S$ by defining

$$
(x, 1)^{y}=(x y, 1) \quad \text { and } \quad(x, 2)^{y}=(x, 2), \quad \text { for } x, y \in G .
$$

Define $g$ by

$$
(x, 1)^{g}=(x, 2) \quad \text { and } \quad(x, 2)^{g}=(x, 1), \quad \text { for } x \in G
$$

Now assume that $H \neq 1$. Then $K \neq 1$. Take $k \neq 1$ in $K$. Define $n$ and $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ as in the proof of Lemma 2.2. We may assume that $x_{1}=y_{1}=1$. Embed $G$ in $S$ by defining

$$
(x, r)^{y}=(x y, r), \text { for } x, y \in G \quad \text { and } \quad r=1,2 .
$$

Define $g$ by

$$
\begin{aligned}
\left(x_{i} h, 1\right)^{g} & =\left(y_{i} \phi(h), 1\right), & & \text { for } 1 \leqq i \leqq n \text { and } h \in H ; \\
(h, 2)^{g} & =(\phi(h), 2), & & \text { for } h \in H ; \text { and } \\
\left(x_{i} h, 2\right)^{g} & =\left(y_{i} k \phi(h), 2\right), & & \text { for } 2 \leqq i \leqq n \text { and } h \in H .
\end{aligned}
$$

As in the proof of Lemma 2.2, we obtain $g^{-1} h g=\phi(h)$ for all $h \in H$.
We claim that $g^{-1} G g \cap G=K=g^{-1} H g$. Suppose that this is false. Take $x \in G-H$ such that $g^{-1} x g \in G$. Let $x=x_{i} h$, where $h \in H$. Then $i>1$. Moreover,

$$
g^{-1} x_{i} g=\left(g^{-1} x g\right)\left(g^{-1} h g\right)^{-1} \in G .
$$

Since $x_{1}=y_{1}=1$,

$$
\left(g^{-1} x_{i} g, 1\right)=(1,1)^{g-1 x_{i} g}=(1,1)^{x_{i} g}=\left(x_{i}, 1\right)^{g}=\left(y_{i}, 1\right) .
$$

Thus, $g^{-1} x_{i} g=y_{i}$. So

$$
\left(y_{i}, 2\right)=(1,2)^{y_{i}}=(1,2)^{g-1 x_{i} g}=(1,2)^{x_{i} g}=\left(x_{i}, 2\right)^{g}=\left(y_{i} k, 2\right)
$$

Since $k \neq 1$, this is a contradiction.
Lemma 2.4. Suppose that $P$ is a finite $p$-subgroup of a group $G$. Let $\psi$ be an isomorphism of $P$ into $G$ such that $P \cap \psi(P)$ has index $p$ in $P$. Let $N(\psi)$ be the subgroup of $P$ generated by all the subgroups of $P$ that are fixed by $\psi$. Then:
(a) We have $N(\psi) \unlhd\langle P, \psi(P)\rangle$.
(b) Suppose that $Q=P \cap \psi(P)$ and that $\psi^{\prime}$ is the restriction of $\psi$ to $\psi^{-1}(Q)$. Then $N(\psi)$ is the subgroup of $P$ generated by all the subgroups of $\psi^{-1}(Q)$ that are fixed by $\psi^{\prime}$.

Proof. Define $Q$ and $\psi^{\prime}$ as in (b). Clearly, $N(\psi)=\psi^{-1}(N(\psi)) \subseteq \psi^{-1}(Q)$. This yields (b). By Sims' result (Proposition 2.1), $N(\psi) \unlhd P$. Hence, $N(\psi)=\psi(N(\psi)) \unlhd \psi(P)$.

Note. For any isomorphism $\psi$ that satisfies the hypothesis of Lemma 2.4, we define $N(\psi)$ as in the lemma.

The next two lemmas are proved in [5, pp. 18-19]:

Lemma 2.5. Let $G$ be a group in which $G^{\prime} \subseteq Z(G)$. Let $x, y, z \in G$. Then

$$
\begin{aligned}
{[x y, z] } & =[x, z][y, z], \\
{[x, y z] } & =[x, y][x, z], \text { and } \\
{\left[x^{i}, y^{j}\right] } & =[x, y]^{i j}, \text { for all integers } i, j .
\end{aligned}
$$

Lemma 2.6 (Three Subgroups Lemma; P. Hall). Let $G$ be a group.
(a) For all $x, y, z \in G$,

$$
\left[x, y^{-1}, z\right]^{y}\left[y, z^{-1}, x\right]^{z}\left[z, x^{-1}, y\right]^{x}=1
$$

(b) If $H, K, L \subseteq G$ and $[H, K, L]=[K, L, H]=1$, then $[L, H, K]=1$.
3. The general case. In this section we assume the hypothesis and notation of Proposition 2.1. We further assume that $N=1$. Take $x$ as in Proposition 2.1 (c); let $x_{i}=\phi^{i-1}(x)$, for $i=1,2, \ldots, t$. Then we have
(a) $|P|=p^{t}, p$ is a prime, and $t \geqq 1$;
(b) $|Q|=|R|=p^{t-1}$;
(c) $\phi$ is an isomorphism of $R$ onto $Q$ that fixes no non-identity subgroup of $R$;
(d) $x_{1}, \ldots, x_{t-1} \in R$ and $\phi\left(x_{i}\right)=x_{i+1}$, for $i=1, \ldots, t-1$;
and
(e) $\left|\left\langle x_{1}, \ldots, x_{i}\right\rangle\right|=p^{i}$, for $i=1,2, \ldots, t$.

We will not use subscripts to denote terms of the lower central series of a group, except that we define $P_{2}=P^{\prime} ; P_{3}=\left[P_{2}, P\right]$; and $P_{4}=\left[P_{3}, P\right]$. We also define the parameters $u, v$, and $k$ as follows. Let $u=t$ if $P$ is Abelian. Otherwise, let $u$ be the smallest positive integer such that $\left[x_{i}, x_{u+i}\right] \neq 1$ for some $i$. Let $v=t-u$. Let $k=t$ if $P_{3}=1$. Otherwise, let $k$ be the smallest positive integer such that $\left[x_{i}, x_{k+i}\right] \notin Z(P)$ for some $i$ ( $k$ must exist since $P / Z(P)$ is not Abelian).

For $1 \leqq i \leqq j \leqq t$, we write $\left\langle x_{i}, \ldots, x_{j}\right\rangle$ to denote the group $\left\langle x_{r} \mid i \leqq r \leqq j\right\rangle$. Similarly, we often denote an element of $\left\langle x_{i}, \ldots, x_{j}\right\rangle$ by $x_{i}{ }^{e(i)} \ldots x_{j}{ }^{e(j)}$ for some function $e$; here, it is understood that the subscripts on the $x$ 's increase from left to right in the actual product.

Throughout this section we assume (3.1).
From (d) and (e) we obtain easily:
Lemma 3.1. For every $x \in P$, there exist unique elements $e(1), \ldots, e(t) \in \mathbf{Z}_{p}$ such that $x=x_{1}{ }^{e(1)} \ldots x_{t}^{e(t)}$.

Lemma 3.2. (a) If $1 \leqq i<j \leqq t$, then

$$
\left[\left\langle x_{i}\right\rangle,\left\langle x_{j}\right\rangle\right] \subseteq\left\langle x_{i+1}, \ldots, x_{j-1}\right\rangle
$$

(b) If $P^{\prime} \neq 1$ and $1 \leqq i \leqq v$, then $\left[x_{i}, x_{u+i}\right] \neq 1$.

Proof. (a) First, suppose that $j=i+1$. Then $\left\langle x_{i}, x_{j}\right\rangle=\phi^{i-1}\left(\left\langle x_{1}, x_{2}\right\rangle\right)$. By (3.1) (e), $\left|\left\langle x_{1}, x_{2}\right\rangle\right|=p^{2}$. Hence, $\left\langle x_{1}, x_{2}\right\rangle$ and $\left\langle x_{i}, x_{j}\right\rangle$ are Abelian.

Now suppose that $j \geqq i+2$. Similar calculations show that $\left\langle x_{i}, \ldots, x_{j-1}\right\rangle$ and $\left\langle x_{i+1}, \ldots, x_{j}\right\rangle$ have index $p$ and are therefore normal in $\left\langle x_{i}, \ldots, x_{j}\right\rangle$. Hence,

$$
\left[\left\langle x_{i}\right\rangle,\left\langle x_{j}\right\rangle\right] \in\left\langle x_{i}, \ldots, x_{j-1}\right\rangle \cap\left\langle x_{i+1}, \ldots, x_{j}\right\rangle=\left\langle x_{i+1}, \ldots, x_{j-1}\right\rangle
$$

This proves (a).
(b) By the definition of $u$, we have $\left[x_{j}, x_{u+j}\right] \neq 1$ for some $j$ for which $1 \leqq j \leqq v$. Hence $\left[x_{i}, x_{u+i}\right]=\phi^{i-j}\left(\left[x_{j}, x_{u+j}\right]\right) \neq 1$.

The following symmetry principle will be quite handy:
Lemma 3.3. Let $n$ be a nonzero element of $\mathbf{Z}_{p}$. Condition (3.1) and the definitions of $u, v$, and $k$ remain valid if we replace $P$ by $P, Q$ by $R, R$ by $Q, \phi$ by $\phi^{-1}$, and $x_{i}$ by $\left(x_{i+1-i}\right)^{n}$, for $i=1, \ldots, t$.

Recall that $u=t$ if $P$ is Abelian.
Proposition 3.4 (Sims [10, Lemma 2.7]). Assume that $P$ is not Abelian. Then
(a) $u \geqq \frac{2}{3} t$;
(b) $\left[x_{1}, x_{u+1}\right] \in\left\langle x_{v+1}, \ldots, x_{u-v+1}\right\rangle$, and
(c) $\left[x_{i}, x_{u+i}\right] \in \Omega_{1}(Z(P))$, for $i=1, \ldots, v$.

Proof. Since $P$ is not Abelian, $u<t$. Suppose that $1 \leqq i \leqq v$ and that $i \leqq u$. Then

$$
\left[x_{u+1}^{-1}, x_{u+i^{-1}}, x_{1}\right]=\left[1, x_{1}\right]=1
$$

and

$$
\left[x_{u+i}, x_{1}^{-1}, x_{u+1}^{-1}\right] \in\left[\left\langle x_{2}, \ldots, x_{u+i-1}\right\rangle,\left\langle x_{u+1}\right\rangle\right]=1
$$

by Lemma 3.2 and the definition of $u$. By the Three Subgroups Lemma (Lemma 2.5)

$$
\begin{equation*}
\left[x_{1}, x_{u+1}, x_{u+i}\right]=1 \tag{3.2}
\end{equation*}
$$

By Lemma 3.2, $1 \neq\left[x_{1}, x_{u+1}\right] \in\left\langle x_{2}, \ldots, x_{u}\right\rangle$. Let $\left[x_{1}, x_{u+1}\right]=x_{m}{ }^{e(m)} \ldots x_{n}{ }^{e(n)}$, where $e(m), e(n) \neq 0$. Then $m \leqq u$. Suppose that $m \leqq v$. Then $u+m \leqq t$, and $x_{u+m}$ centralizes $x_{m+1}, \ldots, x_{n}$ but not $x_{m}$ (by Lemma 3.2). So

$$
\left[x_{1}, x_{u+1}, x_{u+m}\right]=\left[x_{m}^{e(m)} \ldots x_{n}^{e(n)}, x_{u+m}\right] \neq 1
$$

contrary to (3.2). Thus, $m \geqq v+1$.
Let $y_{i}=x_{i+1-i}$, for $i=1,2, \ldots, t$. Then

$$
\begin{aligned}
{\left[y_{1}, y_{u+1}\right] } & =\left[x_{t}, x_{v}\right] \\
& =\left[x_{v}, x_{i}\right]^{-1} \\
& =\phi^{v-1}\left(\left[x_{1}, x_{u+1}\right]^{-1}\right) \\
& =\phi^{0-1}\left(x_{n}-e(n) \ldots x_{m}^{-e(m)}\right) \\
& =\phi^{0-1}\left(y_{t+1-n}-e(n) \ldots y_{t+1-m^{-e(m)}}\right) \\
& =y_{u+2-n}^{-e(n)} \ldots y_{u+2-m^{-e(m)}} .
\end{aligned}
$$

By the above argument and by symmetry (see Lemma 3.3), we obtain $u+2-n \geqq v+1$. Therefore,

$$
v+1 \leqq m \leqq n \leqq(u+2)-(v+1)=u-v+1
$$

Since $v=t-u$, this proves (a) and (b).
Suppose that $1 \leqq i \leqq v$. Then

$$
\left[x_{i}, x_{u+i}\right]=\phi^{i-1}\left(\left[x_{1}, x_{u+1}\right]\right) \in\left\langle x_{v+i}, \ldots, x_{u-v+i}\right\rangle \subseteq\left\langle x_{v+1}, \ldots, x_{u}\right\rangle \subseteq Z(P)
$$

by (b) and the definition of $u$. Since every $x_{j}$ has order $p$, this proves (c) and completes the proof of Proposition 3.4.

Lemma 3.5. (a) For $i=1, \ldots, v$,

$$
C_{P}\left(\left\langle x_{i}, \ldots, x_{u}\right\rangle\right)=\left\langle x_{1}, \ldots, x_{u+i-1}\right\rangle
$$

(b) For $i=u+1, \ldots, t$,

$$
C_{P}\left(\left\langle x_{v+1}, \ldots, x_{i}\right\rangle\right)=\left\langle x_{i-u+1}, \ldots, x_{\imath}\right\rangle
$$

(c) Moreover, $Z(P)=\left\langle x_{v+1}, \ldots, x_{u}\right\rangle$ and $Z(Q)=\left\langle x_{v+1}, \ldots, x_{u+1}\right\rangle$;
both are elementary Abelian.
Proof. If $P$ is Abelian, then $u=t$ and $v=0$, and the lemma is obvious. Assume that $P$ is not Abelian.
(a) Let $C=C_{P}\left(\left\langle x_{i}, \ldots, x_{u}\right\rangle\right)$. By the definition of $u, C$ contains $\left\langle x_{1}, \ldots, x_{u+i-1}\right\rangle$. Suppose that it contains some further element $x$. Let $x=x_{1}{ }^{e(1)} \ldots x_{m}{ }^{e(m)}$, where $m \geqq u+i$ and $e(m) \neq 0$. Then $i \leqq m-u \leqq$ $t-u \leqq u$, so $x \in C \subseteq C_{p}\left(x_{m-u}\right)$ and $x_{m-u}$ centralizes

$$
x_{1}, x_{2}, \ldots, x_{m-u}, \ldots, x_{m-1}
$$

Hence, $x_{m-u}$ centralizes $x_{m}{ }^{e(m)}$, contrary to Lemma 3.2.
(b) Use (a) and symmetry.
(c) Take $i=1$ in (a) and $i=t$ in (b). We obtain

$$
Z(P) \subseteq\left\langle x_{1}, \ldots, x_{u}\right\rangle \cap\left\langle x_{v+1}, \ldots, x_{t}\right\rangle=\left\langle x_{v+1}, \ldots, x_{u}\right\rangle .
$$

We obtain the reverse containment because $\left[x_{i}, x_{j}\right]=1$ whenever $1 \leqq i \leqq t$ and $v+1 \leqq j \leqq u$, by the definition of $u$ and $v$. A similar argument yields that $Z(Q)=\left\langle x_{v+1}, \ldots, x_{u+1}\right\rangle$. Since every $x_{j}$ has order $p, Z(P)$ and $Z(Q)$ are elementary Abelian.

Recall that $k=t$ if $P_{3}=1$.
Proposition 3.6. Suppose that $P_{3} \neq 1$. Then

$$
\begin{equation*}
k \geqq u+\frac{1}{2} v \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[x_{1}, x_{k+1}\right]=x_{m}^{e(m)} \ldots x_{n}^{e(n)} \tag{3.4}
\end{equation*}
$$

for some integers $m, n$ and some $e(m), \ldots, e(n) \in \mathbf{Z}_{p}$ such that
(a) $1 \leqq m \leqq n \leqq t$,
(b) both $e(m)$ and $e(n)$ are nonzero,
(c) $m=k-u+1$ or $n=u+1$,
(d) $m=k-u+1$ or $m \geqq v+1$, and
(e) $n=u+1$ or $n \leqq k+1-v$.

Proof. If $\left[x_{1}, x_{k+1}\right]=1$, then $\left[x_{i}, x_{k+i}\right]=\phi^{i-1}\left(\left[x_{1}, x_{k+1}\right]\right)=1 \in Z(P)$, for $i=1, \ldots, t-k$, contrary to the definition of $k$. Thus, $\left[x_{1}, x_{k+1}\right] \neq 1$. Take $m, n$ and $e(m), \ldots, e(n)$ to satisfy (3.4), (a), and (b).

Suppose that $m \geqq v+1$ and that $n \leqq k+1-v$. Then, for $1 \leqq i \leqq t-k$, we have $v+1 \leqq m \leqq m+i-1$ and $n+i-1 \leqq u$; hence,

$$
\begin{aligned}
{\left[x_{i}, x_{i+k}\right] } & =\phi^{i-1}\left(\left[x_{1}, x_{k+1}\right]\right)=\phi^{i-1}\left(x_{m}^{e(m)} \ldots x_{n}^{e(n)}\right) \\
& =x_{m+i-1}{ }^{e(m)} \ldots x_{n+i-1}{ }^{e(n)} \in\left\langle x_{v+1}, \ldots, x_{u}\right\rangle \subseteq Z(P) .
\end{aligned}
$$

This contradicts the definition of $k$. So we have

$$
\begin{equation*}
m \leqq v \text { or } n \geqq k+2-v \tag{3.5}
\end{equation*}
$$

We will assume for a while that $m \leqq v$. Let

$$
N=\left\langle x_{v+1}, \ldots, x_{k}\right\rangle,
$$

and let $C=C_{P}(N)$. Since $k \geqq u$, Lemma 3.5 yields that $N \supseteq Z(P)$ and that

$$
C=\left\langle x_{k+1-u}, \ldots, x_{t}\right\rangle .
$$

By our choice of $k$, we have $\left[\left\langle x_{j}\right\rangle, N\right] \subseteq Z(P)$, for $j=1, \ldots, k-u$. Since $[C, N]=1$, we have $[P, N] \subseteq Z(P) \subseteq N$. Therefore, $N \unlhd P$ and $C \unlhd P$. It follows that $\left[x_{1}, x_{k+1}\right] \in C$ and consequently that $m \geqq k+1-u$. We will show that $m=k+1-u$.

Let $Y=\left\langle\left[x_{k+1-u}, x_{k+1}\right]\right\rangle$. Then $Y \subseteq Z(P)$, by Proposition 3.4. Moreover, $\left[C, x_{k+1}\right] \subseteq Y$. Hence, the coset $x_{k+1} Y$ is in the centre of $C / Y$. Since $C \unlhd P$, we have $C / Y \unlhd P / Y$ and $Z(C / Y) \unlhd P / Y$. Consequently,

$$
\begin{equation*}
\left[x_{1}, x_{k+1}\right] Y \in Z(C / Y) \tag{3.6}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left[x_{m}{ }^{e(m)} \ldots x_{n}{ }^{e(n)}, x_{u+m}\right]=\left[x_{1}, x_{k+1}, x_{u+m}\right] \in Y=\left\langle\left[x_{k+1-u}, x_{k+1}\right]\right\rangle . \tag{3.7}
\end{equation*}
$$

Let $Y_{1}=\left\langle\left[x_{m}, x_{u+m}\right]\right\rangle$. Then $Y_{1} \subseteq Z(P)$, and $x_{u+m}$ centralizes $x_{m}, \ldots, x_{n}$ modulo $Y_{1}$. By (3.7),

$$
1 \neq\left[x_{m}{ }^{e(m)} \ldots x_{n}{ }^{e(n)}, x_{u+m}\right] \in Y \cap Y_{1}=Y \cap \phi^{m-(k+1-u)}(Y)
$$

Since $|Y|=p, m-(k+1-u)$ is zero; that is, $m=k+1-u$.
Suppose that $k<u+\frac{1}{2} v$. Then $2 k<2 u+v=u+t, 2 k+1 \leqq u+t$, and $m+k=2 k+1-u \leqq t$. By (3.6) and the definition of $C$,

$$
\left[x_{m}^{e(m)} \ldots x_{n}{ }^{e(n)}, x_{m+k}\right]=\left[x_{1}, x_{k+1}, x_{m+k}\right] \in Y \subseteq Z(P)
$$

Hence, $x_{m+k}$ centralizes $x_{m}{ }^{e(m)} \ldots x_{n}{ }^{e(n)}$ modulo $Z(P)$. By the definition of $k, x_{m+k}$ centralizes $x_{m+1}, \ldots, x_{n}$ modulo $Z(P)$. As $e(m) \neq 0, x_{m+k}$ centralizes $x_{m}$ modulo $Z(P)$. However,

$$
\begin{aligned}
{\left[x_{m}, x_{m+k}\right] } & =\phi^{m-1}\left(\left[x_{1}, x_{k+1}\right]\right) \\
& =\phi^{m-1}\left(x_{m}^{e(m)} \ldots x_{n}^{e(n)}\right) \\
& =x_{2 m-1}{ }^{e(m)} \ldots x_{n+m-1}{ }^{e(n)} .
\end{aligned}
$$

As $2 m-1=2(k+1-u)-1=2 k-2 u+1<v+1$, this contradicts Lemma 3.5 (c). Hence $k \geqq u+\frac{1}{2} v$.

We have now proved (3.3), (c), and (d) under the assumption that $m \leqq v$. Let $y_{i}=x_{t+1-i}$, for $i=1, \ldots, t$. Then

$$
\left.\begin{array}{rl}
{\left[y_{1}, y_{k+1}\right]} & =\left[x_{t}, x_{t-k}\right] \\
& =\phi^{t-k-1}\left(\left[x_{1}, x_{k+1}\right]^{-1}\right) \\
& =\phi^{t-k-1}\left(y_{t+1-n}-e(n)\right.
\end{array} y_{t+1-m}^{-e(m)}\right),
$$

By symmetry (Lemma 3.3) and by the above argument, we obtain (3.3) and $k+2-n=k+1-u$ (that is, $n=u+1$ ) if $k+2-n \leqq v$ (that is, if $n \geqq k+2-v$ ), regardless of $m$. Thus, we obtain (3.3), (c), and (e) if $n \geqq k+2-v$. By (3.5), $m \leqq v$ or $n \geqq k+2-v$. This proves (3.3) and (c) in all cases. Since (d) is trivial if $m>v$ and (e) is trivial if $n<k-v+2$, this completes the proof of Proposition 3.6.

Theorem 3.7. If $p=2$, then $P_{3}=1$. In all cases, $P_{4}=1$ and

$$
P^{\prime} \subseteq\left\langle x_{i+1-k}, \ldots, x_{k}\right\rangle
$$

Proof. We assume that $P_{3} \neq 1$ and use the notation and results of Proposition 3.6. By symmetry, we may assume that

$$
\begin{equation*}
m=k-u+1 \tag{3.8}
\end{equation*}
$$

Suppose that $p=2$. Let $x=x_{1}$ and $y=x_{k+1}$. Then

$$
\begin{equation*}
x=x^{y^{2}}=(x[x, y])^{y}=x^{y}[x, y]^{y}=x[x, y]^{2}[x, y, y] \tag{3.9}
\end{equation*}
$$

Since $0 \leqq n-m \leqq(u+1)-(k-u+1)<u$ by Proposition 3.6, the group $\left\langle x_{m}, \ldots, x_{n}\right\rangle$ is elementary Abelian. Consequently,

$$
[x, y]^{2}=\left[x_{1}, x_{k+1}\right]^{2}=1
$$

and (3.9) yields

$$
\begin{equation*}
1=[x, y, y]=\left[x_{m}{ }^{e(m)} \ldots x_{n}^{e(n)}, x_{k+1}\right] . \tag{3.10}
\end{equation*}
$$

By (3.8), $k+1=m+u$. Hence, $x_{k+1}$ centralizes $x_{m+1}, \ldots, x_{n}$. Since $e(m) \neq 0,(3.10)$ yields $\left[x_{m}, x_{k+1}\right]=1$, which is a contradiction. Thus, $p \neq 2$.

Let

$$
\begin{array}{rlrl}
N_{1} & =\left\langle x_{v+1}, \ldots, x_{k}\right\rangle, & N_{2} & =\left\langle x_{t+1-k}, \ldots, x_{u}\right\rangle, \\
C_{1} & =\left\langle x_{k+1-u}, \ldots, x_{t}\right\rangle, \text { and } C_{2} & =\left\langle x_{1}, \ldots, x_{t+u-k}\right\rangle .
\end{array}
$$

By the definition of $k$, we have $\left[N_{i}, P\right] \subseteq Z(P) \subseteq N_{i}$, for $i=1,2$. By Lemma 3.5, $C_{i}=C_{P}\left(N_{i}\right)$, for $i=1,2$. Thus, $N_{1}, N_{2} \unlhd P$. Hence, $C_{1}, C_{2} \unlhd P$.

Suppose that $1 \leqq i \leqq j \leqq t$ and that $\left[x_{i}, x_{j}\right] \neq 1$. Then $j-i \geqq u$, so $j \geqq u+1 \geqq v+1 \geqq k-u+1$. Thus, $x_{j} \in C_{1}$ and $\left[x_{i}, x_{j}\right] \in C_{1}$. Similarly, $i \leqq u \leqq t+u-k$ and $\left[x_{i}, x_{j}\right] \in C_{2}$. Since $C_{1} \cap C_{2} \unlhd P$, we obtain

$$
\begin{equation*}
P^{\prime} \subseteq C_{1} \cap C_{2}=\left\langle x_{k+1-u}, \ldots, x_{t+u-k}\right\rangle \tag{3.11}
\end{equation*}
$$

Since $k \geqq u+\frac{1}{2} v, 2 k \geqq 2 u+v=t+u$. Hence, $k+1-u \geqq t+1-k$ and $t+u-k \leqq k$. By (3.11),

$$
\begin{equation*}
P^{\prime} \subseteq\left\langle x_{t+1-k}, \ldots, x_{k}\right\rangle \tag{3.12}
\end{equation*}
$$

By (3.12) and the definition of $k$, we have $P_{3}=\left[P^{\prime}, P\right] \subseteq Z(P)$. Therefore, $P_{4}=1$.

Example 3.8. Let $P=E(p)$ and let $a$ and $b$ be two generators of $P$ that have order $p$. Let

$$
x_{1}=a, \quad x_{2}=[a, b], \quad \text { and } \quad x_{3}=b .
$$

Let $R=\left\langle x_{1}, x_{2}\right\rangle$ and $Q=\left\langle x_{2}, x_{3}\right\rangle$. Then $Q$ and $R$ are elementary Abelian groups of order $p^{2}$ and are isomorphic under a mapping $\phi$ that satisfies (3.1). Here $P$ has nilpotence class two.

Example 3.9. Assume that $p$ is odd. Take $a$ and $b$ as in Example 3.8, and let $c=[a, b]$. Let $Q$ be the direct product of $\langle a, b\rangle$ and an elementary group $\langle d, e\rangle$ of order $p^{2}$. Then there exists a unique automorphism $\alpha$ of $Q$ given by

$$
a^{\alpha}=a, b^{\alpha}=a^{-1} b c, c^{\alpha}=c, d^{\alpha}=d, e^{\alpha}=d^{-1} e .
$$

(Since $p$ is odd, $\left(a^{-1} b c\right)^{p}=1$.) Moreover, $\alpha^{p}=1$.
Let $P$ be the semi-direct product of $Q$ by $\langle\alpha\rangle$. Let

$$
x_{1}=\alpha, \quad x_{2}=a, \quad x_{3}=d, \quad x_{4}=c, \quad x_{5}=e, \quad \text { and } \quad x_{6}=b .
$$

Let $R=\left\langle x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\rangle=\langle\alpha, e\rangle \times\langle a, c\rangle$. Then $Q$ and $R$ are isomorphic under a mapping $\phi$ that satisfies (3.1). Since $P^{\prime}=\langle a, c, d\rangle$ and $P_{3}=\langle c\rangle$, $P$ has nilpotence class three.

Remark 3.10. It is easy to see that in (3.1), $P$ is elementary Abelian if $v=0$ and $P$ is a direct product of $E(p)$ and a (possibly trivial) elementary Abelian group if $v=1$. On the other hand, it is easy to construct examples for which $v=0$ and $t$ is an arbitrary positive integer, or for which $v=1$ and $t$ is an arbitrary integer greater than two. In [3], J. Currano has classified all groups $P$ and isomorphisms $\phi$ that satisfy (3.1).
4. A restricted case. Suppose that $P$ satisfies (3.1). In Lemma 2.2, we have shown that $P$ can be embedded in some finite group $G$ such that $\phi$ is effected by conjugation by some element $g$ of $G$. Suppose that $P$ is thus embedded:
let $H=\left\langle P, P^{g}\right\rangle$ and $x_{t+1}=x_{t}{ }^{g}$. Since $\left[P^{g}: Q\right]=p, Q$ is normal in $P^{g}$ and therefore in $H$. Then $H=\left\langle Q, x_{1}, x_{i+1}\right\rangle$. In this section we investigate the structure of $P$ when $P$ and $H$ satisfy the following restrictions:

$$
\begin{gather*}
P \text { is not Abelian }  \tag{4.1}\\
H=C_{H}(Q) O^{p}(H) P^{g} \tag{4.2}
\end{gather*}
$$

It is of interest to show that (4.2) depends only on $P$ and $\phi$, and does not depend on the group $G$ in which $P$ is embedded. Let $\psi$ be the homomorphism of $H$ into Aut $Q$ that maps each $h \in H$ to the automorphism of $Q$ given by $x \rightarrow x^{h}$. Let $H^{*}$ be the image of $\psi$, and let $P^{*}$ be the image of $P^{g}$ under $\psi$. Then (4.2) is equivalent to the condition that $H^{*}=O^{p}\left(H^{*}\right) P^{*}$. However,

$$
H^{*}=\left\langle\psi\left(x_{i}\right) \mid 1 \leqq i \leqq t+1\right\rangle \quad \text { and } \quad P^{*}=\left\langle\psi\left(x_{i}\right) \mid 2 \leqq i \leqq t+1\right\rangle
$$

Now, $\psi\left(x_{i}\right)$ is determined by the structure of $P$, for $i=1, \ldots, t$. Moreover, $\psi\left(x_{t+1}\right)$ is determined by the condition

$$
\begin{aligned}
x_{i} i^{\psi\left(x_{t+1}\right)} & =x_{i}{ }^{x_{t+1}} \\
& =\left(x_{i-1}\right)^{x_{t} g} \\
& =\left(x_{i-1}{ }^{x_{t}}\right)^{g} \\
& =\phi\left(x_{i-1}{ }^{x_{t}}\right), \text { for } i=2, \ldots, t .
\end{aligned}
$$

Thus, (4.2) is determined solely by $P$ and $\phi$.
Throughout the remainder of this section we assume (3.1), (4.1), and (4.2).
By Proposition 3.4, $\left[x_{1}, x_{u+1}\right] \in\left\langle x_{v+1}, \ldots, x_{u-v+1}\right\rangle$. Define

$$
c(v+1), \ldots, c(u-v+1) \in \mathbf{Z}_{p}
$$

by

$$
\begin{equation*}
\left[x_{1}, x_{u+1}\right]=x_{v+1}{ }^{c(v+1)} \ldots x_{u-v+1}{ }^{c(u-v+1)} \tag{4.3}
\end{equation*}
$$

If $P_{3} \neq 1$, define $d(k-u+1), \ldots, d(u+1) \in \mathbf{Z}_{p}$ by

$$
\begin{equation*}
\left[x_{1}, x_{k+1}\right]=x_{k-u+1}{ }^{d(k-u+1)} \ldots x_{u+1}^{d(u+1)} . \tag{4.4}
\end{equation*}
$$

By Proposition 3.6, these exponents exist.
Let us recall some notation from [5]. A series

$$
S=S_{0} \supseteq S_{1} \supseteq \ldots \supseteq S_{n}=1
$$

in a group $S$ is a normal series if $S_{i} \unlhd S_{i-1}$, for $i=1,2, \ldots, n$. A subgroup $K$ of Aut $S$ stabilizes this series if it fixes $S_{1}, S_{2}, \ldots, S_{n}$ and fixes every coset of $S_{i}$ in $S_{i-1}$, for $i=1,2, \ldots, n$.

Lemma 4.1 (Maschke [5, p. 69]). Suppose that $S$ is an elementary Abelian $p$-group, that $K$ is a $p^{\prime}$-group of automorphisms of $S$, and that $S_{1}$ is a subgroup of $S$ fixed by $K$. Then there exists a subgroup $S_{2}$ of $S$ fixed by $K$ such that $S=S_{1} \times S_{2}$.

Lemma 4.2 ([5, pp. 178-179]). Suppose that $S$ is a p-group and that $K$ is a group of automorphisms of $S$ that stabilizes a normal series of $S$. Then $K$ is a p-group.

Lemma 4.3. Suppose that $Q_{2} \subset Q_{1} \subseteq Q$ and that $Q_{1}, Q_{2} \unlhd H$. Assume that $H / C_{H}\left(Q_{1} / Q_{2}\right)$ is a p-group. Then $H=C_{H}\left(Q_{1} / Q_{2}\right) P^{g}$.

Proof. Clearly, $C_{H}(Q) O^{p}(H) \subseteq C_{H}\left(Q_{1} / Q_{2}\right)$. Apply (4.2).
Lemma 4.4. The group $H / C_{H}(Z(Q))$ is not a p-group.
Proof. Suppose that this is false. By Lemma 4.3,

$$
H=C_{H}(Z(Q)) P^{g} \subseteq C_{H}\left(x_{u+1}\right)
$$

contrary to $\left[x_{1}, x_{u+1}\right] \neq 1$.
Proposition 4.5. We have $c(v+1) \neq 0$ and $c(u-v+1) \neq 0$.
Proof. Suppose that $c(u-v+1)=0$. Let $N_{1}=Z(P)=\left\langle x_{v+1}, \ldots, x_{u}\right\rangle$ and let $N_{2}=\left\langle x_{v+2}, \ldots, x_{u}\right\rangle$. Then $N_{2} \subseteq Z(P) \cap Z\left(P^{g}\right) \subseteq Z(H)$. Since

$$
\begin{aligned}
{\left[x_{v+1}, x_{t+1}\right] } & =\left[x_{1}, x_{u+1}\right]^{]^{v}} \\
& =\phi^{v}\left(x_{v+1}^{c(v+1)} \ldots x_{u-v+1}^{c(u-v+1)}\right) \\
& =x_{2 v+1^{c(v+1)}} \ldots x_{u}^{c(u-v)} \in N_{2},
\end{aligned}
$$

$x_{t+1}$ centralizes $N_{1} / N_{2}$. So $N_{1} \unlhd H$ and $N_{1} / N_{2} \subseteq Z\left(H / N_{2}\right)$. Moreover, $Z(Q) \unlhd H$ and $Z(Q)=\left\langle N_{1}, x_{u+1}\right\rangle$, by Lemma 3.5. As $\left[x_{1}, x_{u+1}\right] \in N_{1}$ and $\left[x_{u+1}, x_{t+1}\right]=1$, we have $Z(Q) / N_{1} \subseteq Z\left(H / N_{1}\right)$. Let us regard $H / C_{H}(Z(Q))$ as a group of automorphisms of $Z(Q)$. Then it stabilizes the normal series

$$
Z(Q) \supset N_{1} \supset N_{2} \supseteq 1
$$

of $Z(Q)$. By Lemma 4.2, $H / C_{H}(Z(Q))$ is a $p$-group, contrary to Lemma 4.4. Hence, $c(u-v+1) \neq 0$.

If $c(v+1)=0$, a symmetric argument (by Lemma 3.3) yields again that $H / C_{H}(Z(Q))$ is a $p$-group, contrary to Lemma 4.4.

Notation. Let $z_{1}=\left[x_{1}, x_{u+1}\right]$. For $i=2, \ldots, v+1$, let $z_{i}=\left[x_{i}, x_{u+i}\right]=$ $\phi^{i-1}\left(z_{1}\right)$. Let $Z=\left\langle z_{1}, \ldots, z_{v}\right\rangle$ and let $V=\left\langle z_{1}, z_{v+1}\right\rangle$.

Lemma 4.6. We have $Z(Q)=\left\langle Z(P), z_{o+1}\right\rangle$ and

$$
\left\langle Z, z_{v+1}\right\rangle \cap Z(P)=Z
$$

Proof. For $i=1, \ldots, v$,

$$
z_{i}=\phi^{i-1}\left(z_{1}\right)=x_{v+i}{ }^{c(v+1)} \ldots x_{u-v+i}^{c(u-v+1)} \in\left\langle x_{v+1}, \ldots, x_{u}\right\rangle \subseteq Z(P)
$$

by (4.3). Since $c(u-v+1) \neq 0$, we obtain $z_{v+1} \notin Z(P)$ and $\left\langle Z(P), z_{v+1}\right\rangle=$ $\left\langle Z(P), x_{u+1}\right\rangle=Z(Q)$, by a similar argument.

Proposition 4.7. We have $Z(Q)=V \times(Q \cap Z(H))$ and $V \unlhd H$. Moreover, consider $V$ to be a vector space over $\mathbf{Z}_{p}$; then the elements of $H$ determine by conjugation the elements of $\operatorname{SL}(V)$. Thus, $H / C_{H}(V) \cong \operatorname{SL}(2, p)$.

Proof. By parts (a) and (b) of Lemma 3.5, $Q \cap Z(H)=\left\langle x_{v+2}, \ldots, x_{u}\right\rangle$. Since $c(v+1) \neq 0$ and $c(u-v+1) \neq 0$, we obtain

$$
Z(Q)=V(Q \cap Z(H)) \text { and } V \cap(Q \cap Z(H))=1
$$

Thus, $Z(Q)=V \times(Q \cap Z(H))$.
Let $S=\left\langle Z(Q), x_{1}\right\rangle=\left\langle Z(P), x_{1}, x_{u+1}\right\rangle$. Since $\left[x_{1}, x_{u+1}\right] \in Z(P)$, the group $S / Z(P)$ must be Abelian. So $S^{\prime} \subseteq Z(P) \subseteq Z(S)$. By Lemma 2.5,

$$
\begin{aligned}
\left(z_{v+1}\right)^{-1}\left(z_{v+1}\right)^{x_{1}} & =\left[z_{v+1}, x_{1}\right] \\
& =\left[x_{2 v+1}^{c(v+1)} \ldots x_{u+1}^{c(u-v+1)}, x_{1}\right] \\
& =\left[x_{u+1}^{c(u-v+1)}, x_{1}\right] \\
& =\left[x_{u+1}, x_{1}\right]^{c(u-v+1)} \\
& =z_{1}^{-c(u-v+1)} .
\end{aligned}
$$

So $\left(z_{v+1}\right)^{x_{1}}=z_{1}^{-c(u-v+1)} z_{v+1}$. A similar argument shows that $z_{1}^{x^{x+1}}=z_{1} z_{v+1}{ }^{c(v+1)}$. Let us consider $z_{1}$ and $z_{v+1}$ to form a basis of $V$ as a vector space. Since $\left[x_{1}, z_{1}\right]=\left[x_{t+1}, z_{v+1}\right]=1$ and since $V \subseteq Z(Q)$, we find that $V \unlhd H$ and that
(4.5) the automorphisms of $V$ induced by conjugation by $x_{1}$ and $x_{i+1}$ are represented by the matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
-c(u-v+1) & 1
\end{array}\right] \text { and }\left[\begin{array}{cc}
1 & c(v+1) \\
0 & 1
\end{array}\right], \text { respectively. }
$$

It is well known [9, pp. 115-118] that these matrices generate $\operatorname{SL}(2, p)$, since $c(u-v+1)$ and $c(v+1)$ are nonzero, by Proposition 4.5. As

$$
H=Q\left\langle x_{1}, x_{t+1}\right\rangle=C_{H}(V)\left\langle x_{1}, x_{t+1}\right\rangle,
$$

this completes the proof of the proposition.
Remark 4.8. In [3], J. Currano has obtained the conclusion of Proposition 4.7 by assuming (3.1), (4.1), and a weaker condition than (4.2).

Lemma 4.9. Let $N=\left\langle x_{t+2-k}, \ldots, x_{k}\right\rangle$. Then $\quad[H, N] \subseteq Z(Q) \quad$ and $\left[O^{p}(H), N\right] \subseteq V$.

Proof. Since $u+1 \leqq k \leqq t, Z(Q) \subseteq N \subseteq Q$. By the definition of $k$, we have $[P, N] \subseteq Z(P) \subseteq Z(Q)$. Similarly, $\left[P^{q}, N\right] \subseteq Z(Q)$. Hence,

$$
N / Z(Q) \subseteq Z(H / Z(Q))
$$

which yields $[H, N] \subseteq Z(Q)$. By this calculation and by Proposition 4.7, the automorphisms of $N / V$ induced by conjugation by elements of $H$ stabilize the normal series

$$
N / V \supseteq Z(Q) / V \supseteq V / V=1
$$

of $N / V$. By Lemma 4.2, $H / C_{H}(N / V)$ is a $p$-group. Hence, $O^{p}(H) \subseteq C_{H}(N / V)$.

We will say that a series of the form

$$
\begin{equation*}
1=Q_{0} \subset Q_{1} \subset \ldots Q_{n}=Q \tag{4.6}
\end{equation*}
$$

is an $H$-composition series of $Q$ if $Q_{i} \unlhd H$, for each $i$, and there is no normal subgroup $S$ of $H$ such that $Q_{i-1} \subset S \subset Q_{i}$ for some $i, 1 \leqq i \leqq n$. We note that the Jordan-Hölder theorem applies to $H$-composition series [6, Theorem 8.4.3, p. 126].

Proposition 4.10. Assume that $P_{3}=1$. Suppose that (4.6) is an $H$-composition series of $Q$. Then precisely one of the factors $Q_{i} / Q_{i-1}(1 \leqq i \leqq n)$ has order $p^{2}$, and all of the other factors $Q_{i} / Q_{i-1}$ have order $p$ and are centralized by $H$.

Proof. By the Jordan-Hölder Theorem, it is sufficient to find one $H$-composition series of $Q$ that satisfies the conclusion of the lemma. Let $Q_{1}=V$. By Proposition 4.7, $V$ is a minimal normal subgroup of $H$ and $Z(Q) / V$ is centralized by $H$. Since $P_{3}=1$, we have $k=t$. By Lemma 4.9, $H$ centralizes $Q / Z(Q)$.

Consider the series

$$
1=Q_{0} \subset Q_{1} \subseteq Z(Q) \subseteq Q
$$

After deleting repeated terms, if any, we may refine this series to an $H$-composition series of $Q$ that has the desired properties.

Lemma 4.11. For $i=1, \ldots, k-u$,

$$
\left[P,\left\langle x_{u+i}\right\rangle\right] \subseteq\left\langle z_{1}, \ldots, z_{i}\right\rangle .
$$

Proof. Use induction on $i$. Suppose that $1 \leqq r \leqq k-u$ and that the result is true whenever $1 \leqq i<r$. Let $M=\left\langle z_{1}, \ldots, z_{r}\right\rangle$ and $N=\left\langle M, z_{v+1}\right\rangle$. Then $M \subseteq Z(P)$ and $V \subseteq N \subseteq V Z(H)$. So $N \unlhd H$.

We first show that $x_{u+r} N$ is in the centre of $H / N$; that is, that

$$
\begin{equation*}
\left[H,\left\langle x_{u+r}\right\rangle\right] \subseteq N \tag{4.7}
\end{equation*}
$$

By (4.2), $H=C_{H}(Q) O^{p}(H) P^{g}$. Certainly, $C_{H}(Q)$ centralizes the coset $x_{u+r} N$. By Lemma 4.9, $O^{p}(H)$ centralizes $x_{u+r} N$. Thus we must show that $\left[x_{i}, x_{u+r}\right] \in N$, for $i=2, \ldots, t+1$. For this, we may assume that $r \geqq 2$. Now,

$$
\begin{aligned}
& {\left[x_{i}, x_{u+r}\right]=\phi\left(\left[x_{i-1}, x_{u+r-1}\right]\right) \in \phi\left(\left[P,\left\langle x_{u+r-1}\right\rangle\right]\right)} \\
& \subseteq \phi\left(\left\langle z_{1}, \ldots, z_{r-1}\right\rangle\right)=\left\langle z_{2}, \ldots, z_{r}\right\rangle \subseteq M \subseteq N,
\end{aligned}
$$

by induction. This proves (4.7).
Since $u+r \leqq k$, we obtain $\left[P,\left\langle x_{u+\tau}\right\rangle\right] \subseteq N \cap Z(P)=M$, by (4.7) and Lemma 4.6.

Lemma 4.12. Suppose that $1 \leqq i \leqq k-u$. Then

$$
\left[P,\left\langle x_{t+i-k}\right\rangle\right] \subseteq\left\langle z_{t+i-k}, \ldots, z_{v}\right\rangle
$$

Proof. Let $Y=\left\langle z_{t+i-k}, \ldots, z_{v}\right\rangle$. Then $Y \subseteq Z(P)$. We must show that $\left[x_{t+i-k}, x_{j}\right] \in Y$, for $j=1,2, \ldots, t$. Now, $1 \leqq t+i-k \leqq v<u$. If $j \leqq u$, then $\left[x_{t+i-k}, x_{j}\right]=1$. Assume that $j \geqq u+1$. Let $r=j-(t+i-k-1)$. Then

$$
j>v \geqq t+i-k \quad \text { and } \quad 1 \leqq r \leqq t-(t+i-k-1) \leqq k-i+1 \leqq k
$$

Hence, by Lemma 4.11,

$$
\begin{aligned}
{\left[x_{t+i-k}, x_{j}\right] } & =\phi^{t+i-k-1}\left(\left[x_{1}, x_{r}\right]\right) \in \phi^{t+i-k-1}\left(\left\langle z_{1}, \ldots, z_{r-u}\right\rangle\right) \\
& =\left\langle z_{t+i-k}, \ldots, z_{j-u}\right\rangle \subseteq Y,
\end{aligned}
$$

as desired.
Proposition 4.13. Let $Z^{*}=\left\langle Z, z_{v+1}\right\rangle=\left\langle z_{1}, \ldots, z_{v+1}\right\rangle$ and let

$$
N=\left\langle x_{t+2-k}, \ldots, x_{k}\right\rangle
$$

Then:
(a) $Z^{*} \unlhd H$;
(b) $N \unlhd H$ and $[H, N] \subseteq Z^{*}$;
(c) if $P_{3}=1$, then $P^{\prime}=Z$ and $[Q, H]=Z^{*}$; and
(d) if $P_{3} \neq 1$, then $P_{3} \subseteq Z \subseteq P^{\prime}$.

Proof. Since $V \subseteq Z^{*} \subseteq Z(Q) \subseteq V Z(H)$, we obtain (a). Let

$$
L=\left\langle x_{t+1-k}, N\right\rangle
$$

By Lemmas 4.11 and 4.12, we have

$$
\begin{equation*}
[P, N] \subseteq[P, L] \subseteq Z \tag{4.8}
\end{equation*}
$$

Hence, $\left[P^{g}, N\right] \subseteq\left[P^{g}, L^{g}\right] \subseteq Z^{g} \subseteq Z^{*} \subseteq N$. This yields (b).
Since $z_{i}=\left[x_{i}, x_{u+i}\right] \in P^{\prime}$, for $i=1, \ldots, v$, we have $Z \subseteq P^{\prime}$.
Suppose that $P_{3}=1$. Then $k=t$ and $N=Q$. By Lemmas 4.11 and 4.12, $P^{\prime} \subseteq Z$, so $P^{\prime}=Z$. By (b), $[Q, H] \subseteq Z^{*}$. Thus,

$$
Z^{*}=\left\langle Z,\left[x_{v+1}, x_{i+1}\right]\right\rangle \subseteq[Q, H] \subseteq Z^{*},
$$

which proves (c).
Finally, assume that $P_{3} \neq 1$. By Theorem 3.7, $P^{\prime} \subseteq L$. Hence, by (4.8), $P_{3} \subseteq[L, P] \subseteq Z$. This yields (d) and completes the proof of Proposition 4.13.

Proposition 4.14. Assume that $P_{3} \neq 1$. Take $m$ and $n$ as in Proposition 3.6 and $Z^{*}$ and $N$ as in Proposition 4.13. Let

$$
M=\left\langle x_{t+1-k}, \ldots, x_{k+1}\right\rangle=\left\langle N, x_{t+1-k}, x_{k+1}\right\rangle
$$

Then:
(a) $[Q, H] \subseteq M,[Q, M] \subseteq N$, and $M \unlhd H$;
(b) if $M / N \subseteq Z(H / N)$, then $m \geqq v+1$;
(c) if $M / N \nsubseteq Z(H / N)$, then $k=u+\frac{1}{2} v$; and
(d) $n=u+1$.

Proof. (a) By Theorem 3.7, $P^{\prime} \subseteq\left\langle x_{t+1-k}, \ldots, x_{k}\right\rangle \subseteq M$. Hence, $M \unlhd P$. Similarly,

$$
\left(P^{g}\right)^{\prime}=\phi\left(P^{\prime}\right) \subseteq\left\langle x_{i+2-k}, \ldots, x_{k+1}\right\rangle \subseteq M
$$

and $M \unlhd P^{g}$. So $M \unlhd H$. Moreover, $[Q, H] \subseteq M$ because

$$
Q / M \subseteq Z(P / M) \cap Z\left(P^{g} / M\right) \subseteq Z(H / M)
$$

By the definition of $k$, we have $[Q, M] \subseteq Z(P) \subseteq N$.
(b) Assume that $M / N \subseteq Z(H / N)$. By Proposition 4.13 (b), the elements of $H$ determine by conjugation a group of automorphisms of $M / Z^{*}$ that stabilizes the normal series

$$
M / Z^{*} \supset N / Z^{*} \supset Z^{*} / Z^{*}=1
$$

By Lemmas 4.2 and $4.3, H / C_{H}\left(M / Z^{*}\right)$ is a $p$-group, and

$$
\begin{equation*}
H=C_{H}\left(M / Z^{*}\right) P^{0} \tag{4.9}
\end{equation*}
$$

By the definition of $k$,

$$
\left[x_{i}, x_{k+1}\right]=\left[x_{i-1}, x_{k}\right]^{g} \in Z(P)^{g}=Z\left(P^{g}\right) \subseteq Z(Q)
$$

for $i=2, \ldots, t+1$. Hence, $x_{k+1} Z(Q) \in Z\left(P^{g} / Z(Q)\right)$. Since $Z^{*} \subseteq Z(Q)$, (4.9) yields that $\left[H,\left\langle x_{k+1}\right\rangle\right] \subseteq Z(Q)$. In particular,

$$
x_{m}{ }^{e(m)} \ldots x_{n}{ }^{e(n)}=\left[x_{1}, x_{k+1}\right] \in Z(Q)=\left\langle x_{v+1}, \ldots, x_{u+1}\right\rangle
$$

Since $k<t, k-u+1<v+1 \leqq m$. By Proposition 3.6 (c), $n=u+1$. This proves (b) and proves (d) when $M / N \subseteq Z(H / N)$.
(c) Assume that $M / N \nsubseteq Z(H / N)$. Let $C=C_{H}(M / N)$. By (a), $C \supseteq Q$.

Suppose that $C \supseteq P^{g}$. Then $H=\left\langle P, P^{g}\right\rangle=P C$. Therefore, $H / C$ is a p-group. By Lemma 4.3, $H=C P^{g}=C$, contrary to assumption. Thus, $C \nsupseteq P^{g}$. Since $C \supseteq Q$, we must have $x_{t+1} \notin C$. As $\left[x_{k+1}, x_{t+1}\right]=1$, we obtain $\left[x_{t+1-k}, x_{t+1}\right] \not \equiv 1$, modulo $N$. Now,

$$
\begin{aligned}
{\left[x_{t+1-k}, x_{t+1}\right] } & =\phi^{t-k}\left(\left[x_{1}, x_{k+1}\right]\right) \\
& =\phi^{t-k}\left(x_{m}{ }^{e(m)} \ldots x_{n}^{e(n)}\right) \\
& =x_{m+t-k}{ }^{e(m)} \ldots x_{n+t-k}^{e(n)} .
\end{aligned}
$$

Since

$$
\left[x_{t+1-k}, x_{t+1}\right] \in\left\langle x_{t+2-k}, \ldots, x_{\imath}\right\rangle \cap M=\left\langle N, x_{k+1}\right\rangle
$$

we obtain

$$
\begin{equation*}
n+t-k=k+1 \tag{4.10}
\end{equation*}
$$

Thus, $n=2 k-t+1>k+u-t+1=k-v+1$. By Proposition 3.6 (e), $n=u+1$. By (4.10), $2 k=t+u=2\left(u+\frac{1}{2} v\right)$. This proves (c) and completes the proof of (d) and of the proposition.

We now consider some consequences of assuming the following statement, symmetric to (4.2):

$$
\begin{equation*}
H=C_{H}(Q) O^{p}(H) P \tag{4.11}
\end{equation*}
$$

We continue to assume (3.1), (4.1), and (4.2). Recall that, if $P_{3} \neq 1$, certain exponents $d(i)$ are defined by (4.4).

Proposition 4.15. Assume (4.11). Suppose that $P_{3} \neq 1$. Then:
(a) v is even, $m=1+\frac{1}{2} v$, and $k=u+\frac{1}{2} v$,
(b) both $d(k-u+1)$ and $d(u+1)$ are nonzero, and
(c) $P_{3}=Z$.

Proof. Take $m$ and $n$ as in Propositions 3.6 (and 4.14). By Proposition 4.14 (d), $n=u+1$. Since (4.11) is symmetric to (4.2), Proposition 4.14 (d) yields the symmetric result that $m=k-u+1$ (see Lemma 3.3 and Proposition 3.6). Hence, $m<t-u+1=v+1$. By Proposition 4.14, $k=u+\frac{1}{2} v$. Thus, we obtain (a) and (b).

By Proposition 4.13, $P_{3} \subseteq Z$. Now, $z_{1} \in Z$. Let $d=d(u+1)$. Then $d \neq 0$. By Lemma 2.5,

$$
\begin{aligned}
{\left[x_{1}, x_{k+1}, x_{1}\right] } & =\left[x_{m}^{d(m)} \ldots x_{u+1^{d(u+1)}}, x_{1}\right] \\
& =\left[x_{u+1^{d}}, x_{1}\right] \\
& =\left[x_{1}, x_{u+1}\right]^{-d} \\
& =z_{1}{ }^{-d} \neq 1 .
\end{aligned}
$$

Therefore, $z_{1} \in P_{3}$. For $i=1,2, \ldots, v / 2$, we have $k+i \leqq t$ and

$$
\left[x_{i}, x_{k+i}, x_{i}\right]=\phi^{i-1}\left(\left[x_{1}, x_{k+1}, x_{1}\right]\right)=\phi^{i-1}\left(z_{1}^{-d}\right)=z_{i}^{-d} ;
$$

thus, $z_{i} \in P_{3}$. Let $w=v / 2$. For the same values of $i$, similar calculations yield that

$$
z_{w+i}^{d(k-u+1)}=\left[x_{i}, x_{k+i}, x_{k+i}\right] \in P_{3} .
$$

This proves (c).
Proposition 4.16. Assume (4.11). Suppose that $P_{3} \neq 1$. Let $w=v / 2$. Define

$$
M=\left\langle x_{w+1}, \ldots, x_{u+w+1}\right\rangle \quad \text { and } \quad N=\left\langle x_{w+2}, \ldots, x_{u+w}\right\rangle
$$

Then:
(a) $[Q, H] \subseteq M$ and $[Q, M] \subseteq N$;
(b) $M, N \unlhd H$ and $H / C_{H}(M / N) \cong \mathrm{SL}(2, p)$; and
(c) for any $H$-composition series

$$
1=Q_{0} \subset Q_{1} \subset \ldots \subset Q_{n}=Q
$$

of $Q$, precisely two of the factors $Q_{i} / Q_{i-1}(1 \leqq i \leqq n)$ have order $p^{2}$, while all the other factors $Q_{i} / Q_{i-1}$ have order $p$ and are centralized by $H$.

Proof. Since $w=k-u, M$ and $N$ have the same definitions as in Propositions 4.13 and 4.14. This proves (a) and yields that $M, N \unlhd H$.

By Proposition 4.15, $d(w+1)$ and $d(u+1)$ are both nonzero. We may complete the proof of Proposition 4.16 by arguing as in Propositions 4.7 and 4.10 and using (4.4) instead of (4.3).

Remark 4.17. Suppose that $p=2$ or $p=3$. Then $\operatorname{SL}(2, p)$ has a normal $p$-complement. Using Proposition 4.7, we can obtain (4.11) from (3.1), (4.1), and (4.2). If $p=2$, then $\left\langle x_{1}, x_{t+1}\right\rangle$ is a dihedral group, and (4.2) yields a stronger result: $P C_{H}(Q) / C_{H}(Q)$ and $P^{o} C_{H}(Q) / C_{H}(Q)$ are Sylow $p$-subgroups of $H / C_{H}(Q)$.
5. The conjugate case. Suppose that $P$ satisfies (3.1). As in §4, we may and will assume that $P$ is contained in a group $G$ possessing an element $g$ for which $\phi(x)=x^{g}(x \in R)$. In this section, we extend $\phi$ to an isomorphism of $P$ into $G$ by defining $\phi(x)$ to be $x^{\theta}$ for all $x \in P$. Let $H=\langle P, \phi(P)\rangle$. We assume that

$$
\begin{gather*}
P \text { is not Abelian, and }  \tag{5.1}\\
\phi(P) \text { is conjugate to } P \text { in } H . \tag{5.2}
\end{gather*}
$$

We will determine the structure of $P$ (Theorem 5.10), and other information (Corollary 5.14) that will be applied in the proof of Theorem 2.
Let $w=v$ if $P_{3}=1$ and $w=v / 2$ if $P_{3} \neq 1$. Since $\phi$ has been extended, there is no further need for the element $g$ given above; we will therefore use the letter " $g$ " to denote an arbitrary element of $H$.

Throughout this section we assume (3.1), (5.1), and (5.2), and use the letters " $g$ " and "w" as in the previous paragraph.

Lemma 5.1. We have

$$
\begin{equation*}
H=O^{p}(H) P=O^{p}(H) \phi(P) \tag{5.3}
\end{equation*}
$$

and, for some $h^{\prime} \in O^{p}(H), P^{h^{\prime}}=\phi(P)$. Moreover,

$$
\begin{equation*}
P \cap \phi(P)=Q . \tag{5.4}
\end{equation*}
$$

Proof. Clearly, $O^{p}(H)$ is a normal subgroup of $H$ and $H / O^{p}(H)$ is a $p$-group. Suppose that $P O^{p}(H) \neq H$. Then $P O^{p}(H)$ is contained in a maximal subgroup $H^{*}$ of $H$. Since $H / O^{p}(H)$ is a $p$-group, $H^{*} / O^{p}(H)$ is a normal subgroup of $H / O^{p}(H)$. Hence, $H^{*} \triangleleft H$. By (5.2),

$$
H=\langle P, \phi(P)\rangle \subseteq H^{*} \subset H
$$

which is a contradiction. Thus, $H=P O^{p}(H)$. Similarly, $H=O^{p}(H) \phi(P)$.
Take $g \in H$ such that $P^{g}=\phi(P)$. Take $k^{\prime} \in P$ and $h^{\prime} \in O^{p}(H)$ such that $k^{\prime} h^{\prime}=g$. Then $P^{h^{\prime}}=P^{g}=\phi(P)$.

Obviously, $Q \subseteq P \cap \phi(P) \subseteq P$. Suppose that $P \cap \phi(P) \neq Q$. Then $P \cap \phi(P)=P$. Since $P$ is finite, $\phi(P)=P$. Therefore, $\phi\left(P^{\prime}\right)=P^{\prime}$. By (3.1), $P^{\prime}=1$, contrary to (5.1). Thus, $P \cap \phi(P)=Q$.

By Lemma 5.1, $H$ satisfies (4.2) and (4.11) (for some $g \in G$ ). Therefore, all the results of $\S 4$ are valid in this section. In particular, if $P_{3} \neq 1$ then $v$ is even and $k=u+w$.

Because of (5.4), we will use Lemma 2.4 to discuss various isomorphisms $\psi$ of $P$ onto $\phi(P)$.

Take $h \in H$ such that $P^{h}=\phi(P)$. Define $\alpha: P \rightarrow P$ by

$$
\begin{equation*}
x^{\alpha}=(\phi(x))^{h-1} \tag{5.5}
\end{equation*}
$$

for all $x \in P$. Then $\alpha$ is an automorphism of $P$ and $\phi(x)=\left(x^{\alpha}\right)^{h}$, for all $x \in P$.
Henceforth, we will assume that $h$ and $\alpha$ are fixed elements of $H$ and Aut $P$ that satisfy (5.5).

Lemma 5.2. For $i=1,2, \ldots, v-1, z_{i}{ }^{\alpha}=z_{i+1}$ and $z_{i+1} \in Z(H)$; also, $\left\langle z_{v}\right\rangle^{\alpha}=\left\langle z_{1}\right\rangle$. Therefore, $v$ divides the order of $\alpha$.

Proof. Let $g=h^{-1}$. By Lemma 4.6, $Z=\left\langle z_{1}, \ldots, z_{v}\right\rangle \subseteq Z(P)$. Therefore,

$$
\left\langle z_{2}, \ldots, z_{v}\right\rangle \subseteq Z(P) \cap \phi(Z(P))=Z(P) \cap Z(\phi(P)) \subseteq Z(H)
$$

For $i=1,2, \ldots, v-1, z_{i}^{\alpha}=\left(\phi\left(z_{i}\right)\right)^{g}=\left(z_{i+1}\right)^{g}=z_{i+1}$.
By Lemma 4.6 and Proposition 4.7, $V=\left\langle z_{1}, z_{v+1}\right\rangle \triangleleft H$ and $V \cap Z(P)=$ $\left\langle z_{1}\right\rangle$. Since $z_{v} \in Z(P)$,

$$
z_{v}^{\alpha}=\left(\phi\left(z_{v}\right)\right)^{g}=\left(z_{v+1}\right)^{g} \in V \cap Z(P)=\left\langle z_{1}\right\rangle
$$

Hence, $\left\langle z_{0}\right\rangle^{\alpha}=\left\langle z_{1}\right\rangle$. Since $\alpha$ permutes the subgroups $\left\langle z_{1}\right\rangle, \ldots,\left\langle z_{v}\right\rangle$ cyclically, $v$ divides the order of $\alpha$.

Lemma 5.3. Let $z=z_{v+1}$ and $c=c(u-v+1)$. For $i=0,1, \ldots, w$, there exist $y_{i} \in\left\langle x_{v+1}, \ldots, x_{u+i}\right\rangle$ such that

$$
\begin{equation*}
z^{\alpha^{i}}=y_{i}\left(x_{u+i+1}\right)^{c} \quad(0 \leqq i \leqq w-1), \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(z^{\alpha^{w}}\right)^{h}=y_{w}\left(x_{u+w+1}\right)^{c} . \tag{5.7}
\end{equation*}
$$

Furthermore, suppose that $P_{3} \neq 1$. Let $z^{*}=\left(z^{\alpha \omega}\right)^{h}$. For $i=0,1, \ldots, w$, there exist $y_{i}{ }^{*} \in\left\langle x_{w+1}, \ldots, x_{u+w+i}\right\rangle$ such that

$$
\begin{equation*}
\left(z^{*}\right)^{\alpha^{4}}=y_{i}{ }^{*}\left(x_{u+w+i+1}\right)^{c} \quad(0 \leqq i \leqq w-1), \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\left(z^{*}\right)^{\alpha^{w}}\right)^{h}=y_{w}^{*}\left(x_{t+1}\right)^{c} \tag{5.9}
\end{equation*}
$$

Proof. We prove (5.6) by induction on $i$. It is clear for $i=0$ (e.g., see the proof of Lemma 4.6). Suppose that $0 \leqq i \leqq w-2$ and that (5.6) holds for $i$. Let $g=h^{-1}$. Then

$$
\left.z^{\alpha^{i+1}}=\left(\phi\left(z^{\alpha^{i}}\right)\right)^{g}=\left(\phi\left(y_{i} x_{u+i+1}^{c}\right)\right)^{g}=\phi\left(y_{i}\right)^{g}\left(x_{u+i+2}\right)^{c}\right)^{g} .
$$

By Proposition 4.13,

$$
\left[\left\langle x_{v+1}, \ldots, x_{u+w}\right\rangle, H\right] \subseteq\left\langle z_{1}, \ldots, z_{v+1}\right\rangle \subseteq Z(Q)=\left\langle x_{v+1}, \ldots, x_{u+1}\right\rangle
$$

Since $u+i+2 \leqq u+w$,

$$
\left.\phi\left(y_{i}\right)^{g}\left(x_{u+i+2}\right)^{c}\right)^{g} \equiv \phi\left(y_{i}\right) x_{u+i+2}{ }^{c}, \quad \text { modulo } Z(Q)
$$

Since $\phi\left(y_{i}\right) \in\left\langle x_{v+2}, \ldots, x_{u+i+1}\right\rangle$, we obtain (5.6) for $i+1$. This completes the proof of (5.6).

Now let $i=w-1$. Then

$$
\left(z^{\alpha^{w}}\right)^{h}=\left(\left(z^{\alpha^{i}}\right)^{\alpha}\right)^{h}=\phi\left(z^{\alpha^{i}}\right)=\phi\left(y_{i} x_{u+w}{ }^{c}\right)=\phi\left(y_{i}\right) x_{u+w+1}^{c}
$$

which yields (5.7).
Suppose that $P_{3} \neq 1$. Then $[Q, H] \subseteq\left\langle x_{w+1}, \ldots, x_{u+w+1}\right\rangle$, by Proposition 4.16. We obtain (5.8) and (5.9) by the arguments used to prove (5.6) and (5.7).

For our next results, recall the definition and properties of $N(\psi)$ for an isomorphism $\psi$ (Lemma 2.4).

Lemma 5.4. Define an isomorphism $\psi$ of $P$ onto $P^{h}$ by

$$
\psi(x)=\left(x^{\alpha \omega}\right)^{h}, \quad x \in P .
$$

Let $Q^{*}=N(\psi)$. Then:
(a) $Q^{*} \unlhd H$ and $\alpha^{w}$ fixes $Q^{*}$;
(b) if $P_{3}=1$, then $Q^{*} \cap Z=\left\langle z_{2}, \ldots, z_{v}\right\rangle$; and
(c) if $P_{3} \neq 1$, then $Q^{*} \cap Z=\left\langle z_{2}, \ldots, z_{w} ; z_{w+2}, \ldots, z_{v}\right\rangle$.

Proof. (a) By Lemma 2.4, $Q^{*} \unlhd H$. Hence, $Q^{*} \subseteq P \cap P^{h}=Q$ and

$$
Q^{* \alpha^{\omega}}=\left(\psi\left(Q^{*}\right)\right)^{h^{-1}}=Q^{* h^{-1}}=Q^{*}
$$

(b) Suppose that $P_{3}=1$. By Lemma 5.2, each subgroup $\left\langle z_{i}\right\rangle, 2 \leqq i \leqq v$, is fixed by $\alpha^{0}$. Moreover, each such subgroup is contained in the centre of $H$. Therefore,

$$
Q^{*} \cap Z \supseteq\left\langle z_{2}, \ldots, z_{v}\right\rangle
$$

Suppose that $Q^{*} \cap Z \supset\left\langle z_{2}, \ldots, z_{v}\right\rangle$. Then $Q^{*} \supseteq Z$. By Proposition 4.7, $V$ is a minimal normal subgroup of $H$. Since $z_{1} \in Q^{*} \cap V, V \subseteq Q^{*}$. So $z_{v+1} \in Q^{*}$. Therefore, $\psi\left(z_{v+1}\right)=\left(z_{v+1^{\alpha^{v}}}\right)^{h} \in Q^{*}$, contrary to Lemma 5.3.
(c) Suppose that $P_{3} \neq 1$. Let $Y=\left\langle z_{2}, \ldots, z_{w} ; z_{w+2}, \ldots, z_{v}\right\rangle$. Using Lemma 5.2 as in (b), we obtain $Y \subseteq Q^{*} \cap Z$. Suppose that $Y \subset Q^{*} \cap Z$. Then there exists $x \in Q^{*} \cap Z$ and $i, j \in Z_{p}$ such that $x=z_{1}{ }^{i} z_{w+1}{ }^{j} \neq 1$.

Since $\alpha^{w}$ fixes $Q^{*}$ and interchanges $\left\langle z_{1}\right\rangle$ and $\left\langle z_{w+1}\right\rangle$, we may assume that $i \neq 0$. Then $x \notin Z(H)$ and, since $z_{w+1} \in Z(H)$,

$$
1 \neq[\langle x\rangle, H]=\left[\left\langle z_{1}\right\rangle, H\right] \subseteq V
$$

Since $Q^{*} \unlhd H$ and $V$ is a minimal normal subgroup of $H, V \subseteq Q^{*}$. Hence, $\psi^{2}\left(z_{0+1}\right) \in Q^{*}$. Take $z^{*}$ as in Lemma 5.3; then

$$
\psi^{2}\left(z_{v+1}\right)=\psi\left(\left(z_{v+1}{ }^{\alpha w}\right)^{h}\right)=\left(z^{* \alpha^{w}}\right)^{h} \notin Q^{*}
$$

which is a contradiction.
Lemma 5.5. Define $\psi$ and $Q^{*}$ as in Lemma 5.4, and let $\bar{P}=P / Q^{*}$ and $\bar{H}=H / Q^{*}$. Let $\bar{P}_{2}=\bar{P}^{\prime}$ and $\bar{P}_{3}=\left[\bar{P}_{2}, \bar{P}\right]$. Denote the coset $h Q^{*}$ by $\bar{h}$. Define a mapping $\bar{\psi}$ of $\bar{P}$ into $\bar{H}$ by $\bar{\psi}\left(x Q^{*}\right)=\psi(x) Q^{*}$, for all $x \in P$. Then:
(a) $\bar{\psi}$ is an isomorphism of $\bar{P}$ onto $\bar{P} \bar{n}$;
(b) $\left[\bar{P}: \bar{P} \cap \bar{P}^{\bar{n}}\right]=p$ and $N(\bar{\psi})=1$;
(c) if $P_{3}=1$, then $\left|\bar{P}_{2}\right|=p$ and $\bar{P}_{3}=1$; and
(d) if $P_{3} \neq 1$, then $\left|\bar{P}_{3}\right|=p^{2}$.

Proof. Since $\psi$ is an isomorphism that fixes $Q^{*}, \bar{\psi}$ is well defined and satisfies (a). Likewise, (b) is easy. Clearly, $\bar{P}_{i}=P_{i} Q^{*} / Q^{*}$, for $i=2$, 3. If $P_{3}=1$, then $\bar{P}_{3}=1$ and

$$
\left|\bar{P}_{2}\right|=\left|P_{2} Q^{*} / Q^{*}\right|=\left|Z Q^{*} / Q^{*}\right|=\left|Z /\left(Z \cap Q^{*}\right)\right|=p,
$$

by Proposition 4.13 (c) and Lemma 5.4 (b). This yields (c), and (d) follows similarly from Proposition 4.15 (c) and Lemma 5.4 (c).

Note that, by Lemma $5.5, \bar{\psi}$ is an isomorphism of $\bar{P}$ into $\bar{H}$ that satisfies the assumptions of this section, i.e., (3.1), (5.1), and (5.2).

Lemma 5.6. Define $\psi$ and $Q^{*}$ as in Lemma 5.4. Then $O^{p}(H)$ centralizes $Q^{*}$.
Proof. Suppose that $P_{3}=1$. Let

$$
1=Q_{0} \subset \ldots \subset Q_{m}=Q^{*} \subset \ldots \subset Q_{n}=Q
$$

be an $H$-composition series of $Q$ that contains $Q^{*}$; here, $m$ may be zero. By Proposition 4.10, precisely one of the factors $Q_{i} / Q_{i-1}$ has order $p^{2}$, while all the other factors have order $p$ and are centralized by $H$. Because of Lemma 5.5, a similar statement is valid for the series

$$
1=Q^{*} / Q^{*}=Q_{m} / Q^{*} \subset \ldots \subset Q_{n} / Q^{*}=Q / Q^{*}
$$

Therefore, the factors $Q_{i} / Q_{i-1}, 1 \leqq i \leqq m$, must have order $p$ and must be centralized by $H$. By Lemma 4.2, $H / C_{H}\left(Q^{*}\right)$ is a $p$-group. Therefore, $O^{p}(H)$ centralizes $Q^{*}$.

The proof for the case in which $P_{3} \neq 1$ is similar, but requires Proposition 4.16 (c) instead of Proposition 4.10.

Lemma 5.7. Assume that $p$ is an odd prime. Then there exists a group $S$ of order $p^{6}$ generated by elements $a, b, c, d, e, f$ subject to the following relations:

$$
\begin{gather*}
a^{p}=b^{p}=c^{p}=d^{p}=e^{p}=f^{p}=1 ;  \tag{5.10}\\
a b=b a, a c=c a, b c=c b ;  \tag{5.11}\\
a d=d a, b d=d b, d^{-1} c d=c b ;  \tag{5.12}\\
a e=e a, b e=e b, c e=e c, e^{-1} d e=d b  \tag{5.13}\\
a f=f a, b f=f b, f^{-1} c f=c a, f^{-1} d f=d c^{-1}, e f=f e \tag{5.14}
\end{gather*}
$$

Moreover $S$ is unique up to isomorphism and satisfies

$$
\begin{equation*}
Z(S)=[S, S, S]=\langle a, b\rangle . \tag{5.15}
\end{equation*}
$$

Proof. To construct $S$, let $D$ be the direct product of $E(p)$ and a group of order $p$. Then there exists a set $\{a, b, c, d\}$ of generators of $D$ that satisfies (5.11) and (5.12). Also, there exist $e, f \in$ Aut $D$ for which

$$
a^{e}=a^{f}=a, \quad b^{e}=b^{f}=b, \quad c^{e}=c, \quad c^{f}=c a, \quad d^{e}=d b, \quad d^{f}=d c^{-1} .
$$

Note that $e f=f e$.
Since $p$ is odd, $D$ has exponent $p$ and $e$ and $f$ have order $p$. Let $S$ be the semi-direct product of $D$ by $\langle e, f\rangle$. Then we immediately obtain (5.10)-(5.14), and easy computations yield (5.15).

Now suppose that $S^{*}$ is an arbitrary group generated by elements satisfying (5.10)-(5.14). Let $D^{*}=\langle a, b, c, d\rangle$. Then $D^{*} \unlhd S^{*}$ and $S^{*}=\left\langle D^{*}, e, f\right\rangle$. Hence, $\left|D^{*}\right| \leqq p^{4}$ and $\left|S^{*} / D^{*}\right| \leqq p^{2}$. Assume that $\left|S^{*}\right|=p^{6}$. Then $D^{*} \cong D$ and $D^{*} \cap\langle e, f\rangle=1$. Therefore, $S^{*}$ is a semi-direct product of $D^{*}$ by $\langle e, f\rangle$, and $S^{*} \cong S$.

Definition 5.8. Suppose that $p$ is an odd prime. Let $E^{*}(p)$ be the group defined in Lemma 5.7.

Note that, by (5.15), $E^{*}(p)$ is not isomorphic to the group of Example 3.9. We return to the isomorphism $\phi$.

Lemma 5.9. (a) Suppose that $P_{3}=1$ and that $v=1$. Then $P$ is isomorphic to the direct product of $E(p)$ and an elementary group.
(b) Suppose that $P_{3} \neq 1$ and that $v=2$. Then $p$ is odd and $P$ is isomorphic to the direct product of $E^{*}(p)$ and an elementary group.

Proof. (a) In this case, $|P|=p^{u+1}$ and $Z(P)=\left\langle x_{2}, \ldots, x_{u}\right\rangle$. By Proposition 4.13, $P^{\prime}=Z=\left\langle z_{1}\right\rangle \subseteq Z(P)$. Let $S=\left\langle x_{1}, x_{u+1}\right\rangle$ and let $Y$ be a complement of $Z$ in $Z(P)$. Since $x_{1}{ }^{p}=x_{u+1}{ }^{p}=1$, we have

$$
S \cong E(p), S \cap Y=1
$$

and

$$
P=\left\langle x_{1}, Z(P), x_{u+1}\right\rangle=\langle S, Y\rangle=S \times Y
$$

(b) Here, $|P|=p^{u+2}$ and $Z(P)=\left\langle x_{3}, \ldots, x_{u}\right\rangle$. By Theorem 3.7, $p$ is odd. Let

$$
\begin{gathered}
c=\left[x_{1}, x_{u+2}\right], \quad a=\left[c, x_{1}\right], \quad b=\left[c, x_{u+2}\right], \quad d=x_{u+2}, \\
e=x_{2}{ }^{-d(2)}, \quad f=x_{1}, \quad \text { and } \quad S=\langle a, b, c, d, e, f\rangle .
\end{gathered}
$$

A few calculations suffice to verify (5.10) through (5.14) and to show that $S=\left\langle x_{1}, x_{2}, x_{u+2}\right\rangle$ and that $|S|=p^{6}$. Let $Y$ be a complement to $Z=\left\langle z_{1}, z_{2}\right\rangle$ in $Z(P)$. By Lemma 5.7 and Proposition 4.15,

$$
S \cong E^{*}(p) \quad \text { and } \quad Z(S)=\langle a, b\rangle \subseteq P_{3}=Z
$$

Thus, $Z(S)=Z$ and $S \cap Y=1$. Since $c \in S$ and $d(u+1) \neq 0$,

$$
P=\left\langle x_{1}, \ldots, x_{u+2}\right\rangle=\left\langle S, x_{3}, \ldots, x_{u}\right\rangle=S Z(P)=S \times Y
$$

Theorem 5.10. If $P_{3}=1$, then $P$ is a direct product of an elementary group of order $p^{u-2 v}$ with a direct product of v subgroups isomorphic to $E(p)$. If $P_{3} \neq 1$, then $p$ is odd, $v$ is even, and $P$ is a direct product of an elementary group of order $p^{u-2 v}$ with a direct product of $v / 2$ subgroups isomorphic to $E^{*}(p)$.

Proof. As before, let $w=v$ if $P_{3}=1$ and $w=v / 2$ if $P_{3} \neq 1$. Define $Q^{*}$ as in Lemma 5.4. By Lemmas 5.5 and $5.9, P / Q^{*}$ is isomorphic to the direct product of $E(p)$ and an elementary group if $P_{3}=1$, and to the direct product of $E^{*}(p)$ and an elementary group if $P_{3} \neq 1$; also, in the latter case $p$ is odd and, by Proposition 4.15, $v$ is even. Let $F_{i}=P / Q^{* \alpha^{i}}$, for $i=0,1, \ldots, w-1$.

Let $F$ be the direct product of the groups $F_{0}, F_{1}, \ldots, F_{w-1}$. Let

$$
Q^{* *}=\cap_{0 \leq i \leq w-1} Q^{* \alpha^{i}}
$$

For each $i$, there is a natural map of $P$ onto $F_{i}$; these maps yield a homomorphism $\theta$ of $P$ into $F$. Clearly, $Q^{* *}$ is the kernel of $\theta$.

By Lemma 5.4, $\alpha^{w}$ fixes $Q^{*}$. Therefore,

$$
Q^{* * \alpha}=\bigcap_{1 \leq i \leq w} Q^{* \alpha^{i}}=Q^{* \alpha^{w}} \cap\left(\bigcap_{1 \leq i \leq w-1} Q^{* \alpha^{i}}\right)=Q^{* *}
$$

Since $Q^{*} \unlhd P, Q^{* \alpha^{i}} \unlhd P$, for each $i$. Hence, $Q^{* *} \unlhd P$. By Lemma 5.6, $O^{p}(H)$ centralizes $Q^{* *}$. Since $H=O^{p}(H) P$, by Lemma 5.1, $Q^{* *} \unlhd H$ and

$$
\phi\left(Q^{* *}\right)=\left(\left(Q^{* *}\right)^{\alpha}\right)^{h}=\left(Q^{* *}\right)^{h}=Q^{* *}
$$

Since $\phi$ fixes no non-identity subgroup of $P, Q^{* *}=1$. Consequently, $\theta$ is an isomorphism of $P$ into $F$.

As $\alpha$ is an isomorphism, $F_{i} \cong F_{0}$, for $i=1,2, \ldots, w-1$. Therefore, $F=F^{*} \times S$, where $S$ is an elementary group and $F^{*}$ is a direct product of $v$ groups isomorphic to $E(p)$, or of $w$ groups isomorphic to $E^{*}(p)$. For each $i$, the natural map of $P$ onto $F_{i}$ must map $Z(P)$ into $Z\left(F_{i}\right)$. Hence,

$$
\begin{equation*}
\theta(Z(P)) \subseteq Z(F)=Z\left(F^{*}\right) \times S \tag{5.16}
\end{equation*}
$$

Suppose that $P_{3}=1$. Then $\left|F^{* \prime}\right|=\left|E(p)^{\prime}\right|^{0}=p^{v}=\left|P^{\prime}\right|$. Since

$$
\theta\left(P^{\prime}\right) \subseteq F^{\prime}=F^{* \prime}
$$

we have $\theta\left(P^{\prime}\right)=F^{* \prime}=Z\left(F^{*}\right)$. Thus,

$$
\begin{equation*}
Z\left(F^{*}\right) \subseteq \theta(Z(P)) \tag{5.17}
\end{equation*}
$$

Suppose that $P_{3} \neq 1$. By Lemma 5.7 and Proposition 4.15, we find similarly that $Z\left(F^{*}\right)=[F, F, F]=\theta\left(P_{3}\right)$. Thus, (5.17) is valid in this case as well.

Let $S_{1}=\theta(Z(P)) \cap S$. By (5.16) and (5.17), $\theta(Z(P))=Z\left(F^{*}\right) \times S_{1}$. Let $S_{2}$ be a complement of $S_{1}$ in $S$. Since $S_{2} \subseteq Z(F)$,

$$
\theta(P) \cap S_{2}=\theta(Z(P)) \cap S_{2}=1
$$

Therefore, the mapping of $P$ into $F / S_{2}$ given by $x \rightarrow \theta(x) S_{2}$ is an isomorphism into $F / S_{2}$. Since $|E(p) / Z(E(p))|=p^{2}$ and $\left|E^{*}(p) / Z\left(E^{*}(p)\right)\right|=p^{4}$,

$$
\begin{aligned}
\left|F / S_{2}\right| & =|F / Z(F)|\left|Z(F) / S_{2}\right| \\
& =\left|F^{*} / Z\left(F^{*}\right)\right||\theta(Z(P))| \\
& =p^{2 v}|Z(P)| \\
& =p^{20} p^{u-v} \\
& =p^{t} .
\end{aligned}
$$

Thus, $P \cong F / S_{2} \cong F^{*} \times S_{1}$. This completes the proof of Theorem 5.10.
Remark 5.11. In [3, Theorems 2.3 .2 and 2.4.1], J. Currano has proved Theorem 5.10 without assuming (5.2). He requires only the assumptions (3.1), (4.1), (4.2), and (4.11).

Lemma 5.12. Every automorphism of $P$ that fixes $Q$ also fixes $\left\langle z_{1}\right\rangle$.
Proof. Since $Z(Q)=\left\langle x_{v+1}, \ldots, x_{u+1}\right\rangle$, we have $\left\langle z_{1}\right\rangle=[P, Z(Q)]$.
Recall that $R=\left\langle x_{1}, \ldots, x_{t-1}\right\rangle$ and that $Z(R)=\left\langle x_{v}, \ldots, x_{u}\right\rangle$.
Lemma 5.13. Suppose that $P_{3} \neq 1$ and that $v=2$. Then
(a) $Q^{\prime}=\left\langle z_{2}\right\rangle$ and $R^{\prime}=\left\langle z_{1}\right\rangle$, and
(b) every automorphism of $P$ fixes or interchanges $Q$ and $R$.

Proof. Part (a) is obvious. Since $k=u+1$,

$$
(Q \cap R) / Z(P)=\left\langle x_{2}, \ldots, x_{u+1}\right\rangle / Z(P)=Z(P / Z(P))
$$

Thus, $Q \cap R$ is a characteristic subgroup of $P$.
Let $S$ be an arbitrary subgroup of $P$ that contains $Q \cap R$ as a subgroup of index $p$. If $S$ is $Q$ or $R$, then $\left|S^{\prime}\right|=p$. Suppose that $S \neq R, Q$. Then there exist $y \in Q \cap R$ and $j \neq 0$ in $\mathbf{Z}_{p}$ such that $x_{1} y x_{u+2}{ }^{j} \in S$.

$$
S^{\prime} \supseteq[S, Q \cap R] \supseteq\left\langle z_{1}, z_{2}\right\rangle=Z
$$

Thus, $\left|S^{\prime}\right|>p$. This yields (b).
Corollary 5.14. Let $n$ be the smallest positive integer for which $\alpha^{n}$ fixes $Q$. If $P_{3} \neq 1$, then $n=v$. If $P_{3}=1$ and $p=2$, then $n=2 v$. If $P_{3}=1$ and $p$ is
odd, then $n:=q v$ for some $q>1$, and $q$ divides $p, p-1$, or $p+1$. Consequently, if $\alpha$ has odd order, then $P_{3}=1$ and $p$ is odd.

Proof. We first reduce to the case in which $w=1$. Assume that the result is true in this case, and consider the general case. By Lemmas 5.2 and 5.12, $v$ divides $n$. So $w$ divides $n$. Define $Q^{*}$ as in Lemma 5.4. Let $n=n^{\prime} w$; then $n^{\prime}$ is the smallest positive integer $i$ for which $\left(\alpha^{w}\right)^{i}$ fixes $Q$ (or, equivalently, fixes $Q / Q^{*}$ ). By Lemma 5.5 and our assumption, $n^{\prime}=2$ if $P_{3} \neq 1$ or if $P_{3}=1$ and $p=2$; while, otherwise, $n^{\prime}>1$ and $n^{\prime}$ divides $p, p-1$, or $p+1$. Hence, $n$ satisfies the conclusion of the theorem.

Thus, we may assume that $w=1$. Since $Q \unlhd H$ and $\phi$ does not fix $Q$, $\alpha$ does not fix $Q$. So $n>1$. Suppose first that $P_{3}=1$ and that $p$ is odd. By Theorem 5.10, $P$ is isomorphic to the direct product of $E(p)$ and an elementary group. Therefore, $|P / Z(P)|=p^{2}$. Now, $Z(P) \subset Z(Q)=Q$ and $|Q / Z(P)|=p$. We may consider $P / Z(P)$ to be a two-dimensional vector space over $\mathbf{Z}_{p}$. Thus, $\operatorname{Aut}(P / Z(P)) \cong \mathrm{GL}(2, p)$. Let $X=\operatorname{GL}(2, p)$. Then every element of $Z(X)$ fixes every one-dimensional subspace of the vector space. Therefore, $n$ divides the order of an element of $X / Z(X)$. By considering eigenvalues, one sees that the order of every element of $X / Z(X)$ divides $p, p-1$, or $p+1$.

Suppose that $P_{3}=1$ and that $p=2$. Since $P / Z(P)$ is an elementary group of order four, $P$ has precisely three subgroups of index two that contain $Z(P)$. These are $Q, R$, and $\left\langle Z(P), x_{1} x_{t}\right\rangle$. Clearly, $Q$ and $R$ are elementary. However,

$$
\left(x_{1} x_{t}\right)^{2}=x_{1} x_{t} x_{1} x_{t}=x_{1}^{-1} x_{t}^{-1} x_{1} x_{t}=\left[x_{1}, x_{t}\right]=\left[x_{1}, x_{u+1}\right] \neq 1 .
$$

Hence, $\alpha$ fixes $\left\langle Z(P), x_{1} x_{t}\right\rangle$. Since $\alpha$ does not fix $Q, \alpha$ interchanges $Q$ and $R$. Thus, $n=2$.

Suppose $P_{3} \neq 1$. Then $v=2$. By Lemmas 5.2 and 5.13, $\alpha$ interchanges $Q$ and $R$. Thus, $n=2$.

The following result is used in § 7 .
Lemma 5.15. Suppose that $w=1$. Let $\beta \in \operatorname{Aut} P$. Assume that
(a) $P_{3}=1$ and $Q^{\beta} \neq Q$, or
(b) $P_{3} \neq 1$ and $\beta$ interchanges $\left\langle z_{1}\right\rangle$ and $\left\langle z_{2}\right\rangle$, or
(c) $P_{3} \neq 1$ and $Q^{\beta} \neq Q$.

Define an isomorphism $\theta$ of $P$ onto $P^{h}$ by

$$
\theta(x)=\left(x^{\beta}\right)^{h}, \quad x \in P .
$$

Then $N(\theta) \cap Z=1$.
Proof. Let $Q^{*}=N(\theta)$. By Lemma 2.4, $Q^{*} \unlhd H$. Hence, $Q^{*} \subseteq P \cap P^{h}=Q$ and

$$
Q^{* \beta}=\left(\theta\left(Q^{*}\right)\right)^{h^{-1}}=Q^{* h-1}=Q^{*}
$$

(a) Since $v=1, Z(P)=\left\langle x_{2}, \ldots, x_{u}\right\rangle$ and $Z=\left\langle z_{1}\right\rangle$. Thus, $|Q / Z(P)|=p$. Since $Q^{\beta} \neq Q, Q \cap Q^{\beta}=Z(P)$. So $Q^{*} \subseteq Z(P)$. Now, $V=\left\langle z_{1}, z_{2}\right\rangle$. By Proposition 4.7, $V$ is a minimal normal subgroup of $H$. Since $z_{2} \notin Z(P)$, $z_{2} \notin Q^{*}$. Hence $z_{1} \notin Q^{*}$, as desired.
(b), (c) By Lemma 5.13, $\beta$ interchanges $Q$ and $R$. Hence,

$$
Q^{*}=Q^{* \beta} \subseteq Q \cap R=\left\langle x_{2}, \ldots, x_{u+1}\right\rangle
$$

Define $M=\left\langle x_{2}, \ldots, x_{u+2}\right\rangle$ and $N=\left\langle x_{3}, \ldots, x_{u+1}\right\rangle=Z(Q)$, as in Proposition 4.16; then, by the proposition, $M / N$ is a minimal normal subgroup of $H / N$. Since $N Q^{*} \subset M, Q^{*} \subseteq N$. Thus

$$
Q^{*}=Q^{* \beta} \subseteq N \cap N^{\beta}=Z(Q) \cap Z(R)=Z(P)
$$

Similarly,

$$
Q^{*}=Q^{* h} \subseteq Z(P) \cap Z\left(P^{h}\right)=Q \cap Z(H)
$$

Therefore,

$$
Q^{*} \cap Z \subseteq Z(H) \cap Z=\left\langle z_{2}\right\rangle
$$

So $z_{1} \notin Q^{*}$. Since $\left\langle z_{2}\right\rangle^{\beta}=\left\langle z_{1}\right\rangle, Q^{*} \cap Z=1$.
6. Proof of Theorem 2(a), (b), (c), (d). Suppose that $P, H, h$, and $\alpha$ satisfy the hypothesis of Theorem 2. Define an isomorphism $\phi$ of $P$ onto $P^{h}$ by

$$
\phi(x)=\left(x^{\alpha}\right)^{h}, \quad x \in P .
$$

Let $Q=P \cap P^{h}, R=\phi^{-1}(Q)$, and $S=N(\phi)$ (see Lemma 2.4). Then $Q, R \subset P$ and $[P: Q]=[P: R]=p$. By Lemma $2.4, S \unlhd H$. Hence,

$$
S^{\alpha}=\left(\left(S^{\alpha}\right)^{h}\right)^{h^{-1}}=(\phi(S))^{h^{-1}}=S^{h^{-1}}=S
$$

By the hypothesis of Theorem 2, S=1. Consequently, the restriction of $\phi$ to $R$ fixes no non-identity subgroup of $R$ and satisfies (3.1).

Suppose that $P$ is Abelian. Then $P$ is elementary and $Q \subseteq P \cap P^{h} \subseteq Z(H)$. As in Theorem 2, let $n$ be the smallest positive integer such that $\alpha^{n}$ fixes $Q$. Let

$$
Q^{*}=Q \cap Q^{\alpha} \cap \ldots \cap Q^{\alpha^{n-1}} .
$$

Then $Q^{* \alpha}=Q^{*}$ and $Q^{*} \subseteq Z(H)$. Hence, $\phi\left(Q^{*}\right)=\left(Q^{* \alpha}\right)^{h}=Q^{*}$, and, therefore, $Q^{*}=1$. Consequently,

$$
|P|=\left[P: Q^{*}\right] \leqq[P: Q]\left[P: Q^{\alpha}\right] \ldots\left[P: Q^{\alpha^{n-1}}\right]=p^{n}
$$

which yields part (a) of Theorem 2.
Suppose that $P$ is not Abelian. Since $\phi(P)=\left(P^{\alpha}\right)^{h}=P^{h}, \phi$ and $P$ satisfy (5.1), (5.2), and (5.5). Hence, parts (b) and (c) of Theorem 2 follow from Propositions 4.13 (c) and 4.15 (c), Theorem 5.10, and Corollary 5.14.

Suppose that $u \geqq v+2$. By an argument similar to the proof of Lemma 5.2, $x_{i}{ }^{\alpha}=x_{i+1}$, for $i=v+1, v+2, \ldots, u-1$. Hence,

$$
x_{u}=x_{u-1}{ }^{\alpha}=x_{u-2} \alpha^{\alpha^{2}}=\ldots=x_{v+2^{\alpha^{u-v-2}}} .
$$

Since $x_{v+2}, \ldots, x_{u} \in P \cap Z(H)$, this proves part (d) of Theorem 2.
7. The weakly closed case. In this section, we resume the hypothesis and notation of $\S 5$. Suppose that $S$ is a Sylow $p$-subgroup of $H$ that contains $P$. Then $P$ is said to be weakly closed in $S$ with respect to $H$ if, whenever $g \in H$ and $P^{g} \subseteq S$, then $P^{g}=P$. Throughout this section, we will assume the following condition:
(7.1) $P$ satisfies (3.1), (5.1), and (5.2), and $P$ is weakly closed in some Sylow p-subgroup of $H$.

We will show (Theorem 7.11) that if $P_{3} \neq 1$, then $p=3$. This immediately yields Theorem 2 (e). Another result (Theorem 7.6) will be used in §8. Note that (7.1) is satisfied whenever $P$ satisfies (3.1) and (5.1) and $P$ is a Sylow p-subgroup of $H$.

Take $h \in H$ and $\alpha \in$ Aut $P$ as in $\S 5$.
Lemma 7.1. Suppose that $g \in H$. Then $P$ and $P^{g}$ are conjugate in $\left\langle P, P^{\rho}\right\rangle$.
Proof. Choose a Sylow $p$-subgroup $S$ of $H$ in which $P$ is weakly closed. Let $K=\left\langle P, P^{g}\right\rangle$ and let $T$ be a Sylow $p$-subgroup of $K$ that contains $P$. Take $k \in K$ and $f \in H$ such that $\left(P^{g}\right)^{k} \subseteq T$ and $T^{f} \subseteq S$. Then $P^{f} \subseteq T^{f} \subseteq S$ and $P^{g k f} \subseteq T^{f} \subseteq S$. By the weak closure of $P$ in $S, P=P^{f}=P^{g k f}$. Hence, $f$ and $g k$ normalize $P$, and $P^{g}=P^{k-1}$.

Lemma 7.2. Let $T$ be any $p$-subgroup of $H$ that contains $P$. Then $P$ is weakly closed in $T$ with respect to $H$, and $P / Q \subseteq Z(T / Q)$.

Proof. Suppose that $g \in H$ and $P^{g} \subseteq T$, but $P^{g} \neq P$. Let $T^{*}=\left\langle P, P^{g}\right\rangle$ and let $M$ be a maximal subgroup of $T^{*}$ that contains $P$. Since $T^{*}$ is a $p$-group $M \triangleleft T^{*}$. By Lemma 7.1, $P^{g}$ is conjugate to $P$ in $T^{*}$. Hence, $T^{*}=\left\langle P, P^{g}\right\rangle \subseteq M$, which is a contradiction. Thus, $P$ is weakly closed in $T$ with respect to $H$. In particular, $P=P^{g}$ for all $g \in T$. So $P \unlhd T$. Since $T / Q$ is a $p$-group and contains $P / Q$ as a normal subgroup of order $p, P / Q \subseteq Z(T / Q)$.

Lemma 7.3. Let $i$ be a primitive $(p-1)$ th root of unity in $\mathbf{Z}_{p}$. Then $N(P)$ contains a $p^{\prime}$-element $k$ having the following properties:
(a) $k^{-1} z_{1} k=z_{1}{ }^{i}$;
(b) $k^{-1} z_{v+1} k=z_{v+1}{ }^{i-1}$;
(c) $k^{-1} x k \equiv x^{i^{2}}$, modulo $Q$, for all $x \in P$; and
(d) $k^{-1} x_{u+1} k \equiv x_{u+1}{ }^{i-1}$, modulo $Z(P)$.

Proof. Recall that $V=\left\langle z_{1}, z_{v+1}\right\rangle$. By Proposition 4.7, $Z(Q)=V \times$ $(Q \cap Z(H))$, and $H / C(V)$ is isomorphic to $\mathrm{SL}(V)$ for $V$ considered as a vector space over $\mathbf{Z}_{p}$. For every $g \in H$, let $\theta(g)$ be the matrix, with respect to the basis $\left\{z_{1}, z_{0+1}\right\}$, of the automorphism of $V$ given by conjugation by $g$. Then $\theta(P)$ is the group of all matrices of the form

$$
\left[\begin{array}{ll}
1 & 0 \\
j & 1
\end{array}\right], \quad j \in \mathbf{Z}_{p}
$$

Since $\theta(H)=\operatorname{SL}(2, p)$, there exists $f \in H$ such that

$$
\theta(f)=\left[\begin{array}{ll}
i & 0 \\
0 & i^{-1}
\end{array}\right] .
$$

Since $\theta(f)$ normalizes $\theta(P), f$ normalizes $P C(V)$.
Now, $\left\langle P, P^{f}\right\rangle \subseteq P C(V)$. By Lemma 7.1, there exist $e \in P$ and $c \in C(V)$ such that $P^{e c}=P^{f}$. Then $P^{f}=P^{c} ; f c^{-1}$ normalizes $P$. However, $\theta\left(f c^{-1}\right)=$ $\theta(f) \theta\left(c^{-1}\right)=\theta(f)$. Let $g$ be the $p$-part of $f c^{-1}$ and $k$ be the $p^{\prime}$-part of $f c^{-1}$; i.e., let $g$ be a $p$-element and $k$ be a $p^{\prime}$-element such that $g k=k g=f c^{-1}$. Since $\theta\left(f c^{-1}\right)$ has order $p-1, \theta(g)=1$ and $\theta(k)=\theta(k g)=\theta\left(f c^{-1}\right)=\theta(f)$. Thus, $k$ satisfies (a) and (b). A calculation shows that, for each $x \in P$, $\theta\left(k^{-1}\right) \theta(x) \theta(k)=\theta(x)^{i^{2}}$; therefore, $\theta\left(k^{-1} x k x^{-i^{2}}\right)=1$ and

$$
k^{-1} x k x^{-i^{2}} \in P \cap C(V)=Q
$$

This yields (c). Finally, (d) follows from (b) because

$$
\begin{gathered}
Z(P)=\left\langle x_{v+1}, \ldots, x_{u}\right\rangle, \\
z_{v+1}=x_{2 v+1}{ }^{c(v+1)} \ldots x_{u+1}{ }^{c(u-v+1)}
\end{gathered}
$$

and

$$
c(u-v+1) \neq 0
$$

Lemma 7.4. Suppose that $p$ is odd, that $P_{3}=1$, and that $v=1$. Define $i$ and $k$ as in Lemma 7.3. Then $P$ contains a subgroup $S$ with the following properties:
(a) $Z(P) \subset S$ and $S^{k}=S$;
(b) $P / Z(P)=S / Z(P) \times Q / Z(P)$;
(c) $Q$ and $S$ are the only subgroups of $P$ that are normalized by $k$ and contain $Z(P)$ as a subgroup of index $p$;
(d) $k^{-1} x k \equiv x^{i^{2}}$, modulo $Z(P)$, for all $x \in S$; and
(e) $k^{-1} x k \equiv x^{i-1}$, modulo $Z(P)$, for all $x \in Q$.

Proof. Since $v=1, Z(P)=\left\langle x_{2}, \ldots, x_{u}\right\rangle$. Hence, $|P / Z(P)|=p^{2}$ and $P=\left\langle Z(P), x_{1}, x_{u+1}\right\rangle$. Let $F=P / Z(P)$. Consider $F$ to be a vector space over $\mathbf{Z}_{p}$. By parts (c) and (d) of Lemma 7.3, conjugation by $k$ induces a transformation on $F$ having eigenvalues $i^{2}$ and $i^{-1}$ and such that $i^{-1}$ is an eigenvalue for the subspace $Q / Z(P)$. Thus, we obtain (e). Since $p$ is odd and $i$ has order $p-1, i^{2} \neq i^{-1}$. Hence, there exists a unique one-dimensional subspace $S / Z(P)$ for which $i^{2}$ is an eigenvalue. This gives (a), (b), (c), and (d).

Recall that $z_{j}=\left[x_{j}, x_{u+j}\right]$, for $j=1, \ldots, v$, and that $Z=\left\langle z_{1}, \ldots, z_{v}\right\rangle$.
Lemma 7.5. Suppose that $p$ is odd, that $P_{3}=1$, and that $v=1$. Define $k$ as in Lemma 7.3 and $S$ as in Lemma 7.4. Let $\kappa$ be the automorphism of $P$ induced by conjugation by $k$. Let $\beta=\kappa^{-1} \alpha \kappa \alpha^{-1}$ and $\gamma=\kappa^{-1} \alpha^{-1} \kappa \alpha$. Then:
(a) $\beta$ and $\gamma$ fix $z_{1}$ and fix every element of $Z(P) /\left\langle z_{1}\right\rangle$; and
(b) if $Q^{\beta}=Q^{\gamma}=Q$, then $\alpha$ interchanges $Q$ and $S$.

Proof. Since $v=1,\left\langle z_{1}\right\rangle=Z=P^{\prime}$. So $\left\langle z_{1}\right\rangle$ is a characteristic subgroup of $P$. As Aut $\left\langle z_{1}\right\rangle$ is cyclic, $\beta$ and $\gamma$ fix $z_{1}$. By Proposition 4.7, $k$ centralizes $Z(P) /\left\langle z_{1}\right\rangle$. Consequently, we obtain (a).

Suppose that $Q^{\beta}=Q$. Then $Q=Q^{\kappa^{-1} \alpha \kappa \alpha-1}=Q^{\alpha \kappa \alpha-1}$, and $Q^{\alpha}=\left(Q^{\alpha}\right)^{\kappa}$. By Lemma 7.4 (c), $Q^{\alpha}$ is $Q$ or $S$. Since $Q^{\alpha} \neq Q, Q^{\alpha}=S$. Similarly, if $Q^{\gamma}=Q$, then $Q^{\alpha-1}=S$ and $S^{\alpha}=Q$. This proves (b).

Theorem 7.6. Define $k$ as in Lemma 7.3, and let $\kappa$ be the automorphism of $P$ induced by conjugation by $k$. Let $A=\langle\alpha, \kappa\rangle$. For every $\beta \in A$, define an isomorphism $\phi_{\beta}$ of $P$ onto $P^{h}$ by $\phi_{\beta}(x)=\left(x^{\beta}\right)^{h}$.

Suppose that, for every $\beta \in A, N\left(\phi_{\beta}\right)$ is 1 or $N\left(\phi_{\beta}\right) \supseteq Z$. Then $w=1$.
Assume further that $p$ is odd. Then:
(a) Suppose that $P_{3} \neq 1$. Then $u=2 v=4$ and $t=6$.
(b) Suppose that $P_{3}=1$. Define $S$ as in Lemma 7.4. Let $A_{Q}$ be the set of all $\beta \in A$ that fix $Q$. Then either
(i) $u=2 v=2$ and $t=3$, or
(ii) $u=3, t=4$, $A$ fixes $S$, and $\left[A: A_{Q}\right]=\left[A^{\prime}: A^{\prime} \cap A_{Q}\right]=p$.

Proof. By Lemma $5.4, w=1$. Now assume that $p$ is odd.
(a) Suppose that $P_{3} \neq 1$. Then $v=2$ and $Z=\left\langle z_{1}, z_{2}\right\rangle$. By Lemma 5.2, $\alpha$ interchanges $\left\langle z_{1}\right\rangle$ and $\left\langle z_{2}\right\rangle$. Since $z_{2} \in Z(H)$, Lemma 7.3 (a) yields that $\kappa$ fixes $\left\langle z_{1}\right\rangle$ and $\left\langle z_{2}\right\rangle$. Therefore, $A$ has a normal subgroup $B$ of index two in which every element fixes $\left\langle z_{1}\right\rangle$ and $\left\langle z_{2}\right\rangle$. Let $\lambda$ be the 2-part of $\kappa^{(p-1) / 2}$ and let $A_{2}$ be a Sylow 2 -subgroup of $A$ that contains $\lambda$. By Lemma 7.3 (a), $\kappa^{(p-1) / 2}$ maps $z_{1}$ into $z_{1}^{-1}$. Hence, $z_{1}^{\lambda}=z_{1}^{-1}$. By Proposition 4.7,

$$
Z(P)=\left\langle z_{1}\right\rangle \times(Z(P) \cap Z(H))
$$

Therefore, the fixed points of $Z(P)$ under $\lambda$ are just the elements of $Z(P) \cap Z(H)$.

Since $|A / B|=2, A_{2} \nsubseteq B$. Take $\beta \in A_{2}-B$, and let $C=\langle\lambda, \beta\rangle$. Then $C$ is a 2 -group and, by Lemma 5.15 (b), $N\left(\phi_{\beta}\right) \cap Z=1$. Hence, $N\left(\phi_{\beta}\right)=1$. Since $\lambda$ fixes every element of $Z(P) \cap Z(H)$, $\lambda$ fixes every element of $Z(P) / Z$. By Lemma 4.1, there exists $Y \subseteq Z(P)$ such that $C$ fixes $Y$ and $Z(P)=Y \times Z$. Then $\lambda$ fixes every element of $Y$. Therefore, $Y \subseteq Z(P) \cap Z(H)$. Since $\beta \in C$, $\beta$ fixes $Y$ and $Y \subseteq N\left(\phi_{\beta}\right)=1$.
(b) Suppose that $P_{3}=1$. Then $v=1$ and $Z=\left\langle z_{1}\right\rangle$. Since $Z=P^{\prime}, A$ fixes $Z$. Assume $\alpha$ interchanges $Q$ and $S$. Then $A$ has a normal subgroup $B$ of index two in which every element fixes $Q$ and $S$. Define $\lambda, A_{2}, \beta$, and $C$ as in the preceding argument. Then $Q^{\beta}=S$. By Lemma $5.15, N\left(\phi_{\beta}\right) \cap Z=1$. So $N\left(\phi_{\beta}\right)=1$. Let $Y$ be a complement of $Z$ in $Z(P)$ that is fixed by $C$. As before, we obtain $Y \subseteq Z(P) \cap Z(H) \quad$ and $\quad Y \subseteq N\left(\phi_{\beta}\right)=1$. Therefore, $\quad Z(P)=Z \quad$ and $u=2=2 v$. So (i) holds.

Assume that (i) does not hold; i.e., $u \geqq 3$. Then $\alpha$ does not interchange $Q$ and $S$. By Lemma 7.5 , there exists some element $\beta$ in $A^{\prime}$ such that $Q^{\beta} \neq Q$, $\beta$ fixes $z_{1}$, and $\beta$ fixes every element of $Z(P) /\left\langle z_{1}\right\rangle$. As before, $N\left(\phi_{\beta}\right)=1$.

We claim that $u=3$. Note that $x_{3} \in Z(H)$. The hypothesis of the theorem is satisfied if $\phi$ is replaced by $\phi_{\beta}$. Thus, to prove that $u=3$, we may replace $\alpha$ by $\beta$; equivalently, we will assume in this paragraph alone that $\alpha$ fixes $z_{1}$ and every element of $Z(P) /\left\langle z_{1}\right\rangle$. (This permits us to retain our present notation.) In particular, $x_{2} \equiv x_{2}{ }^{\alpha} \equiv\left(\phi\left(x_{2}\right)\right)^{h} \equiv\left(x_{3}\right)^{h-1} \equiv x_{3}$, modulo $\left\langle z_{1}\right\rangle$. So $x_{2}{ }^{-1} x_{3} \in\left\langle z_{1}\right\rangle$. Since $z_{1}=x_{2}{ }^{d(2)} \ldots x_{u}{ }^{d(u)}$ and $d(u) \neq 0$, we obtain $u=3$.

We now have $Z(P)=\left\langle x_{2}, x_{3}\right\rangle=\left\langle z_{1}, x_{3}\right\rangle=\left\langle P^{\prime}, x_{3}\right\rangle$ and $P \cap Z(H)=\left\langle x_{3}\right\rangle$. Since $A$ fixes $P^{\prime}, A^{\prime}$ must fix every element of $P^{\prime}$ and every element of $Z(P) / P^{\prime}$. Since $\beta \in A^{\prime}$ and $N\left(\phi_{\beta}\right)=1, \beta$ does not fix $\left\langle x_{3}\right\rangle$. By Lemma 4.2, $A^{\prime}$ induces a non-trivial $p$-group of automorphisms on $Z(P)$. Let $A_{0}$ be the subgroup of $A^{\prime}$ consisting of all the elements of $A^{\prime}$ that fix every element of $Z(P)$. Then $A_{0} \triangleleft A$. Since Aut $Z(P)$ has a Sylow $p$-subgroup of order $p$, $\left|A^{\prime} / A_{0}\right|=p$.

Suppose that $\gamma \in A_{0}$. Then $\gamma$ fixes $x_{3}$, which lies in the centre of $H$. Therefore, $x_{3} \in N\left(\phi_{\gamma}\right)$. By hypothesis, $z_{1} \in N\left(\phi_{\gamma}\right)$. Since $N\left(\phi_{\gamma}\right) \unlhd H$,

$$
V \subseteq N\left(\phi_{\gamma}\right) \subseteq Q
$$

As $\left\langle V, x_{3}\right\rangle=Q$, we obtain $N\left(\phi_{\gamma}\right)=Q$. So $\gamma$ fixes $Q$. Since $\gamma$ is arbitrary,
$A_{0}$ fixes $Q$.
Let $\bar{A}$ be the group of automorphisms induced by $A$ on $P / Z(P)$, and define $\bar{A}_{0}$ similarly. Suppose that $\bar{A}_{0} \neq 1$. By (7.2), the subspace $Q / Z(P)$ of $P / Z(P)$ is invariant under $\bar{A}_{0}$. Since $A_{0} \unlhd A, Q^{\alpha} / Z(P)$ is also invariant under $\bar{A}_{0}$. Now, $Q^{\alpha} \neq Q$. Suppose that $Q / Z(P)$ and $Q^{\alpha} / Z(P)$ are the only invariant one-dimensional subspaces of $P / Z(P)$ under $\bar{A}_{0}$. Then they are permuted by $A$. Thus, $Q^{\alpha^{2}}=Q$. Moreover, since $\kappa$ fixes $Q / Z(P), \kappa$ fixes $Q^{\alpha} / Z(P)$. By Lemma 7.4, $Q^{\alpha}=S$, contrary to our assumption that $\alpha$ does not interchange $Q$ and $S$. Thus, $\bar{A}_{0}$ fixes at least three one-dimensional subspaces of $P / Z(P)$. Since $|P / Z(P)|=p^{2}, \bar{A}_{0}$ fixes all the one-dimensional subspaces of $P / Z(P)$, by a simple argument from linear algebra.

Since $\beta \in A^{\prime}$ and $Q^{\beta} \neq Q, \beta \notin A_{0}$. Hence, $\left|\bar{A}^{\prime}\right| \bar{A}_{0} \mid=p$ and the automorphism of $P / Z(P)$ induced by $\beta$ has order divisible by $p$. It follows that $\beta$, and therefore $A^{\prime}$, fix a unique one-dimensional subspace $T / Z(P)$ of $P / Z(P)$. Since $A^{\prime} \triangleleft A$, $A$ fixes $T / Z(P)$. By Lemma 7.4, $T=S$.

Clearly, $\left[A^{\prime}: A^{\prime} \cap A_{Q}\right]=p$. Since $P / Z(P)$ has only $p+1$ one-dimensional subspaces and $A$ fixes $S / Z(P),\left[A: A_{Q}\right]=p$. This proves (ii) and completes the proof of Theorem 7.6.

Lemma 7.7 [7, p. 416]. Suppose that $T$ is an Abelian Sylow p-subgroup of a finite group $K$. Then $K^{\prime} \cap Z(K) \cap T=1$.

Lemma 7.8. Suppose that $S$ is a Sylow p-subgroup of a finite group K. Assume that $T$ and $U$ are subgroups of $S$ enjoying the following properties:
(a) $|T|=p$;
(b) $U \unlhd K$ and $T \nsubseteq U$;
(c) $S=T U$;
(d) $T$ is weakly closed in $S$ with respect to $K$; and
(e) $K$ is generated by some conjugates of $T$ in $K$.

Then $U=1$.
Proof. The proof of Lemma 7.2 shows that $T \subseteq Z(S)$. Hence, $S=T \times U$. Let $C=C_{K}(U)$. Since $T \subseteq C$ and $C \unlhd K$, (e) yields that $C=K$. Thus, $U \subseteq Z(K)$. Therefore, $S$ is Abelian. By Lemma 7.7, $K^{\prime} \cap U=1$.

Suppose that $K / U$ has a normal $p$-complement. Thus, $K^{\prime} U / U$ is a $p^{\prime}$-group. Since $K^{\prime} U / U \cong K^{\prime} /\left(K^{\prime} \cap U\right) \cong K^{\prime}, K^{\prime}$ is a $p^{\prime}$-group. Since $T K^{\prime} \unlhd K$, $T K^{\prime}=K$, by (e). So $T$ is a Sylow $p$-subgroup of $K$, and $U=1$.

Suppose that $K / U$ does not have a normal $p$-complement. By a theorem of Burnside [5, p. 252], a Sylow $p$-subgroup of $K / U$ is not contained in the centre of its normalizer. Hence,

$$
S / U \nsubseteq Z\left(N_{K}(S) / U\right) \quad \text { and } \quad S \nsubseteq Z\left(N_{K}(S)\right)
$$

Take $x \in N_{K}(S)-C_{K}(S)$. Since $S=T \times U$ and $U \subseteq Z(K)$, we obtain $[S,\langle x\rangle]=[T,\langle x\rangle]=T$, by (a) and (d). Thus, $T \subseteq K^{\prime}$. By (e), $K=K^{\prime}$. So $U=U \cap K^{\prime}=1$.

Lemma 7.9. Suppose that $K$ is a finite group, that $S$ is a Sylow $p$-subgroup of $K$, and that $T$ is weakly closed in $S$ with respect to $K$. Suppose that $N \unlhd K$. Then TN/ $N$ is weakly closed in $S N / N$ with respect to $K / N$.

Proof. Suppose that $g \in K$ and that $(T N)^{g} \subseteq S N$. Then $T^{g} \subseteq S N=N S$. Since $S$ is a Sylow $p$-subgroup of $N S$, there exists $k \in N$ and $s \in S$ such that $\left(T^{g}\right)^{k s} \subseteq S$. Then $T^{g k} \subseteq S$. By the weak closure of $T, T^{g k}=T \subseteq T N$. Hence, $T^{g} \subseteq(T N)^{k-1}=T N$, and $(T N)^{g}=T N$.

Proposition 7.10. The subgroup $P C_{H}(Q) / Q C_{H}(Q)$ is a Sylow p-subgroup of $H / Q C_{H}(Q)$. Moreover, there exists an element $g$ of $H$ such that $g h^{-1} \in C_{H}(Q)$ and $P$ is a Sylow $p$-subgroup of $\left\langle P, P^{g}\right\rangle$.

Proof. Let $T$ be a Sylow $p$-subgroup of $H$ that contains $P$. Let $M_{1}=C_{H}(V)$. By Proposition 4.7, $H / M_{1} \cong \mathrm{SL}(2, p)$. If $P_{3}=1$, define $M_{2}=M_{1}$. If $P_{3} \neq 1$, define $M_{2}=C_{H}(M / N)$, for $M$ and $N$ as in Proposition 4.14. Let $L=M_{1} \cap M_{2}$. By Proposition 4.16, $H / M_{2} \cong \mathrm{SL}(2, p)$ and $L \supseteq Q C_{H}(Q)$; furthermore, $L$ centralizes every factor $Q_{i} / Q_{i-1}$ in an $H$-composition series

$$
1=Q_{0} \subset Q_{1} \subset \ldots \subset Q_{n}=Q
$$

of $Q$. By Lemma 4.2, $L$ induces a $p$-group of automorphisms on $Q$. Hence,

$$
\begin{equation*}
L / C_{H}(Q) \text { is a p-group. } \tag{7.3}
\end{equation*}
$$

Suppose that $p=2$ or $p=3$. Then $\operatorname{SL}(2, p)$ has a normal $p^{\prime}$-subgroup of index $p$. So $\left|H / H^{\prime} M_{1}\right|=p$ and $H^{\prime} M_{1} / M_{1}$ is a $p^{\prime}$-group. Since $P$ and $P^{h}$ generate $H$,

$$
H=H^{\prime} P \quad \text { and } \quad P \cap H^{\prime} \subseteq P \cap M_{1}=Q, \quad \text { if } p<5
$$

Thus, $\left|H / H^{\prime} Q\right|=p$. Since $Q \subseteq L \subseteq M_{1}$ and $\left|H^{\prime} Q\right|=\left|H^{\prime} M_{1}\right|$,

$$
\begin{equation*}
\left|H / H^{\prime} Q\right|=p \quad \text { and } \quad L \subseteq H^{\prime} Q, \quad \text { if } p<5 \tag{7.4}
\end{equation*}
$$

Moreover, $H^{\prime} M_{i} / M_{i}$ is a $p^{\prime}$-group, for $i=1,2$. Hence, $H^{\prime} /\left(H^{\prime} \cap M_{i}\right)$ is a $p^{\prime}$-group, for $i=1,2$. Now,

$$
\left(H^{\prime} \cap M_{1}\right) /\left(H^{\prime} \cap L\right) \cong\left(H^{\prime} \cap M_{1}\right) /\left(H^{\prime} \cap M_{1} \cap M_{2}\right) \cong
$$

$$
\left(H^{\prime} \cap M_{1}\right) M_{2} / M_{2} \subseteq H^{\prime} M_{2} / M_{2}
$$

which is a $p^{\prime}$-group. Thus,

$$
\begin{equation*}
H^{\prime} /\left(H^{\prime} \cap L\right) \text { and } H^{\prime} L / L \text { are } p^{\prime} \text {-groups, if } p<5 \tag{7.5}
\end{equation*}
$$

Suppose that $p \geqq 5$. Then $Z(\operatorname{SL}(2, p))$ has order two, and

$$
\mathrm{SL}(2, p) / Z(\mathrm{SL}(2, p))
$$

is simple. Let $N_{i} / M_{i}=Z\left(H / M_{i}\right)$, for $i=1,2$. Then $H / N_{i}$ is simple, for $i=1,2$. Let $K=N_{1} \cap N_{2}$. We claim that $N_{1}=N_{2}=K$. Suppose otherwise. Since $N_{1} / K \cong N_{1} N_{2} / N_{2} \unlhd H / N_{2}$, it follows that $N_{1} / K$ is simple and $H=N_{1} N_{2}$. So

$$
H / K=N_{1} / K \times N_{2} / K \cong H / N_{2} \times H / N_{1}
$$

Now, $T \cap N_{i}$ is a Sylow $p$-subgroup of $N_{i}$, for $i=1,2$, and

$$
T K / K=\left(T \cap N_{1}\right) K / K \times\left(T \cap N_{2}\right) K / K
$$

Let $x \in P-Q$. Take $x_{i} \in T \cap N_{i}$ such that

$$
x_{1} x_{2} \equiv x, \quad \text { modulo } K
$$

Since $H=\left\langle P, P^{h}\right\rangle$, we have $P \nsubseteq N_{1}$. Therefore, $x_{2} \notin K$. Likewise, $x_{1} \notin K$.
We now obtain a contradiction. By the structure of $\operatorname{SL}(2, p) / Z(\operatorname{SL}(2, p))$, there exists $y \in N_{1}$ such that $y^{-1} x_{1} y \equiv x_{1}{ }^{j}$, modulo K , for some $j \neq 1$ in $\mathbf{Z}_{p}$. Then $y$ normalizes $\left(T \cap N_{1}\right) K$ and centralizes $\left(T \cap N_{2}\right) K / K$. Hence, $y$ normalizes $T K$. So there exists $z \in K$ such that $\left(T^{y}\right)^{z}=T$. Then, modulo $K$,

$$
x_{1}{ }^{y z} \equiv\left(x_{1}^{j}\right)^{z} \equiv x_{1}{ }^{j}, \quad x_{2}{ }^{y z} \equiv x_{2}, \quad \text { and } \quad x^{-1} x^{y z} \equiv x_{1}^{j-1} \not \equiv 1
$$

Since $P^{y z} \subseteq T, P^{y z}=P$, by the weak closure of $P$. Hence, $P$ contains $x, x^{y z}$, and $x^{-1} x^{y z}$. Since $x^{-1} x^{y z} \notin K, x^{-1} x^{y z} \in P-Q$. Consequently,

$$
P=\left\langle Q, x^{-1} x^{y z}\right\rangle \subseteq Q N_{1}=N_{1}
$$

and $H=\left\langle P, P^{h}\right\rangle \subseteq N_{1}$, which is a contradiction. Thus, $N_{1}=N_{2}=K$, as desired. Therefore,

$$
\begin{equation*}
p^{2} \text { does not divide }|H / K| \text {, if } p \geqq 5 \text {. } \tag{7.6}
\end{equation*}
$$

Also, since $\left|K / M_{1}\right|=\left|K / M_{2}\right|=2,|K / L|$ is either two or four. By (7.6), $p^{2}$ does not divide $|H / L|$. By (7.4) and (7.5), we have a similar result if $p<5$. Since $P \nsubseteq L$ for any $p$,

$$
\begin{equation*}
P L / L \text { is a Sylow } p \text {-subgroup of } H / L, \text { for any } p \text {. } \tag{7.7}
\end{equation*}
$$

For every subgroup $X$ of $H$, let $\bar{X}=X Q C_{H}(Q) / Q C_{H}(Q)$. By Lemma 7.9, $\bar{P}$ is weakly closed in $\bar{T}$ with respect to $\bar{H}$. By (7.3), $\bar{L}$ is a $p$-group. By the definition of $L, L$ centralizes $V$. Thus, $P \nsubseteq L Q C_{H}(Q)$. Since $|P / Q|=p$, $|\bar{P}|=p$. Now by (7.7) and Lemma $7.8, \bar{L}=1$. This proves the first part of the proposition.

Since $C_{T}(Q)$ is a Sylow $p$-subgroup of $C_{H}(Q)$, there exists $c \in C_{H}(Q)$ such that $C_{T}(Q)^{c}=C_{T}(Q)^{h}$. Let $g=h c^{-1}$. Then $g$ normalizes $C_{T}(Q)$, and $g h^{-1} \equiv h c^{-1} h \equiv h^{-1} h \equiv 1$ (modulo $C_{H}(Q)$ ). Let $H^{*}=\left\langle T, T^{g}\right\rangle$ and $H^{* *}=$ $\left\langle P, P^{g}\right\rangle$. By Lemma $7.2, P$ is weakly closed in a Sylow $p$-subgroup of $H^{* *}$. To prove the second part of the proposition, it suffices to prove that $P$ is a Sylow $p$-subgroup of $H^{* *}$. Let $K^{*}=Q C_{T}(Q)$ and let $L^{*}=L \cap H^{*}$. Since $T$ and $g$ normalize $C_{T}(Q), K^{*} \triangleleft H^{*}$. Since we proved that $L=Q C_{H}(Q)$, $L^{*} / K^{*}$ is a $p^{\prime}$-group. Therefore,
$\left(K^{*} \cap H^{* *}\right) / Q$ is a normal p-subgroup of $H^{* *} / Q$
and $\left(L^{*} \cap H^{* *}\right) /\left(K^{*} \cap H^{* *}\right)$ is a $p^{\prime}$-group.

By (7.7), $P K^{*} / K^{*}$ is a Sylow $p$-subgroup of $H^{*} / K^{*}$. By projecting $H^{* *}$ into $H^{*} / K^{*}$, we see that
(7.9) $P\left(K^{*} \cap H^{* *}\right) /\left(K^{*} \cap H^{* *}\right)$ is a Sylow $p$-subgroup of $H^{* *} /\left(K \cap H^{* *}\right)$.

By (7.8), (7.9), and another application of Lemmas 7.8 and 7.9, $K^{*} \cap H^{* *}=Q$.

By (7.9), this completes the proof of the proposition.
Theorem 7.11. Assume that $P_{3} \neq 1$. Then $p=3$.
Proof. By Theorem 3.7, $p$ is odd. Clearly, for every normal subgroup $Q^{*}$ of $H$ contained in $Q, P / Q^{*}$ is weakly closed in some Sylow $p$-subgroup of $H / Q^{*}$. Moreover, if $Z \nsubseteq Q^{*}$, then $P / Q^{*}$ has nilpotence class three. Hence, by Theorem 7.6 , we may assume that $v=2, u=4$, and $t=6$.

For $g$ as in Proposition 7.10, $g$ and $h$ act in the same way on $Q$ by conjugation. Hence, we may assume that $P$ is a Sylow $p$-subgroup of $H$.

We will not use the elements $i$ and $k$ introduced in Lemma 7.3. Therefore, we will use the letters " $i$ " and " $k$ " for other purposes.

By Proposition 3.4, $\left[x_{1}, x_{5}\right]=x_{3}{ }^{i}$, for some $i \in \mathbf{Z}_{p}$. Since $x_{3} \in Z(P)$, the group $\left\langle x_{1}, x_{5}\right\rangle$ has nilpotence class two; hence,

$$
\left[x_{1}{ }^{i-1}, x_{5}{ }^{i-1}\right]=\left(x_{3}{ }^{i}\right)^{i-2}=x_{3}{ }^{i-1} .
$$

Since $x_{1}$ was chosen only under the condition that it satisfy Proposition 2.1 (c), we may replace $x_{1}$ by $x_{1}{ }^{i-1}$ and then replace $x_{j}$ by $x_{j}{ }^{i-1}$, for $j=2, \ldots, t+1$. Thus, we may assume that

$$
\left[x_{1}, x_{5}\right]=x_{3}
$$

Take $i, j, k, m \in \mathbf{Z}_{p}$ such that

$$
\left[x_{1}, x_{6}\right]=x_{2}{ }^{i} x_{3}{ }^{j} x_{4}{ }^{k} x_{5}{ }^{m}
$$

Then $\left[x_{2}, x_{7}\right]=x_{3}{ }^{i} x_{4}{ }^{j} x_{5}{ }^{k} x_{6}{ }^{m}$. By Proposition 4.15,

## $i$ and $m$ are nonzero.

Note that $Q^{\prime}=\left\langle x_{4}\right\rangle$. We obtain the following congruences modulo $Q^{\prime}$ :

$$
\begin{array}{ll}
x_{2}{ }^{x_{1}} \equiv x_{2}, & x_{2}{ }^{x_{7}} \equiv x_{2} x_{3}{ }^{i} x_{5}{ }^{k} x_{6}{ }^{m}, \\
x_{3}{ }^{x_{1}} \equiv x_{3}, & x_{3}{ }^{x_{7}} \equiv x_{3} x_{5}, \\
x_{5}^{x_{1}} \equiv x_{5}\left[x_{1}, x_{5}\right]^{-1} \equiv x_{3}{ }^{-1} x_{5}, & x_{5}^{x_{7}} \equiv x_{5}, \\
x_{6}{ }^{x_{1}} \equiv x_{2}{ }^{-i} x_{3}{ }^{-j} x_{5}^{-m} x_{6}, & x_{6}{ }^{x_{7}} \equiv x_{6} .
\end{array}
$$

We consider $Q / Q^{\prime}$ to be a vector space over $\mathbf{Z}_{p}$ with the basis

$$
\left\{x_{2} Q^{\prime}, x_{6} Q^{\prime}, x_{3} Q^{\prime}, x_{5} Q^{\prime}\right\}
$$

For each $g \in H$, let $\theta(g)$ be the matrix corresponding to the transformation of $Q / Q^{\prime}$ induced by conjugation by $g$. Then

$$
\theta\left(x_{1}\right)=\left[\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
-i & 1 & -j & -m \\
0 & 0 & 1 & 0 \\
0 & 0 & -1 & 1
\end{array}\right], \theta\left(x_{7}\right)=\left[\begin{array}{llll}
1 & m & i & k \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

For each $g \in H$, let $\theta_{1}(g)$ and $\theta_{2}(g)$ be the upper left hand and lower right hand corner submatrices of degree two, respectively. Since $\left\langle x_{3}, x_{5}\right\rangle \triangleleft H$, $\theta_{1}$ and $\theta_{2}$ are homomorphisms. By Propositions 4.7 and 4.16, $\theta_{1}(H)=\theta_{2}(H)=$ $\mathrm{SL}(2, p)$. Denote by $I_{2}$ and $I_{4}$ the identity matrices of degrees two and four over $\mathbf{Z}_{p}$.

Let $N$ be the subgroup of $H$ consisting of all $g \in G$ for which $\theta_{2}(g)$ is $I_{2}$ or $-I_{2}$. Since $Q \subseteq N$ and $P \nsubseteq N, P \cap N=Q$. Since $P$ is a Sylow $p$-subgroup of $H, Q$ is a Sylow $p$-subgroup of $N$. Therefore, $N / Q$ is a $p^{\prime}$-group. Since $Q \subseteq \operatorname{Ker} \theta$,
(7.11) $\theta(N)$ is a normal $p^{\prime}$-subgroup of $\theta(H)$, and $\theta_{1}(N)$ is a normal $p^{\prime}$-subgroup of $\theta_{1}(H)$ (i.e., of $\left.\operatorname{SL}(2, p)\right)$.

Let $g=x_{1}{ }^{2} x_{7}$. Then

$$
\theta_{1}(g)=\left[\begin{array}{cc}
1 & m \\
-2 i & 1-2 i m
\end{array}\right], \theta_{2}(g)=\left[\begin{array}{rr}
1 & 1 \\
-2 & -1
\end{array}\right],
$$

and

$$
\theta_{1}\left(g^{2}\right)=\left[\begin{array}{cc}
1-2 i m & 2 m-2 i m^{2}  \tag{7.12}\\
4 i^{2} m-4 i & 1-6 i m+4 i^{2} m^{2}
\end{array}\right]
$$

Thus, $\theta_{2}\left(g^{2}\right)=-I_{2}$. So $g^{2} \in N$. By (7.11), $\theta_{1}\left(g^{2}\right)= \pm I_{2}$ if $p>3$. If $p=3$, then $\operatorname{SL}(2, p)$ has a normal quaternion subgroup of order eight and index three. In this case, $\theta_{1}\left(g^{2}\right)$ is a 2 -element, by (7.11); hence, $\theta_{1}(g)$ is a 2 -element and $\theta_{1}\left(g^{2}\right)=\theta_{1}(g)^{2}= \pm I_{2}$. Thus, $\theta_{1}\left(g^{2}\right)= \pm I_{2}$, regardless of $p$. Conse-
quently, $4 i^{2} m-4 i=0$. By (7.10), $i \neq 0$. Since $p$ is odd, $4 i \neq 0$. Therefore,

$$
\begin{equation*}
i m=1 \tag{7.13}
\end{equation*}
$$

Now, calculation yields

$$
\begin{gathered}
\theta(g)=\theta\left(x_{1}{ }^{2} x_{7}\right)=\left[\begin{array}{cccc}
1 & m & i & k \\
-2 i & -1 & m-2 j-2 i^{2} & -2 i k-m-2 j \\
0 & 0 & 1 & 1 \\
0 & 0 & -2 & -1
\end{array}\right], \\
\theta\left(g^{4}\right)=\left[\begin{array}{ccccc}
1 & 0 & -2\left(m^{2}-2 j m-2 k\right) & -2\left(i-m^{2}-2 k-2 j m\right) \\
0 & 1 & -2\left(4 i k+2 m+4 j-2 i^{2}\right) & -2\left(3 m-2 i^{2}+2 i k+2 j\right) \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
\end{gathered}
$$

Hence, $g^{4} \in N$ and $\theta\left(g^{4}\right)^{p}=I_{4}$. By (7.11), $\theta\left(g^{4}\right)=I_{4}$. Therefore,

$$
0=i-m^{2}-2 k-2 j m=3 m-2 i^{2}+2 i k+2 j .
$$

By (7.13), this yields

$$
\begin{aligned}
0=i-m^{2}-2 k-2 j m=(-m)\left(3 m-2 i^{2}+2 i k\right. & +2 j)= \\
& -3 m^{2}+2 i-2 k-2 j m .
\end{aligned}
$$

So $i-m^{2}=2 k+2 j m=-3 m^{2}+2 i$, which yields $i=2 m^{2}=2 i^{-2}$. Thus,

$$
\begin{equation*}
i^{3}=2 . \tag{7.14}
\end{equation*}
$$

We now apply the symmetry between $\phi$ and $\phi^{-1}$ (see Lemma 3.3). Let $y_{n}=\left(x_{3-n}\right)^{-1}$, for $n=1,2, \ldots, 7$. Then

$$
\phi(P)=\left\langle y_{1}, \ldots, y_{7}\right\rangle, \quad Q=\left\langle y_{2}, \ldots, y_{6}\right\rangle,
$$

and $\phi^{-1}$ maps $\phi(P)$ onto $P$. Just as we had $\left[x_{1}, x_{5}\right]=x_{3}$, we have

$$
\left[y_{1}, y_{5}\right]=\left[x_{7}^{-1}, x_{3}^{-1}\right]=\left[x_{3}^{-1}, x_{7}^{-1}\right]^{-1}=x_{5}^{-1}=y_{3} .
$$

Define $\left[y_{1}, y_{6}\right]=y_{2}{ }^{{ }^{\prime}} y_{3}{ }^{j^{\prime}} y_{4}{ }^{k^{\prime}} y_{5}{ }^{m^{\prime}}$. The proof of (7.14) applies to give

$$
\begin{equation*}
i^{\prime 3}=2 . \tag{7.15}
\end{equation*}
$$

However, $\left\langle x_{4}, x_{5}\right\rangle=\left\langle y_{3}, y_{4}\right\rangle=Z(\phi(P))$. Modulo $Z(\phi(P))$,

$$
x_{6}{ }^{-i^{\prime}} x_{3}{ }^{-m^{\prime}} \equiv y_{2}^{i^{i}} y_{5}^{m^{\prime}} \equiv\left[y_{1}, y_{6}\right] \equiv\left[x_{7}^{-1}, x_{2}^{-1}\right] \equiv\left[x_{2}, x_{7}\right]^{-1} \equiv x_{6}^{-m} x_{3}^{-i}
$$

Thus, $i^{\prime}=m=i^{-1}$. By (7.14) and (7.15), $4=i^{3} i^{\prime 3}=i^{3} i^{-3}=1$ in $\mathbf{Z}_{p}$. Thus, $p=3$.
8. A further result. Let $C_{p}$ denote a cyclic group of order $p$.

Theorem 8.1. Suppose that $H$ is a finite group and that $P$ is a weakly closed subgroup of some Sylow subgroup of $H$ with respect to $H$. Assume that, for some $h \in H$,

$$
\left\langle P, P^{h}\right\rangle=H \quad \text { and } \quad\left[P: P \cap P^{h}\right]=p
$$

Let $A$ be a subgroup of Aut $P$ that contains the automorphisms induced by conjugation by the elements of $N_{H}(P)$. Suppose that some element of $A$ does not fix $Q$.

Take $Q^{*} \subset Q$ maximal such that $Q^{*} \unlhd H$ and such that there exists an element of $A$ that fixes $Q^{*}$ but not $Q$. Take $\alpha \in A$ such that $\alpha$ fixes $Q^{*}$ but not $Q$. Let $n$ be the smallest positive integer such that $\alpha^{n}$ fixes $Q$. Let $\bar{P}=\bar{P}_{1}=P / Q^{*}$ and $\bar{P}_{i+1}=\left[\bar{P}_{i}, \bar{P}\right]$, for $i=1,2,3$. Then $\bar{P}_{4}=1$. Furthermore:
(a) Suppose that $\bar{P}_{2}=1$. Then $|\bar{P}| \leqq p^{n}$.
(b) Suppose that $\bar{P}_{2} \neq 1$, that $\bar{P}_{3}=1$, and that $p=2$. Then $\bar{P}$ is the direct product of $E(p)$ and an elementary group, and $n=2$.
(c) Suppose that $\bar{P}_{2} \neq 1$, that $\bar{P}_{3}=1$, and that $p$ is odd. Then $n$ is a divisor of $p, p-1$, or $p+1$, and either $\bar{P} \cong E(p)$ or $\bar{P} \cong E(p) \times C_{p}$. In the latter case, there exists $\alpha \in A^{\prime}$ such that $\alpha^{p}$ fixes $Q$ and $\alpha$ does not fix $Q$.
(d) Suppose that $\bar{P}_{3} \neq 1$. Then $p=3, \bar{P} \cong E^{*}(3)$, and $n=2$.

Proof. The proof of (a) is similar to the proof of Theorem 2 (a). The other parts of Theorem 8.1 follow from Theorems 7.6 and 7.11 and Corollary 5.14.

Note that Theorem 8.1 can be applied when $H$ is embedded in a group $G$ and $A$ is the group of automorphisms of $P$ induced by a subgroup of $N_{G}(P)$ that contains $N_{H}(P)$.
9. Some examples. In this section, let $p$ be an arbitrary odd prime. We will construct groups $P$ and $H$ such that $P$ and $H$ satisfy the conditions of $\S 5$ and $P \cong E^{*}(p)$. If $p=3, P$ will be a Sylow $p$-subgroup of $H$.

Let $Q$ be a group of order $p^{5}$ and exponent $p$ isomorphic to $E(p) \times C_{p} \times C_{p}$. Take $x_{2}, x_{3}, x_{4}, x_{5}, x_{6} \in Q$ such that

$$
Q=\left\langle x_{2}, x_{6}\right\rangle \times\left\langle x_{3}, x_{5}\right\rangle \quad \text { and } \quad\left[x_{2}, x_{6}\right]=x_{4} \neq 1 .
$$

Let $B$ be the subgroup of all automorphisms $\alpha$ of $Q$ such that $\alpha$ is trivial on $\left\langle x_{3}, x_{5}\right\rangle$ and on $Q /\left\langle x_{3}, x_{5}\right\rangle$. Then $B$ is in one-to-one correspondence with the set of all homomorphisms $\eta$ of $\left\langle x_{2}, x_{6}\right\rangle$ into $\left\langle x_{3}, x_{4}\right\rangle$; here, $\eta$ corresponds to $\alpha$ if

$$
x^{\eta}=x^{\alpha} x^{-1}, \quad \text { for all } x \in Q .
$$

Thus, $|B|=p^{4}$ and $B$ acts faithfully on $Q / Q^{\prime}$.
Take $c \in \mathbf{Z}_{p}$ such that $2 c=1$. There exist unique automorphisms $\alpha_{1}, \alpha_{7}$ of $Q$ such that

$$
\begin{array}{ll}
x_{2}{ }^{\alpha_{1}}=x_{2}, & x_{2}{ }^{\alpha{ }^{\alpha}}=x_{2} x_{4}{ }^{c} x_{6}{ }^{-1}, \\
x_{6}{ }^{\alpha_{1}}=x_{2} x_{4}{ }^{c-1} x_{6}, & x_{6}{ }^{\alpha{ }^{\alpha}}=x_{6}, \\
x_{3}{ }^{\alpha_{1}}=x_{3}, x_{5}{ }^{\alpha_{1}}=x_{3}{ }^{-1} x_{5} & x_{3}{ }^{\alpha{ }^{\alpha}}=x_{3} x_{5}, x_{5}{ }^{\alpha 7}=x_{5} .
\end{array}
$$

Let $S=\left\langle\alpha_{1}, \alpha_{7}\right\rangle$. Since $\alpha_{1}$ and $\alpha_{7}$ fix $\left\langle x_{3}, x_{5}\right\rangle, S$ normalizes $B$.
Now, for every $x \in Q$, let $x^{\frac{1}{2}}$ be the unique element of $Q$ such that $\left(x^{\frac{1}{2}}\right)^{2}=x$. (Then $x^{\frac{1}{2}}=x^{c}$.) For every $x, y \in Q$, let $x \circ y=x^{\frac{1}{2}} y x^{\frac{1}{2}}$.

Lemma 9.1. Under the operation $\circ, Q$ forms an elementary Abelian group.
Proof. We first prove that $Q$ is an Abelian group; this result is well known [1, § VII.5, Example 2, p. 128]. Let $x, y \in Q$. By Lemma 2.5,

$$
\left[x^{\frac{1}{2}}, y\right]^{2}=[x, y]=\left[x, y^{\frac{1}{2}}\right]^{2} .
$$

Thus, $[x, y]^{\frac{1}{2}}=\left[x^{\frac{1}{2}}, y\right]=\left[x, y^{\frac{1}{2}}\right]$. Now,

$$
\begin{aligned}
x \circ y & =x^{\frac{1}{2}} y x^{\frac{1}{2}}=x y\left[y, x^{\frac{1}{2}}\right]=x y[y, x]^{\frac{1}{2}} \\
& =y x[x, y][y, x]^{\frac{1}{2}}=y x[x, y]^{\frac{1}{2}}=y \circ x .
\end{aligned}
$$

For $z \in Q$,

$$
x \circ(y \circ z)=x(y \circ z)[y \circ z, x]^{\frac{1}{2}}=x(y \circ z)[y z, x]^{\frac{1}{2}}=x y z[z, y]^{\frac{1}{2}}[y, x]^{\frac{1}{2}}[z, x]^{\frac{1}{2}},
$$

and

$$
(x \circ y) \circ z=(x \circ y) z[z, x \circ y]^{\frac{1}{2}}=x y[y, x]^{\frac{1}{2} z[z, x]^{\frac{1}{2}}[z, y]^{\frac{1}{2}} . ~ . ~}
$$

Thus, $Q$ is an Abelian group. Since $x^{i} \circ x=x^{i+1}$ for all $i \geqq 1$, every element of $Q$ has order $p$ under o.

Lemma 9.2. The group $S$ is isomorphic to $\mathrm{SL}(2, p)$, and $S \cap B=1$. Furthermore, $S B$ acts faithfully on $Q / Q^{\prime}$.

Proof. We may consider $S$ to be a group of automorphisms of $Q$ under o. Now,

$$
x_{2} \circ x_{6}=x_{2} x_{6}\left[x_{6}, x_{2}\right]^{\frac{1}{2}}=x_{2} x_{4}{ }^{c-1} x_{6}=x_{6}{ }^{\alpha_{1}}
$$

and

$$
x_{2} \circ x_{6}{ }^{-1}=x_{2} x_{6}{ }^{-1}=\left[x_{6}{ }^{-1}, x_{2}\right]^{\frac{1}{2}}=x_{2} x_{4}{ }^{c} x_{6}{ }^{-1}=x_{2}{ }^{\alpha} 7 .
$$

Consider $Q$ (under 0 ) to be a vector space over $\mathbf{Z}_{p}$ with basis $\left\{x_{2}, x_{6}, x_{3}, x_{5}, x_{4}\right\}$. Then $\alpha_{1}$ and $\alpha_{7}$ are represented by the matrices

$$
\left[\begin{array}{rrrrr}
1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & -1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right] \text { and }\left[\begin{array}{rrrrr}
1 & -1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right],
$$

respectively. Let $D$ be the matrix

$$
\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

Then $S$ is a subgroup of the group of all matrices of the form

$$
\left[\begin{array}{ccc}
M & 0 & 0 \\
0 & D^{-1} M D & 0 \\
0 & 0 & 1
\end{array}\right],
$$

for $M \in \mathrm{SL}(2, p)$. Clearly, the latter group is isomorphic to $\operatorname{SL}(2, p)$. Moreover, it is generated by the matrices for $\alpha_{1}$ and $\alpha_{7}$ (see the proof of Proposition
4.7). Hence, $S \cong \mathrm{SL}(2, p)$. In addition, $S \cap B=1$ because no non-identity element of $S$ is trivial on $x_{3}$ and $x_{5}$. Since $B$ acts faithfully on $Q / Q^{\prime}, S B$ acts faithfully on $Q / Q^{\prime}$. This completes the proof of Lemma 9.2.

We will have no further need for the operation o on $Q$. Define $x_{1}, x_{7} \in$ Aut $Q$ by

$$
\begin{array}{ll}
x_{2}{ }^{x_{1}}=x_{2}, & x_{2}{ }^{x_{7}}=x_{2} x_{3}{ }^{-1} x_{4}{ }^{c} x_{5}{ }^{-c} x_{6}{ }^{-1}, \\
x_{3}{ }^{x_{1}}=x_{3}, & x_{3}{ }^{x_{7}}=x_{3} x_{5}, \\
x_{5}^{x_{1}}=x_{3}{ }^{-1} x_{5}, & x_{5}^{x_{7}}=x_{5}, \\
x_{6}{ }^{x_{1}}=x_{2} x_{3}{ }^{-c} x_{4}{ }^{c-1} x_{5} x_{6}, & x_{6}{ }^{x_{7}}=x_{6} .
\end{array}
$$

Then $x_{1} \alpha_{1}^{-1}, x_{7} \alpha_{7}^{-1} \in B$, so $x_{1}, x_{7} \in S B$. Note that $x_{1}{ }^{p}=x_{7}{ }^{p}=1$, since $p>2$. Let $K$ be the semi-direct product of $Q$ by $S B$. Let $P=\left\langle Q, x_{1}\right\rangle$ and $H=\left\langle P, x_{7}\right\rangle$. Then calculations yield:

Lemma 9.3. There is a unique isomorphism $\phi$ of $P$ onto $\left\langle Q, x_{7}\right\rangle$ such that $\phi\left(x_{i}\right)=x_{i+1}$, for $i=1,2, \ldots, 6$.

Note that $P$ has nilpotence class three. The proof of Lemma 5.9 can be adapted to show that $P$ is isomorphic to $E^{*}(p)$. However, this will follow from Lemmas 5.9 and 9.5.

Lemma 9.4. We have $x_{1} x_{7} x_{1}=x_{7} x_{1} x_{7}$. If $p=3$, then $\left(x_{1} x_{7}^{-1}\right)^{2}$ is an element of order two in the centre of $\left\langle x_{1}, x_{7}\right\rangle$.

Proof. Consider $Q / Q^{\prime}$ to be a vector space over $Z_{p}$ with basis $x_{2} Q^{\prime}, x_{6} Q^{\prime}$, $x_{3} Q^{\prime}, x_{5} Q^{\prime}$. Then $x_{1}$ and $x_{7}$ induce automorphisms of $Q / Q^{\prime}$ represented by the matrices

$$
\left[\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
1 & 1 & -c & 1 \\
0 & 0 & 1 & 0 \\
0 & 0 & -1 & 1
\end{array}\right] \text { and }\left[\begin{array}{rrrr}
1 & -1 & -1 & -c \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{array}\right],
$$

respectively. Hence, $x_{1} x_{7} x_{1}$ and $x_{7} x_{1} x_{7}$ are both represented by the matrix

$$
\left[\begin{array}{rrcc}
0 & -1 & 0 & -1-c \\
1 & 0 & -1-c & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0
\end{array}\right]
$$

Thus, $\left(x_{1} x_{7} x_{1}\right)\left(x_{7} x_{1} x_{7}\right)^{-1}$ is an element of $S B$ that acts trivially on $Q / Q^{\prime}$. By Lemma 9.2, $x_{1} x_{7} x_{1}=x_{7} x_{1} x_{7}$.

Suppose that $p=3$. Then $\left(x_{1} x_{7}{ }^{-1}\right)^{2}$ is represented by the diagonal matrix with every entry being -1 . Apply Lemma 9.2 to the elements $\left(x_{1} x_{7}{ }^{-1}\right)^{4}$ and $\left[\left(x_{1} x_{7}^{-1}\right)^{2}, y\right]$ for every $y \in S B$.

Lemma 9.5. For all $p, x_{1}$ is conjugate to $x_{7}$.

Proof. By Lemma 9.4,

$$
x_{1}=x_{7}^{-1} x_{1}^{-1}\left(x_{1} x_{7} x_{1}\right)=x_{7}^{-1} x_{1}^{-1} x_{7} x_{1} x_{7}=x_{7}^{x_{1} x_{7}}
$$

Lemma 9.6. Suppose that $p=3$. Then $\left\langle x_{1}, x_{7}\right\rangle \cong \operatorname{SL}(2,3)$, and $P$ is a Sylow p-subgroup of $H$.

Proof. Let $L=\left\langle x_{1}, x_{7}\right\rangle$. Since $L B / B=\left\langle\alpha_{1}, \alpha_{7}, B\right\rangle / B=S B / B \cong S$, it follows that $L$ has a homomorphic image isomorphic to $\operatorname{SL}(2,3)$. Let $z=\left(x_{1}{ }^{-1} x_{7}\right)^{2}, x=x_{1} z$, and $y=x_{7}{ }^{-1} z$. Then, by Lemma 9.4,

$$
x_{1}=x^{4}, x_{7}=y^{2}, \quad x y=x_{1} x_{7}^{-1} z^{2}=x_{1} x_{7}^{-1} .
$$

So $\langle x, y\rangle=L$ and $x^{3}=y^{3}=(x y)^{2}=z \neq 1$. By [2, pp. 68-69], $L$ is a homomorphic image of $\operatorname{SL}(2,3)$. Thus, $L \cong \mathrm{SL}(2,3)$. Since $H=L Q$ and $|P / Q|=p, P$ is a Sylow $p$-subgroup of $H$.
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