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#### Abstract

This paper gives an equivalent form of Picard's theorem via entire solutions of the functional equation $f^{2}+g^{2}=1$ and then its improvements and applications to certain nonlinear (ordinary and partial) differential equations.


## 1 Equivalent Form of Picard's Theorem

Picard's theorem states that an entire function, i.e., a complex-valued function differentiable in the complex plane $\mathbf{C}$, omitting 0 and 1 must be constant. It also easily implies, by a linear transform, the meromorphic version of the theorem that a meromorphic function in C omitting three distinct values must be constant. Picard's theorem is among the most striking results in complex analysis and plays a decisive role in the development of the theory of entire and meromorphic functions and other applications. Different proofs of Picard's theorem are known (see [1, 2, 4, -6, 8, 11, 13], etc.). In this article, we connect Picard's theorem to entire solutions of the simplelooking functional equation $f^{2}+g^{2}=1$ and give an equivalent form of Picard's theorem through the common zeros $f^{\prime}, g^{\prime}$ in an elementary way, which is partially motivated by [9], where we characterized meromorphic solutions $f\left(z_{1}, z_{2}\right)$ and $g\left(z_{1}, z_{2}\right)$ of the equation $f^{2}+g^{2}=1$ in $\mathrm{C}^{2}$ with an application to certain nonlinear partial differential equations. The theorem will lead to a further result on the equation in Section 2 which improves Picard's theorem and thus also contains another proof of Picard's theorem (with the implications: Theorem $2.1 \Rightarrow$ Theorem $1.1 \Rightarrow$ Picard's Theorem, and also Theorem $2.1 \Rightarrow$ Corollary $2.3 \Rightarrow$ Picard's Theorem; see below). Applications to nonlinear differential equations will be given in Section 3

Theorem 1.1 Entire solutions $f$ and $g$ of the functional equation $f^{2}+g^{2}=1$ in $C$ are constant if and only if $Z\left(f^{\prime}\right)=Z\left(g^{\prime}\right)$ (counting multiplicities).

Here and in the sequel, $Z(h)$ for a function $h$ denotes the set of zeros of $h$ (counting or not counting multiplicities, specified in the question). Thus, the condition in Theorem 1.1 means that $f^{\prime}$ and $g^{\prime}$ have the same zeros with counting multiplicities.

Theorem 1.1 is equivalent to Picard's Theorem in the sense that one implies the other.

[^0]Theorem 1.1 implies Picard's Theorem Assume that an entire function $F$ omits 0 and 1. Then $F=e^{p}$ and $1-F=e^{q}$ for two entire functions $p, q$. Thus, we can write $F=f^{2}$ and $1-F=g^{2}$, where $f=e^{\frac{1}{2} p}$ and $g=e^{\frac{1}{2} q}$. Clearly, $f^{2}+g^{2}=1$, and then $f f^{\prime}=-g g^{\prime}$, which clearly implies that $f^{\prime}$ and $g^{\prime}$ have the same zeros (counting multiplicities), since $f$ and $g$ omit 0 . By Theorem 1.1 $f$ and $g$ are constant, and thus $F$ is constant.

Picard's Theorem implies Theorem 1.1 For sufficiency of Theorem 1.1 write the given equation to $(f+i g)(f-i g)=1$. Denote $f+i g=h$. Clearly, $h \not \equiv 0$. We then have that $f-i g=h^{-1}$. Thus,

$$
f=\frac{h+h^{-1}}{2}, \quad g=\frac{h-h^{-1}}{2 i}
$$

which implies that

$$
f^{\prime}=\frac{h^{\prime}}{2} \frac{h^{2}-1}{h^{2}}, \quad g^{\prime}=\frac{h^{\prime}}{2 i} \frac{h^{2}+1}{h^{2}}
$$

We claim that $h$ omits $\pm 1$ (and also $\pm i$ ). This can be shown by the following argument, which works also for meromorphic $f$ and $g$ (see Remark 1.2. In fact, if $h^{2}\left(z_{0}\right)=1$ for some $z_{0}$, then $f^{\prime}\left(z_{0}\right)=0$, and thus $g^{\prime}\left(z_{0}\right)=0$ by the given condition. But then the order of $z_{0}$ as a zero of $f^{\prime}$ (equal to the sum of the order as a zero of $h^{2}-1$ and the order as a zero of $h^{\prime}$ ) is higher than that of $z_{0}$ as a zero of $g^{\prime}$ (equal to the order of $z_{0}$ as a zero of $h^{\prime}$ ), a contradiction to the assumption that $f^{\prime}$ and $g^{\prime}$ have the same zeros with counting multiplicities. This shows that $h^{2}$ omits 1 ; that is, $h$ omits $-1,1$. (In the same way, by considering the zeros of $h^{2}+1$, we see that $h$ omits $-i$ and $i$.) This proves the claim. By Picard's theorem, $h$ must be constant, which implies that $f$ and $g$ are constant, i.e., the sufficiency of Theorem 1.1 The necessity of Theorem 1.1 is obvious.

Remark 1.2 As Picard's theorem extends to meromorphic functions, it is natural to ask if Theorem 1.1 holds also for meromorphic functions. The above proof of Theorem 1.1 can go through without any changes if $f, g$ are meromorphic functions, since the function $h$ in the proof actually omits four values and thus must be constant, if $h$ is meromorphic (see the above proof). Thus, Theorem 1.1 does hold for meromorphic functions. We include entire solutions in the statement of Theorem 1.1 for the equivalent form parallel to Picard's theorem.

It is also natural to ask if the condition "counting multiplicities" may be improved as "ignoring multiplicities", which will be answered in Theorem 2.1 of the next section.

## 2 Improvements

It turns out that when the multiplicities are ignored, Theorem 1.1 still holds. However, the proof there does not go through any more. We will use a different argument, which is independent of Picard's theorem and actually yields a better result than Theorem 1.1 in two aspects: ignoring multiplicities and relaxing the set equality to set inclusion (see Theorem 2.1. The set inclusion condition turns out to be useful and makes it
possible to apply to other questions, as seen in Corollary 2.3 and in applications to (ordinary and partial) differential equations in Section 3

Theorem 2.1 Entire solutions $f$ and $g$ of the functional equation $f^{2}+g^{2}=1$ in $C$ are constant if and only if $Z\left(f^{\prime}\right) \subseteq Z\left(g^{\prime}\right)$ (ignoring multiplicities).

We give a proof of Theorem 2.1 invoking only the following properties of

$$
m(r, f):=\int_{0}^{2 \pi} \log ^{+}\left|f\left(r e^{i \theta}\right)\right| d \theta
$$

where $\log ^{+} x=\max \{0, \log x\}$, for a nonzero entire function $f$ (see e.g., $[6]$ pp. 4, 55]):
(i) $m\left(r, \frac{1}{f}\right) \leq m(r, f)+O(1)$;
(ii) $m\left(r, \frac{f^{\prime}}{f}\right)=: S(r, f)=o(m(r, f))$ outside a union of intervals of finite total length.
We note that Properties (i) and (ii) have more general forms, which are not needed in this paper.
Proof of Theorem 2.1 The necessity is obvious. For the sufficiency, write the given equation to $(f+i g)(f-i g)=1$. Denote $f+i g=h$. Then $h$ is an entire function omitting 0 . We then have that $f-i g=h^{-1}$. Thus, we have that

$$
f=\frac{h+h^{-1}}{2}, \quad g=\frac{h-h^{-1}}{2 i}
$$

which implies that

$$
f^{\prime}=\frac{h^{\prime}}{2} \frac{h^{2}-1}{h^{2}}, \quad g^{\prime}=\frac{h^{\prime}}{2 i} \frac{h^{2}+1}{h^{2}}
$$

Introduce the auxiliary function

$$
\begin{equation*}
H(z)=\frac{\left(h^{\prime}\right)^{2}}{(h-1)(h+1)} \tag{2.1}
\end{equation*}
$$

If $h^{2}\left(z_{0}\right)=1$ for some $z_{0}$, then $f^{\prime}\left(z_{0}\right)=0$, and thus $g^{\prime}\left(z_{0}\right)=0$ by the given condition, which implies that $h^{\prime}\left(z_{0}\right)=0$. Thus, $z_{0}$ is not a pole of $H$ by considering the order of a zero of $(h-1)(h+1)=h^{2}-1$. Hence, $H$ is entire. If $H \equiv 0$, then $h$ is constant and thus $f, g$ are already constant. Assume that $H \not \equiv 0$. Applying property (ii), we have that $m(r, H)=S(r, h)$, and thus

$$
m\left(r, \frac{1}{H}\right) \leq m(r, H)+O(1)=S(r, h)
$$

by property (i). From (2.1) it follows that $h^{2}-1=\frac{1}{H}\left(h^{\prime}\right)^{2}$ or

$$
1-\frac{1}{h^{2}}=\frac{1}{H} \frac{\left(h^{\prime}\right)^{2}}{h^{2}}
$$

Thus, we deduce, by property (ii) again, that

$$
\begin{aligned}
m(r, h) & =\frac{1}{2} m\left(r, h^{2}\right) \leq \frac{1}{2} m\left(r, \frac{1}{h^{2}}\right)+O(1) \\
& \leq \frac{1}{2} m\left(r, \frac{1}{H}\right)+\frac{1}{2} m\left(r, \frac{\left(h^{\prime}\right)^{2}}{h^{2}}\right)+O(1)=S(r, h)
\end{aligned}
$$

which implies that $h$ is constant, and thus $f, g$ are constant.
Remark 2.2 It is natural to ask if Theorem 2.1 could be pushed over to meromorphic solutions. The answer is negative. That is, there are nonconstant meromorphic functions $f, g$ that satisfy the equation $f^{2}+g^{2}=1$, and the zeros of $f^{\prime}$ are also zeros of $g^{\prime}$. Here is a counter-example: Take any nonconstant entire function $p$ and set $q=\left(e^{p}+1\right) /\left(e^{p}-1\right)$. Then we have that

$$
q-1=\frac{2}{e^{p}-1}, \quad q+1=\frac{2 e^{p}}{e^{p}-1} .
$$

Thus, $q$ does not assume 1 and -1 . Now set

$$
f=\frac{q+q^{-1}}{2}, \quad g=\frac{q-q^{-1}}{2 i} .
$$

Then $f$ and $g$ are (non-entire) meromorphic functions. It is easy to verify that $f^{2}+g^{2}=1$ and that

$$
f^{\prime}=\frac{q^{\prime}}{2} \frac{q^{2}-1}{q^{2}}, \quad g^{\prime}=\frac{q^{\prime}}{2 i} \frac{q^{2}+1}{q^{2}} .
$$

Clearly, the zeros of $f^{\prime}$ are also zeros of $g^{\prime}$ (even counting multiplicities), since $q^{2}$ omits 1 . But, $f$ and $g$ are not constant.

We include an improvement of Picard's theorem in a more familiar form as a consequence of Theorem 2.1

Corollary 2.3 If $f$ is an entire function that omits 0 , and any zero of $f-1$ is multiple, then $f$ is constant.

We note that Corollary 2.3 can be obtained from the Second Main Theorem of Nevanlinna (see e.g., |6|), which is the core theorem of Nevanlinna theory and will not be used in this paper. We present a proof that follows from Theorem 2.1 in an elementary way.

Proof Make the linear transform $f=2 g-1$. Then $g \neq \frac{1}{2}$ and the zeros of $g-1$, if there are any, are all multiple. From the identity $(g-1)^{2}=g^{2}-2 g+1$, we obtain an entire function $h$ such that $(g-1)^{2}-g^{2}=1-2 g=e^{2 h}$, since $1-2 g$ omits 0 . Thus,

$$
\left(\frac{g-1}{e^{h}}\right)^{2}+\left(i \frac{g}{e^{h}}\right)^{2}=1
$$

that is, $F^{2}+G^{2}=1$, where $F=\frac{i g}{e^{h}}$ and $G=\frac{g-1}{e^{h}}$. Note that

$$
\begin{equation*}
g^{\prime}=-e^{2 h} h^{\prime}=(2 g-1) h^{\prime} \tag{2.2}
\end{equation*}
$$

We deduce that

$$
\begin{align*}
& F^{\prime}=i \frac{g^{\prime}-g h^{\prime}}{e^{h}}=\frac{(g-1) h^{\prime}}{e^{h}}  \tag{2.3}\\
& G^{\prime}=\frac{g^{\prime}-(g-1) h^{\prime}}{e^{h}}=\frac{g h^{\prime}}{e^{h}} . \tag{2.4}
\end{align*}
$$

If $g(w)=1$ at a $w$, then $f(w)=1$, and thus $g^{\prime}(w)=0$ by the given condition. Then $h^{\prime}(w)=0$ by 2.2. Thus, any zero of $F^{\prime}$ must be a zero of $h^{\prime}$ and thus a zero of $G^{\prime}$. That is, the condition of Theorem 2.1] is satisfied for $F$ and $G$. Hence, $F$ and $G$ are constant, and then, by 2.3) and (2.4, $h$ or $g$ is constant, which implies that $f$ is constant.

## 3 Applications

Characterizing complex analytic solutions of differential equations is a topic of a long history (see e.g., the monograph [7]). Given a nonlinear differential equation, there is, in general, no systematic way to find its solutions. A slight variation of an equation may require a different method. In fact, the consideration of the above new form of Picard's theorem and its improvement was led by the desire to solve certain nonlinear differential equations in complex variables. We include here two applications, one for ordinary differential equations and the other for partial differential equations, where the results of Section 2 can be applied to characterize their entire solutions. Here we do not intend to give the most general results, but rather to illustrate such applications to certain nonlinear differential equations, which can otherwise be hard to handle using available methods from differential equations.

Corollary 3.1 Entire solutions of $f^{2}+h^{2}\left(f^{\prime}\right)^{2 m}=1$ are exactly $f= \pm 1$, where $h$ is an arbitrary entire function and $m \geq 2$ is an integer.

It is an immediate consequence of Theorem 2.1. since $f^{2}+g^{2}=1$ and $Z\left(f^{\prime}\right) \subset$ $Z\left(g^{\prime}\right)$, where $g(z)=h(z)\left(f^{\prime}(z)\right)^{m}$, which implies that $f$ must be constant and then $f= \pm 1$ from the given equation.

Remark 3.2 Corollary 3.1 fails to hold when $m=1$. Here is a counterexample. Consider $f=\sin e^{z}$ and $h=e^{-z}$. Then $f^{2}+h^{2}\left(f^{\prime}\right)^{2}=1$. But $f$ is a transcendental entire solution of the equation. We refer the reader to [7] for related Briot-Bouquet type equations.

Next consider the following partial differential equations:

$$
\begin{equation*}
u^{m}\left(u_{x}^{2}+u_{y}^{2}+e^{h}\right)=e^{h} \tag{3.1}
\end{equation*}
$$

$(x, y) \in \mathbf{C}^{2}$, where $h$ is an arbitrary entire function $\mathrm{C}^{2}$ and $m>0$ is any integer. We refer the reader to [9, 10, 12] and references therein for related types of PDEs. When $h(z) \equiv 0$ and $m=2$, equation (3.1) becomes the well-known PDE of tubular surfaces (see e.g., [3, p. 95]); the two parameter family of the surfaces $(x-a)^{2}+(y-b)^{2}+u^{2}=1$ is a complete integral. The two parameter family has an envelope consisting of the planes $u=1$ and $u=-1$, which are solutions of the equation. A different family of PDEs including the PDE of tubular surfaces was considered in [11] using relatively more advanced tools from several complex variables, which, however, does not apply to 3.1. We will characterize entire functions of 3.1) with a proof in an elementary manner invoking only the improved Picard's Theorem in Section 2

Theorem 3.3 Entire solutions of (3.1) in $C^{2}$ are exactly the $m$ unitary complex roots of $u^{m}=1$.

Remark 3.4 It is natural to ask if the function $h$ on both sides of (3.1) can be relaxed to different entire functions, i.e., if the equation (3.1) can be generalized to

$$
u^{m}\left(u_{x}^{2}+u_{y}^{2}+e^{h(x, y)}\right)=e^{g(x, y)}
$$

with two arbitrary entire functions $g, h$. The answer is negative. To see this, consider the equation

$$
u^{2}\left(\left(u_{x}^{2}+u_{y}^{2}\right)+e^{2(x+y)}\right)=e^{4(x+y)+\log 3}
$$

with $h=2(x+y)$ and $g=4(x+y)+\log 3$. Then the equation admits a transcendental entire solution $u=e^{x+y}$.

Proof of Theorem 3.3 It is clear that each of the $m$ unitary complex roots of $z^{m}=1$ is a solution of (3.1). Thus, it suffices to show that each entire solution $u$ of (3.1) in $\mathrm{C}^{2}$ satisfies that $u^{m}=1$.

Let $u$ be an entire solution of (3.1) in $\mathrm{C}^{2}$. Make the transformation $x=z+w, y=$ $\frac{z-w}{i}$. Denote $v=v(z, w)=u(x, y)$. It is clear from 3.1 that $u(x, y) \neq 0$ for any $(x, y) \in \mathbf{C}^{2}$ and so that $v(z, w) \neq 0$ for any $(z, w) \in \mathbf{C}^{2}$. For notational convenience, we continue to use $g$ and $h$ to denote the functions after the transformation. Then $v_{z}=u_{x}+\frac{1}{i} u_{y}, v_{w}=u_{x}-\frac{1}{i} u_{y}$, and equation (3.1) reduces to $v^{m}\left(v_{z} v_{w}+e^{h}\right)=e^{h}$, or

$$
\begin{equation*}
v_{z} v_{w}=e^{h} v^{-m}\left(1-v^{m}\right) \tag{3.2}
\end{equation*}
$$

We show that 3.2 implies that $v^{m} \equiv 1$ in $\mathrm{C}^{2}$. To this end, we discuss two cases: $m>1$ and $m=1$.

Case (i): $m>1$. First, we assume that at any zero $(a, b)$ of $v(z, w)-1, v_{w}(a, b)=0$. Then for any $c \in \mathbf{C}$, the one-variable function $f_{c}(w):=v(c, w)$ does not assume 0 and $f_{c}(w)-1$ has only multiple zeros. By Corollary 2.3 $f_{c}$ must be constant. We then obtain that $v_{w}(c, w)=f_{c}^{\prime}(w) \equiv 0$ for any $c$ and any $w$. That is, $v_{w} \equiv 0$ in $\mathrm{C}^{2}$, which implies from (3.2) that $v^{m} \equiv 1$ and thus $u^{m} \equiv 1$ in $\mathbf{C}^{2}$. The theorem thus holds in this case.

Next, we only need to consider the case where there exists a zero $(a, b)$ of $v(z, w)-1$ such that $v_{w}(a, b) \neq 0$. Let $\eta$ be a unitary root of $z^{m}=1$. If $v(z, w)-\eta \equiv 0$ in $\mathbf{C}^{2}$, we are done. Assume that $v(z, w)-\eta \not \equiv 0$ in $\mathrm{C}^{2}$ for each unitary root $\eta$ of $z^{m}=1$. Consider the one variable function $f_{b}(z):=v(z, b)-1$. We then must have that

$$
\begin{equation*}
f_{b}(z)=v(z, b)-1=0 \tag{3.3}
\end{equation*}
$$

for all $z \in \mathrm{C}$; otherwise, the right-hand side of (3.2), restricted to the complex line $w=b$, is a nonzero entire function of the variable $z$, which vanishes at $a$ by the choice of $(a, b)$. But then the order of the zero $a$ on the right-hand side of (3.2) is higher than that of $a$ on the left-hand side of 3.2 noting that $v_{w}(a, b) \neq 0$, which is absurd.

Let $\eta_{0} \neq 1$ be a unitary root of $z^{m}=1$. (Such an $\eta_{0}$ exists since $m \geq 2$.) We claim that for each zero $(\alpha, \beta)$ of $v(z, w)-\eta_{0}$, we must have that $v_{z}(\alpha, \beta)=0$. Suppose that there is a zero $(\alpha, \beta)$ of $v(z, w)-\eta_{0}$ with $v_{z}(\alpha, \beta) \neq 0$. Then, in the same argument for 3.3) above, we can deduce that $v(\alpha, w)-\eta_{0}=0$ for all $w \in \mathbf{C}$. In particular, $v(\alpha, b)-\eta_{0}=0$, which contradicts (3.3). Using this proved claim, we see that for any $\beta \in \mathbf{C}$, the onevariable function $v_{\beta}(z):=v(z, \beta)-\eta_{0}$ has only multiple zeros. But, $v_{\beta}(z)$ does not assume $-\eta_{0}$, since $v$ does not assume 0 . Thus, we can apply Corollary 2.3 to $v_{\beta}(z)+\eta_{0}$
to obtain that $v_{\beta}(z)$ is constant in C and thus $v_{z}(z, \beta)=v_{\beta}^{\prime}(z) \equiv 0$ for any $\beta$ and any $z$ in C . That is, $v_{z} \equiv 0$ in $\mathrm{C}^{2}$, which implies from (3.2) that $v^{m} \equiv 1$ in $\mathrm{C}^{2}$.
Case (ii): $m=1$. In this case, the number $\eta_{0}$ in the above proof does not exist any more. Nevertheless, we can make the transformation $v=\frac{1}{s^{2}}$ to transform the equation (3.2) to the equation

$$
s_{z} s_{w}=-\frac{1}{4} s^{6} e^{h}\left(1-s^{2}\right)
$$

We observe that this equation is of the same form as equation 3.2 with $m=2$, and the "coefficient" $-\frac{1}{4} s^{6} e^{h}$ of $1-s^{2}$ does not affect the proof in Case (i). Thus, the above same argument yields that $s^{2} \equiv 1$, and thus $v \equiv 1$.

Therefore, in any case, we have that $v^{m} \equiv 1$ and thus $u^{m} \equiv 1$. This completes the proof of the theorem.
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