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CONTROLLED MARKOV PROCESSES AND

RELATED SEMIGROUPS OF OPERATORS

VOLF FRISHLING

A discrete time controlled Markov process is a family of measures,

satisfying conditions similar to those of Markov processes. Each measure

defines a strategy and each strategy defines a measure. If T. is a set

of operators generated by the distribution of a state of the process at the

moment t , then T. possesses a property analogous tp the semi-group

property, namely: T, = T • T . Here (•) is an operation between

sets of operators. Such a family of sets is called a multiple semi-group.

I t is shown that under some natural restriction, a multiple semi-group

generates a controlled Markov process.

This one-to-one correspondence makes i t possible to study Markov

processes through their semi-groups, in the same way as Markov processes

have been studied. This novel approach leads to new proofs and

interpretations of known results. For example, Strauch's result on semi-

Markovian strategies is obtained directly from the semi-group property.

The central problem in the theory of controlled processes is that of

the existence of an optimal (E-optimal) strategy. Here i t is shown that

the optimal strategy is an extreme point of the set of all rewards. The

set of all rewards satisfies an equation similar to Bellman's equation for

the value function.
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4 4 2 V o l f F r i s h I i n g

The multiple semi-group technique allows to define continuous time

controlled Markov processes. Results similar to those for the discrete

time case are obtained for processes with bounded infinitesimal operators,

that is for purely discontinuous processes.

The generalisation of these results to the case of arbitrary

infinitesimal operators provides a method for the investigation of more

general controlled Markov processes including diffusion.

The results obtained include those of Fleming for controlled diffusion

processes. A theorem on the existence of a weak solution to a stochastic

differential equation is proved as a side result.
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