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ASYMPTOTIC MONOTONICITY 
OF THE RELATIVE EXTREMA 

OF JACOBI POLYNOMIALS 

R. WONG AND J.-M. ZHANG 

ABSTRACT. If /ikn(a,f3) denotes the relative extrema of the Jacobi polynomial 
P^\x), ordered so that fik+i,n(oc,(3) lies to the left of ^Lkn(a,(3), then R. A. Askey 
has conjectured twenty years ago that for a > fi > — \, |/x^rt+1(a,/3)| < |/4t,/,(tt,/3)| 
for k = 1, . . . , n — 1 and n = 1,2, In this paper, we give an asymptotic expan
sion for iAic,n(a> P) when k is fixed and n —• oo, which corrects an earlier result of 
R. Cooper (1950). Furthermore, we show that Askey's conjecture is true at least in the 
asymptotic sense. 

1. Introduction. Let — 1 < yn-\,n < — < y\,n < 1 denote the critical points of 
the Legendre polynomial Pn(x), i.e., P'n(yk,n) = 0> and put y^n = 1 and yn,n = —1. If 
l*>k,n = Pn(yk,n)> then it was observed by Todd [11] that 

( 1 . 1) \fJLktn\ < | M M - I | » k = 1 , . . . , " - 1. 

Cooper [3] was the first to study this problem by using asymptotics. He showed that 

(1 • 2) fjLkin ~ Jo(j\,k) + y^2yo(/'u) + • • •, as n —> oo, 

for each fixed k, where j \ j k is the k-th positive zero of J\(x). From (1.2), it is evident that 
liicn is asymptotically decreasing. The general case of (1.1) was proved by Szegô [10], 
and extended to the ultraspherical polynomial by Szâsz [8]. 

Now let P^,f3\x) denote the Jacobi polynomial, and y^f^ be the location of the relative 
extrema of P(

n
a-%)/P(^\l) ordered by - 1 = yft» < ? £ » < < y\af < y{

0
af = 

l.Set 

P(?'%ffi)) 
(1.3) nk,n(a,P)= 0) •" , k= l , . . . , n - l . 

Pn (1) 

In [9, p. 190], it is conjectured that for a > j3 > — ~, 

(1.4) | M * , » + I ( M ) | < K n ( a , £ ) | , *:= 1 n, 

The research of the first author was partially supported by the Natural Sciences and Engineering Council 
of Canada under Grant A7359. 

Received by the editors April 27, 1993. 
AMS subject classification: Primary 33C45, 41A60. 
Key words and phrases: Jacobi polynomials, zeros, relative extrema, uniform asymptotic approximation. 
© Canadian Mathematical Society 1994. 

1318 

https://doi.org/10.4153/CJM-1994-075-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1994-075-1


JACOBI POLYNOMIALS 1319 

and that the inequalities are reversed for the function 

p ( g - i ) ( j c ) = W + / , H W , 

that is 

(1.5) K I . + I ( 0 , - 1 ) | > | M * . » ( 0 , - 1 ) | , * = 1 , . . . , / ! . 

(These conjectures were made by Askey.) The inequalities in (1.5) have been recently 
verified for all n by using asymptotic methods [12]. 

The purpose of this paper is to show that (1.4) holds for sufficiently large n. This 
has been attempted by Cooper [3] more than forty years ago, but Cooper's asymptotic 
expansion of /zjt,n(ûr, /?) is incorrect, as pointed out by Askey [1, p. 32]. The problem to 
reconsider (1.4) from the asymptotic point of view is suggested also by Askey [1]. In 
Section 2, we will show that for each fixed k = 1,2,..., 

(1.6) MM(a,/3) = T(a + l ) ( - !_)" / a ( / « + .4 l + " f̂̂ b* + °^ 

as n —» oo, where N = n + ^(a + /3+1) andy^+i^ is the k-th positive zero of the Bessel 
function Ja+\(x)- Our approach differs completely from that of Cooper. We shall make 
use of the uniform asymptotic expansions of the Jacobi polynomial given in [5]. From 
(1.6), it is evident that ^n(a,ft) decreases for sufficiently large n as long as k is fixed. 
However, the integer k in (1.4) may depend on n. Consequently, expansion (1.6) is not 
sufficient to prove the conjecture in (1.4) even in the sense of asymptotics. To overcome 
this difficulty, we shall first prove that (1.4) holds for all k > K^\ where K^ is the 
smallest positive integer satisfying 

(1.7) ) £ $ < * > . where*. = - ^ L z i L . 

This is done in Section 3. (Note that — 1 < XQ < 1 when ct>—\ and ft > — \.) We then 
use a uniform asymptotic approximation of the Jacobi polynomial given by Baratella and 
Gatteschi [2], which is sharper than that in [5], to show that (1.4) is true in asymptotic 
sense when k < K^\ where K^ is the largest positive integer satisfying 

(1. 8) cos 770 < y{j*f\ where r/0 = cos -1 x0 + —7. 
4 a + p + 1 

(Using the Mean Value Theorem, it is easily seen that 0 < 770 < 7r.) This is done in 
Sections 4 and 5. The asymptotic monotonicity of/i^n(a,/î) is established in Section 6, 
where we prove that 

(1.9) K{
n

l) < K™ for all sufficiently large n. 
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1320 R. WONG AND J.-M. ZHANG 

2. Asymptotic expansions of fj,k,n(<x> /3). From the differentiation formula 

(2.1) j / " S ) { x ) = | ( " + « + £ + l)^-+,U/3+1)W, 

it is evident that the critical points yf^ of P^\x) are exactly the zeros -4^1 of 

JP^Y'^+ (*)• Thus the relative extrema fik,n(a^) given in (1.3) can also be expressed as 

p^(cos^;-f+1)) 
(2.2) M*,n(«»/3) = {a^ ' » fc= l , . . . , / i - 1 , 

where -4"tli = cos0j^+_i • As in [9, p. 121], we enumerate the zeros of Jacobi 
polynomials in decreasing order: 

-1 < *£f < < xff < i ; o < efif» < < eiaf < 7T. 

In [5], it is shown that for a > j3 > — \, we have 

^aa), ^ r(n + a + l ) / . 0\-<*f 0\-f*f 0 \V2 

• [ E / ^ ) ^ ^ + <ro(Ar»-«)], 
(2.3) 

where 

(2.4) Â  = n + - ( a + /3 + l) 

and the 0-term is uniform with respect to 6 € [0, ix — e], £ > 0; see also the comments 
in [6, p. 396]. The coefficients A^(0) are analytic functions in 0 < 0 < 7r — e, and are 
0{Qi) in that interval. In particular, Ao(6) = 1 and 

, ,m f 2 l \ / l - 0 c o t 0 \ a 2 - / ? 2 0 
(2.5) ^ ) = ( - 2 - ï ) ( - ^ - ) ^ 2 ' 

It is also shown in [5] that the zeros 0J^f} of P{",f3\cos0) satisfy 

where t = ja,k/N. The O-term is uniformly bounded for all values of k — 1,2,..., [In], 
where 7 E (0,1) is a constant. 

For simplicity, we introduce the function 

(2.7) ^ ) - ( s i n - ) ( c o s - ) ( _ ) , 

and suppress the dependence of the zeros Oj**_f+ on a and /?; i.e., we write 

(2.8) ^-,=C-f+1)' *=1,...,»-!. 
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Since 

(2.9) 

coupling (2.2) and (2.3) gives 
(2.10) 

VkA^P) = Jfi g(9k,n-l) 

pM){l) 
T(n + oc+l) 
n\T(a + l) ' 

/ « ( i V ^ - O + A K ^ - i ) 
/ a + 1 ( ^ + c _ i 0 ( ^ _ 2 ) 

for all /: satisfying 0^-1 < n — e, e > 0. Let 

ja+\,k 
(2.11) 

and 

(2.12) Mr) 

Then (2.6) gives 

(2.13) 

T*,n 
TV 

( a + l ) ^ - i 
2 1 ] / l — rco t r \ 1 

(1^rI)->»'>'-w*»'i-i-

Ôk,n-l = Tk,n +Mn,n)jj2 + 7 * , « ° ( p ) -

For each fixed k, T^„ —+ 0 as n —+ co. Thus from the Maclaurin expansions 

p.,4, •_ c o , , _ |4 + ... + fc!£pï^.+.., M<2„, 
8 6 03 (-l)n-l22n(22n-l)B2nf6\2n-1 

(2.15) t an - = - + — + ••• + 
2 2 24 

we have 

(2.16) Â,(rM)=- /-^{ ja+\,k [}_ 
6 

(2n)! 

Il 1. (a + l ) / - - j - - [ ( a + l ) 2 - 0 8 + l)z][ + . 

and 

(2.17) «*,„_! ja+\,k , ia+l,<: / 1 

N N3 16 I ( « + l f 
1 [ ( a + l ) 2 - ( / 3 + l ) 2 ] } + 0 ( A r 5 ) . 

From (2.7) it follows 

(2.18) 

,/, , fja+l,k\ a a ( 1 
N 2 I 6 

(a+1) 2 ( a + l ) 2 - ( / ? + l ) 2 

+ «±M±2.%+0CArl) 
4N2 

By Taylor's theorem, 
(2.19) 

Ja+e(NOk,n-\) = Ja+e(ja+ijc) 

+ J. 'a+l(ja+l,k)y (a+1) 2 

4J 
( a + l ) 2 - ( / 3 + l ) 2 w a + u 

8 I A?2 

+ 0(AT4) 
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1322 R. WONG AND J.-M. ZHANG 

for £ = 0 ,1 ,2 , . . . . Since 

(2.20) Ja+i,kJ'a(Jcc+\,k) = ocJa(ja+hk) and J'a+X(/a+u) = Ja(ja+\,k)> 

and since A\(6) = 0(6), inserting (2.18) and (2.19) in (2.10), we obtain the desired result 

(1.6). 
For our discussions in Sections 4 and 5, we need a uniform asymptotic expansion of 

the Jacobi polynomial given by Baratella and Gatteschi [2], which is quite different from 
the one stated in (2.3). As in [2], we let 

(2.21) 

(2.22) 

(2.23) 

and 

(2.24) 

For a, /? > 

A = l - 4 a 2 , B=\ •4/32 , 

i f ) f) 
a(6)=--cot-, 6(0) = tan- , 

f(6) = N6+-^[Aa(6)+Bb(d)l 

C0 = 2-ïAT 
_aT(n + a+\) 

n\ 
1 + 

1 .(A 

\6N2\ 
A B\ 
6 + 2J 

~ and 0 < 9 < TT — e, we have 

6\a+x2f 0\P+ 
(2.25) (sin | ) a + î (cos ^V^»(cos6) 

where 

(2.26) 

f(0) 

IfW 
'{CoJctfW]-!}, 

I=T(n + a+l).Q(N-«-

Baratella and Gatteschi actually considered only the case — \ < a, /3 < \- However, 
their argument can be extended to allow a, /? > — \, if we are willing to accept the order 
estimate (2.26), instead of the numerical bound which they obtained for the error term /. 
An important consequence of (2.25) is the following uniform asymptotic approximation 
of the zeros ^ } : 

(2. 27) Kn N 16N2 [Aa(t) + Bb(t)] + eu 

for all k satisfying ffff* < IT — e, where t = ja,k/N and 

(2.28) ex=yJUk'0(N-9l2\ 

Note that for fixed k, (2.27)-(2.28) is weaker than (2.6), but if k is allowed to grow with n 
then (2.27)-(2.28) is stronger than (2.6). A combination of (2.2), (2.25) and (2.27) gives 

nV2 
/iM(a,/3) = r ( a + l ) 

(2.29) 

/(0*,»-i) g(0k,n-l) 

• {jalftOm-x)] 
1 (A B\\-" 

1 + Ï6Â^U + 2 

https://doi.org/10.4153/CJM-1994-075-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1994-075-1


JACOBI POLYNOMIALS 1323 

where 

(2. 30) £2 = 0(AT7/2) 

for all k satisfying 0k,n-\ < n — e < n. As in [12, eq. (4.13)], it can be shown that 

(2.31) 

where 

(2. 32) 

and 

(2.33) 

f(0k,n-l) 
\f\Kn-l) 

1/2 
1 , g l f f l u - l ) , 
1 + " l 2 Â ^ - + 53 y0k,n-

g\(0)=A 
a(6) 

-a\d) + B 
b(6) 

-b'{B) 

S3 = 0(N~4) 

for all 0*tn-i < 7T - e- Substituting (2.31) in (2.29), we obtain 

Hk,n(a,p) = r(a+l)g(6k,n-l)N 

• [ja[f(0k,n-i)] • 

(2.34) 

, g i ( f l u - i ) , r 

1 M £ > • ! - « 
1 + TTT^ ^ + -1 6 ^ V6 ' 2 ) ] + £ 2 ) ; 

compare the (9-term in (2.10) with the O-terms in (2.30) and (2.33). 

3. Monotonicity of \nic,n(a>P)\ when k > K^\ Motivated by the arguments in [9, 
p. 168] and [1, p. 19], we let 

(3.1) 

and 

(3.2) 

RW»(x) = i f -

AW = [R(?ftXx)f + 
(1-X2)[£RW\X)]2 

n(n + a + [3+l) 

Using the Jacobi differential equation, we obtain 

(3.3) fnto = 
2 [ a - / ? + (a + /3 + l)x] 

n(n+a + f3+ 1) £«?•»<*> 
l 2 

see [9, p. 168, (7.32.4)]. Thus fn(x) is an increasing function in xo < x < 1, and a 
decreasing function in —1 < x < xo, where xo is the point given in (1.7). The following 
result shows that {fn(x)} is a monotonically decreasing in n for — 1 < x < 1. 
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1324 R. WONG AND J.-M. ZHANG 

LEMMA 1. For a> j3> —\, we have 

Ui(x)<f„(x), - 1 < * < 1 . 

PROOF. Let 

r(x) = [R^\x)f-[R^\x)]2. 

From (3.1) and (2.9), it follows that 

r(x) = 
n!f (a + l) n2 

[H« + a + 2)J 
•[(n + cc + \)^\x) - (n + l)P£f(x)] 

• [(n + a + \)Pf'p\x) + {n + l ) P £ f (*)]. 

The recurrence relations [4, p. 173] 

(3.4) (n + | + | + l ) ( l - x)P<f+m(x) = (« + « + 1 )/*"'%) - (n + l ) P £ f (x), 

(3.5) (« + | + £ + l ) ( l + x)Pf^\x) = (n + p + 1)PW\X) + {n + l)P£f >(x) 

then give 

r(x) 
n\T(a+\) 

T{n + a + 2) 

T 2 
In + a + /3 + 2 

(1 - x)P^+h0\x) 

• {[(n + 0 + \)P^(x) + (n+ l)/>£f >(x)] +(a- P)I*!*>(x)} 

"^^]2(2w+a
2

+ /3+2)2d - x v ^ w ^ ' w 
in 

£ £ ^ ] (i - ,x« - a ir * w • 2n+a
2

+/3+2^w-_ra!T(a + l) 

rx 
We also recall that 

(3.6) (2/1 + a + p + l)P^{x) = (n + a + p+ l)P^+l'0\x) - (n + P)F^^(x), 

(3.7) {In + a + 0 + \)^\x) = (n + a + /3+ l)P^l\x) + (n + a)P(^\x); 

see [4, p. 173]. From these equations, we obtain 

r(x) 
n ! T ( a + l ) 

T(n + a + 2) 

l-x1 

[(n + a + /3 + 2)/*a+1'/3+1)(jc) + (n + a + 1)1*™ ,(a+l,0+l) 
(*)] 

• [(n + a + /? + 2)PW+ 1 )(JC) - (n + 0 + l ) / * ^ "(JC)] 

n!T(a + l) 
r(n + a + 2) 

-.2 
Tn + a + P + 2^ _ ^ _ ^ « ^ ^ « i ^ 
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n\T(a+l) 

T(n + a + 2) 
l-x2 

[(n + a + /? + 2)P^+l^+l\x) + (n + a + l)P(^+l\x)] 

[(n + a + (3 + 2)lf+l>P+l\x) -(n + a+ l)F^}^l\x)] 

n\T(a + l) 

[r(« + a + 2)J 
l-xz 

[(n + a + /3 + 2)P^+l^+l\x) 

+ (n + a + D ^ / ^ W ] ' (a - &!*?}*%) 

n\T(a + l) 

[r(n + a + 2) 
which in view of (2.1) can be written as 

2n + a + (3 + 2(a __ ^ _ ^ ^ ( j c ) / ^ W ( j c ) > 

r(x): 
l - x 2 

(«+1)2 

where 

n W = 
r(n + a + 2) 

5*fto 

l - x 2 

l 2 1 - X 2 

(n + a + /3 + l)2 f — 
Lctc 

R^\x) 
l2 

+ n ( 4 

• ( a - / ^ W ) ( * ) 

[(/i + a + £ + 2)Pia+^+l\x) + (n + a+ l)F^^l\x)] 

n\T(a+l) 

T(n + a + 2)\ 
From (3.7), we also have 
(3.8) 

• 2n + a + P + 2 • (a - ^) • (1 - x)^\x)P^\xy 

r\ix) 
n\T(a+l) l-x2 

[T(n^a + 2) 

/z!T(a+l) 

• (a - /?). (2/i + a + /? + 2) • F^l&(x)I*^l\x) 

i 2 

I > + a + 2) 

wirXa+l)" '2 

• (1 - x ) . ( a - ^ + ^ ^ ^ 2 / r l ^ ) ^ ) W 

[r(« + a + 2)J 

1 - x 2 

• (a - 0) • (2/i + a + /? + 2)/**+1'/3)(x) 

• ( • 

,(a+l,/?+l) (x) + 
l - x 

^\x)\ 4 «-1 

Adding (3.4) and (3.5) gives 

(1 - x)P^\x) + (1 +x)P^+l\x) = 2P^Xx), 

which together with (3.6) yields 

^ e ^ + l w ^ ^ V ) 
l-x1 

,(a+l,/3+l) 

4 -tC 
l - x 2 

(x) + P<^+1)(x)] + 
( l - x ) 2 

^ ' • " ' W , 

4(2n + a + /3 + 2) 

. ( l - x ) 2 

[(« + a + /? + 2)P<a+1'/?+1)(x) + (/i + a + D P ^ Y ' ^ V ) ] 

P<a+1^(x). 
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From (3.7), it follows that 

1 -x 1 - * , 
4 ^ ^ W + ^ ^ W : 

Inserting this in (3.8), we obtain 

n(x) = 

Consequently, 

>i!r(a + l) 

r(n + a + 2)J 

1 - J C 2 + (1 - x ) 2 

l - i 

J*""1 '^*). 

(a - /3)(2n + a + /3 + 2 ) - ^ - [ P ^ + 1 ^ ( x ) ] 2 > 0. 

AW > [ / ^ } « ] 2 + • 
d-x 2 ) [^^W 

(n + a + /?+ l)2 

^ L ^ i W J +
( ^ + i ) ( w + a + /3 + 2 ) + r i W 

>/n+l(4 

THEOREM 1. For a// /: > A^1}, w have 

\HkAa>P)\ > IMM+I(a.HI

PROOF. For simplicity, we write ykyH = y^f . By Lemma 1, 

|M*,W(a,/?)| = y/fn(yic,n) > \ffn+\(yk,n)-

Since /: > / ^ implies y^+i < *o> we have from [1, pp. 17-18] 

yk,n < yk,n+\ < X0-

Since/n(x) is decreasing in —1 < x < x$, it follows that 

y/fn+liy^n) > }/fn+\(yk,n+l) = I (<x,P)\, 

thus proving the theorem. 

4. Expansions for g(Qkn-\) and Ja\f(0k,n-\)]• Let 

(4.1) A = l - 4 ( a + l ) 2 and B = 1 - 4(/? + l)2, 

and recall the notations in (2.8) and (2.11). By (2.27) and Taylor's theorem, 

(4.2) 
g'(jkn) ~ 

g(0k,n-\) = g(U,n) ~ , ' „ [Aa(Tkin) + Bb(Tk,n)] + £4, 16N2 
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where 

(4.3) e4 = g'injei + ~ {- j^[Àa{rKn) + Bb(rk,n)] + e, ]\ 

Ci being an arbitrary point between T*JM and ^ ,n- i • 
We first estimate the leading term in (4.3). Straightforward differentiation gives 

(4.4) , i a a+\ 
8'W = 8(S)\-g+-21 

0 + l 

a(0) + ?—±b(0)l 

where a(0) and b(0) are as given in (2.22). Hence 

g'(0)ex = g(0) -a + —^0a(O) + ^—^0b(0) 
J e 

From (2.14), it is evident that 0 < 0a(6) < 2 for 0 < 0 < IT. Since Ob(0) is also bounded 
on 0 < 0 < 7T - e, it follows from (2.28) that 

(4.5) « K ) Ê I = *(**,*) ' 0(N-V2) 

for all /: satisfying 0k,n-\ < ^o < TT, where r/o is given in (1.8). 
We next estimate the second term in (4.3). Clearly 

sin — = sin —— + (COSC2) ) 
2 2 s V2 2 / 

for some £ between ^1 a nd ^ > n . By (2.27), 

-1! 1 
sin y > (sin -*p J 11 - - (sin - |^ j | y ^ [ A a ( r M ) + 5*(rM)] + e\ 

*(-*){ '-£ 16JV2 [Âa(Ti,„)+5è(Tt,n)]+ei 
) • 

Since a(Tk,n) and b(jk,n) are bounded for all r^n < IT — e, we have 

s i n | > s i n ^ . [ l + 0 ( A r 2 ) ] 

for all /: satisfying 0k,n-\ < T70. In a similar manner, we obtain 

COS y > C O S ^ • [1 + 0(N-2)]. 

Therefore 

(4.6) S(6) 0(1) 
g(n,n) 

for all k satisfying 0k,n-\ < lo- Again by differentiation 

g"(0) = g{0)gi(0\ 

https://doi.org/10.4153/CJM-1994-075-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1994-075-1


1328 R. WONG AND J.-M. ZHANG 

where 

^ ) = -^ c o t rV c s c 2-^-V c o t 2 
(a+1)03 +1) / } + ! 0 0 8 + Î ) 2 , 2# 0 + 5 2# 

^ L- + ——A tan - + — tanz - + — - ^ sec - . 
2 20 2 4 2 4 2 

From the Maclaurin expansions (2.14) and (2.15), it is easily seen that 82g2(8) is bounded 
on [0,7T — e]. The second term in (4.3) can be written as 

^(Ci te2(CiX?(^) 2 
2f 1 

Ci / 1 16N2 
'^(rk,n) ; ^ f a , J + 

2 

Since A(0 ) /0 and b(8)/8 are bounded on [0, TT - e], it is equal to g(Ci) • 0(7V~4) for all 
k < K^\ Consequently, we have by (4.6) 

(4.7) \g\Ci){-j^[Mrk,n)^Bb(Tk^)] + ^ } 2 = g(rKn) • 0(N~"). 

Inserting (4.5) and (4.7) in (4.3) yields 

(4.8) 54 = g(rKn) • 0(N~1l2). 

for all k < K^\ We summarize the above results in the following lemma. 

LEMMA 2. The function g(8) defined in (2.7) has the asymptotic approximation 

g(8k,n-l) = g(jKn) ~ -^f[Âa{TKn) +Bb(Tk,n)] + £4, 

where A and B are given in (4.1) and £4 satisfies (4.8). 

We now turn to the consideration of Ja\f(8k,n-\)\- From (2.23) and (2.27), we have 

f(8k,n-i) = NO^-i + -^-\Aa(8Kn-X) + Bb(8Kn-X)} 
(4.9) t

i a v 

= JCH-U + Y^V[(A " ^MT*,n) + (B ~ B)b(TKn)} + £5, 

where 

65 = N£l + ï l v [ A f l , ( 0 + B*,(0] ' {~T^ [ A* ( r*'n ) + 5*(r*-»)] + £ l } • 
£ being an arbitrary point between 0k,n-\ andr^ . Since a(6) = 0(8) and b(6) — 0(8) for 
0 < 8 < IT - e, it follows that 

(4.10) e5 = yjj^k • 0(N~1'2) 

for all k < K^\ By Taylor's theorem, 

Ja\f(8Kn-l)] = Ja(ja+l,k) + ^ ^ ^ ~ A^T^) + (* " 5)*(rM)] 

, ^a(/a+l,fc)r//1 7 W \ , /D 5 ^ / YI2 
512N2 - [(A - A)fl(T*f„) + (5 - W W r + e6, 
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where 

£6 = J'a(ja+ik)£5 + ' / g ( ^ - ' ) [ ( A -Â)a(rKn) + (B- B)b(Tk,n)]£5 + \C(ja+u)e\ 

+ ^ " ( / W ) { Y^[(A - À)û(Tfcn) + (B - B)b(TKn)] + £5 ) ' 

+ ^ 4 ) ( C ) { Y ^ [ ( A -ÂWn*) + (P- B)b(rk,n)] + £ 5 } 4 

and £ is betweenya+u and/(^„_i). Since 

(4.11) 

(4.12) 

( Cc OL \ 

2̂ 2̂ 1 )«Ar(/cH-l,*)> 
w„r N / 1 - a a3-3a2 + 2a\ 

^ a (7a+l,Â:) = ( ~ + 3 )Ja\Ja+\,k)> 
^ lcr+] k / ~ . 1 7, ' •/a+U 

and 4 4 ) (0 = 0(1), it follows from (2.20) that 

(4.13) e6 = sfûZ • Ja(ja+U) - 0(N~1l2). 

Here we have again used the fact that a(0) = 0(0) and b(0) = 0(9) on 0 < 0 < 7r - e. 
The following lemma summarizes the above results. 

LEMMA 3. For all k < K{2\ we have 

Ja\f(0k,n-X )] = Ja(ja+l,k) + ^ f ^ K* ~ ^ f o n ) + (fi - B)b(rKn)} 

+ JfX2^ W - A^a^n) + (fi - B)b(rKn)f + £6, 

where ee satisfies (4.13). 

5. Asymptotic monotonicity of \nk,n(a> P)\ when k < K^\ From the asymptotic 
expansion (2.34), it is clear that the difference 

(5.1) 

can be written as 

D = M^(«,/3) - Hk,n+\(<x,fi) 

D = T(a+\)Dl 
A , g\(0k,n-\) , , , 
1 + ^ 2 Â ^ + e 3 ( B ) 

1 (A By 

(5.2) + r(a + l)g(6k,n)(N+iraD2 

JaV(Ok,n-l)] 
1 (A B 

1 + l6^(î+2-)] +£M 
+ r(a+l)g(6k,n)(N+lTa , , g\(6k,n) , , , ... 

1 + 32lÂ7Ti7 + e2(n + 1) £>3, 
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where 

(5.3) 

(5.4) 

and 

(5.5) 

1 /A B\ 
O3 - ya[f(^,„-i )] [l + ̂  ( - + - ) ] " + e2(n) 

-y»^)][1+ï6(Ân^(rf) — e2(« + 1). 

In the above equations, we have indicated the dependence of e2 and £3 on n. We shall 
now estimate each of the values of D\, D2 and D3. 

By Lemma 2, we have 

(5.6) 

where 

(5.7) 

(5.8) 

and 

(5.9) 

D12 = 

D, =D„+Z)12+Z>i3, 

Dix = g(Tk,n)N-a-g(Tk,n+l)(N+l)-a, 

g'(n,n)r, 
16 
g'(n,n+\) 

[Âa(TKn)+Bb(Tk,„)]N-a-2 

[Aa{TKn+x) + BbbhHriW + I ) -"" 2 

16 

Dn = e4(n) • AT" - e4(n + ! ) • ( # + l ) _ a . 

We first deal with D\,. Put 

Then 

83(fi) = ff*g(6). 

Du = (ja+i,k) a[g3(Tk,n)-g3(Tk,n+\)] = O'cw-1,*) " g ^ O f a , / . ~ Tk,n+\) 

for some £ 6 (T^+UTJ . J . Since by (2.14) and (2.15) 

a + i + 3 ( / 3 + i ) a., 
1 2 V + ' g ( f l ) > 0 , O<0<»7o, 

gi(6) is increasing and 

(5.10) D„ > 
( a + ± ) + 3(/3 + i ) j 2 

cx+l,fc 

12 M7V+l)a+2 •g(n,#i+i)>o. 
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To estimate D\2, we put 

£40) = 02 a + 0 f3 + \ 0 In 
cot - + 

2 2 2 

From (4.4) and (5.8), we have 

tan - + — 
2 2(9 

[Aa(0) + Bb(0)], 

(5.11) 

Since 

(5.12) 

£>12 = -
_ _DU g4(rk,n) AT-2 g(n,n+\) 

16 
N~ 

'k,n ^U* 
(N+ira[g4(Tk,n)-g4(Tk,n+])l 

g'4(0) = -(^+fyo + 63g5(e\ 

where gs(0) can be shown to be a continuous function on [0,770], #4(0) = 0(0) and 
g4(0) = 0(02). Therefore it follows from (5.11) that 

Dl2=DnO(N-2)- g(n,n+\) 

^Lhk{N+\)« 
- g4(C\) - (n,n -n,n+\) 

for some £1 6 (T^+I , r^„). Inserting (5.12) in the last equation gives 

g(n,n+i) r M 

(5.13) 

where 

D K = D - • 0<"~2) - . « L ^ 1 ; . > • ! - ( ? • ' ) * •<*««> 'J<x+\,k 

Dn -0(N-2) + -?-(\A + 

Ja+\,k 

N(N+l) 

g(n,n+i) 

JN(N + 16 V3 JN(N+\)a+2 

g(Tk,n+\) 

i+l„ 

+ £7, 

7a+U 
£7 = (3^+ 5) ïC5^^'a ' ( C l

 ~T*-+I)^WTÎ) 

1 6 / ^ , ^ + 1 ) " 
•Ci gsiCO 

Ja+\,k 

N(N+\) 

= g(Tk,n+l)fa+l,k'0(N-a-y2). 

The estimate of D^ follows immediately from (4.8), and we have 

(5.14) Dl3 = g(n,n+l]jl+hkO(N-a-y2); 

cf. the argument leading to (4.6). A combination of (5.10), (5.13) and (5.14) yields the 
following lemma. 

LEMMA 4. For all k < K^\ the difference D\ in (5.3) satisfies 

(a+\) + 3((3+{) j 2
a + l k a (\~ t h\ g(rM+1) , 

Dl ^ ~X2 M N + l ^ ^ + W [3A+B)N(N+1)^+^ 

where 

A ^ + l ) 0 * 2 0 ^ " ^ 1 7 ' 16 V3" JN(N+\)a 

£s=A+lk-g(Tk,n+i)-0(N-«-y2). 
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To estimate D2 in (5.4), we return to (2.32) and observe that 

g\(0)=A 
a'(0)d - a(6) 

e2 -a" {0) + B 
b'{0)0 - b{6) 

e2 b"(6) 

where a(6) and b(0) are given in (2.22). From (2.14) and (2.15), it is easily seen that g\ (6) 
is bounded on [0, rjo]. Hence by (2.27) and the Mean-Value Theorem, 

(5. 15) g\{6k,n-\) = g\(Tlc,n) + £9, 

where 

£9 = g'l(0[—^2[Àa(Tk,n) + Bb(Tk,n)) + £l)= 0(N~2) 

forall/fc</d2).Put 

8iW = PgM. 
Differentiation gives 

sî(0) = 03 
a(6) a'{0) 

V'(0) m m h»(ff\ 
e2 e 

Since each of the two terms inside the curly bracket is in absolute value an increasing 
function on [0,IT), we have 
(5.16) g[(e) = O(03l O < 0 < T / O ; 

cf (2.14) and (2.15). By (5.15), D2 can be written as 

A> = ^~2 [f l(T*,n) -g\(n,n+\)] + 

_ 1 ? / ( ^ ja+\,k 1 
> l M J M 7 V + l ) 32 

_1_ 

32 

69(11) e<}(n+ 1) 

32J2 
a+\,k 

N2 (N+l)2\ 

6g(n) 69(n+l) 

+ e3(ri) - e3(n + 1) 

+ 63(n)-£3(n+ 1) 
N2 ( N + l ) 2 . 

for some £ E (ja+\,k/(N + l ) j a+u /N) . Therefore it follows from (5.16) that 

(5.17) Z) 2 =/ a + u .O(^V- 4 ) . 

We finally come to the estimation of £>3 given in (5.5), which we shall rewrite as 

1 (A B\Ya' 
(5.18) 

where 

(5.19) 

(5.20) 

and 

Di=Dv-Ja\f(ek,n-\)\ + 

£>3 
J i A B\ 

16(/V+1)2 

Z)32=J ra[f(^,„-l)]-/a[f(^,n)] 

1 (A B\\ _ 1 (A tf\ 
167V2 U + 2 / 16(/V+l)2U + 27 

Z)33 = e2(n) - e2(n + 1). 

It is easily seen that 

(5-21) D- = -Uî+B)-màw+0{N~4) 

and by (2.30) 
(5.22) D33 = 0(AT7/2) = ;2

+ 1 k • Ja(ja+lk) • 0(AT7/2). 

For D32, we have the following result. 
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LEMMA 5. Fork<K{2\ 

*-f[(«ïH>+i)]i$?&«"-
where 

(5.23) 

\N(N+l)2 

eio=fa+hk'Ja(Ja+i,k)'0(N-y2). 

PROOF. Let 

and 

g6(0) = 0[(A - A)a(0) + (B- B)b(0)] 

g7(6) = 62[(A - A)a(0) + (B- B)b(6)f. 

Differentiation gives 

(5.24) g'6(0) = 80^ (a + 1) + (/? + ±)] + 803 [(a + ±)*8(0) + (/3 + ±)*9(0) 

and 

(5.25) 

where 

and 

^-^[hirf^iY-f 
M + b'(ff) 

8*«»=ë 9 

gsW • %+m-i 

Using (2.14) and (2.15), it is readily shown that both gg(0) and gg(6) are bounded on 
[0,770]. By Lemma 3 and (5.20), we have 

D32 

(5.26) 
16/0+1,* 

, Ja(Ja+\,k) 

[g6(n,n) ~ g6(rk,n+l)] 

5iy2 [gi(rKn) - gi{TKn+x)~\ + e600 - e6(n + 1). 
a+\,k 

The first term on the right of (5.26) is equal to 

« Ja(ja+\,k) i,/., ja+\,k 
geiCih 'N(N+1) 16 7'Lu 

on account of (2.20) and (2.11), where 

C2 = <IT*,„ + (l -Ci^,„+1 = T T H + C I T ^ T T T , 0 < c . < 1. 
w + i "N(N + iy 
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Applying this and (5.24) to (5.26) gives 

a 

where 

a 
£10 = 7T ' 

£>32 = 

Ci 
2 Af2(iV+l)2 

a (tf+G> 
+ 2 •J*+l,k-J«(Ja+Lk) N4(ff+ly TÏ?[(a + 5)ft(û) + (̂  + i)ft(6> 

Ja(ja+\,k) 

512/ «7(6)' 
a+1,* 

Jg+1,* 

N(N+l) 
+ ee(n) — e6(n + l\ 

(3 € (Tjk>n+i,Tit,n). The desired order estimate (5.23) now follows from (4.11), (4.13) and 
(5.25). ' • 

A combination of (5.18), (5.21), (5.22) and Lemma 5 gives 
(5.27) 

£>3 = 
a s A 

"Ï6V3 
+ B 

1 
N(N+l)2 + 0(AT4) •ya[f(^tn_1)] 

Since 

and 

+/a + iW«(/«+u)-o(Ar7 /2 ) . 

h,rô(t+i)r-'+^ 
W ^ - l ) ] = Ja(ja+hk)[l +0(N~1)] 

J<x(ja+l,k) 

N(N+l)2 + £io 

(5.28) 
D3 = 

by Lemma 3, we obtain 

"iew(^+iy(f+fl) + i(W(^iy[(g + l) + 3(^ + 5)]} 
• Ja(ja+l,k) +fa+hkJa(ja+hk) • 0(N-V2). 

We now return to (5.2), and consider the quantity [Ja(Ja+i,k)]~lD. First we replace 
D\, Z>2 and Dj, by their respective estimates given in Lemma 4, (5.17) and (5.28). To the 
resulting expression, we then apply Lemmas 2 and 3. This leads to the inequality 

[Ja(ja+l,k)rD > 
H a + l ) ( ( a + i ) + 3(/? + i ) 

•^•(H N(N+IY»2 \ 12 • I6fa+lk V3 

16/; a+U a+l,ik ' 

' J a + U •gfa.n+O + ÊlO 

r ( a + l ) (tt + ±) + 3Q3+i).2 
_ 7V(N + l)«+2 1 2 7 a + l , ^ ( ^ , n + l ) + £H> 
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where 
en =jl+hkg(n,n+i)'0(Na-h 

THEOREM 2. For all k < K^ and for all n sufficiently large, we have 

PROOF. Let 

& — 1 0 JayJa+\,k)-t 
12 " ' ' " " • ^ ( W + l ) 0 * 2 (*+\)+i(p + \)]Lu'g(n,n+i). 

We first note that Ja(ja+i,k) = ^a+iOa+uX and that the slope of 7a+i W alters in sign at 
its zerosja+i^. Since Jf

a+i(ja+\,\) < 0, it follows that 

sgn{/a(/a+u)} = (~1)*. 

Consequently, E > 0. We next observe that 

sgnKn(a, /3)} = ( - l / , 

which can be proved in a manner similar to that given in [12, Theorem 6a]; cf (1.6). 
Therefore 

k,n(<*,j3)| ~ k,«+i(a,/?)| = (-D*£> > £{1 + 0(AT*)}. • 

6. Proof of (1.9). By Theorem 1, we know that conjecture (1.4) is true for all k > 
K^\ By Theorem 2, we also know that (1.4) holds in the asymptotic sense when k < K^\ 
Thus, to show that (1.4) is asymptotically true for all k = 1, . . . , n, it suffices to prove 
(1-9): 

(6.1) ^ < K^ for all sufficiently large n. 

We shall establish this by contradiction. Suppose that there exists a sequence of positive 
integers {im} such that 

lim lm = +oo 
m—KX> 

and 

<)>42). 
Then we can choose a sequence of positive integer km such that either 

Kp ^ km > A « 

or 
K\ > km > K\ . 

t-Wl tin 
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Since y[a
n^\ = c o s 0 ™ + 1 ) and QKn = 0{£h(5+l) by (2.8), we obtain from (1.7) and (1.8) 

(6« 2 ) Qkm-Um < C 0 S _ 1 ^ Qkm+U,n-\ > W-

In view of the wellknown asymptotic approximation [7, p. 247] 

/ , 1 1\ 4 a 2 - 1 
' V 2 47 8 ( j f c + I a _ I w 

equation (2.27) gives 

and 

0, k —\ f 

0*w+l,*m-l -

8(Jk+^a-^)T 

(*W-1)7T + 0(1) 

m̂ + 1 

(*W + 1)7T + 0(1) 

Consequently, 

0 _ « = *-«• Q(i) 

and 

(6-3) l im(^ ,„_ l x „-^ m + l x „_ 1 ) = 0. 
m—KX> 

But, from (6.2) and (1.8), we have 

a a _! 1 2 / 3 + 1 
0*m+Uw-l - °km-\,lm > 10 - COS *o = T -4 a + /3 + l 

This contradicts (6.3), and therefore (6.1) holds. 
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