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CONVERGENCE OF AT-THE-MONEY IMPLIED
VOLATILITIES TO THE SPOT VOLATILITY
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Abstract

We study the convergence of at-the-money implied volatilities to the spot volatility in
a general model with a Brownian component and a jump component of finite variation.
This result is a consequence of the robustness of the Black–Scholes formula and of the
central limit theorem for martingales.
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1. Introduction

For a given traded option at time t with strike K and maturity T , the implied volatility is
the unique volatility parameter �t(T , K) that must be put into the Black–Scholes formula to
recover the option price. The implied volatility is therefore just another way of quoting option
prices. In the case where the underlying security S evolves like a geometric Brownian motion
with deterministic volatility function σt ,

dSt

St

= σt dWt,

the implied volatility at time t for an option with strike K and maturity T is

�t(T , K) =
√

1

T − t

∫ T

t

σ 2
s ds.

Note that in this simple model the implied volatility does not depend on K . This formula has
led most practioners and researchers in mathematical finance to think of the implied volatility
as some kind of average of future values of the spot volatility, σ . In particular, it implies that the
implied volatility converges to the spot volatility as we look at maturity dates T that are closer
and closer to today’s date t . In practice, however, implied volatilities depend on the strike K

and the previous statement is thought to be true only for at-the-money options, i.e. for the strike
K = St . This leads to the following fact: for every t ,

lim
T ↓t

�t (T , St ) = σt almost surely (a.s.).

This statement is often thought to be universally true, although no general proof has been
proposed; see, for instance, [3], [5], [11], or [12]. It is also called the consistency condition
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in [4]. In the case where the underlying asset is a continuous Markov process, it is a consequence
of the more general result of [1]. Berestycki et al. [2] generalized [1] to the case where volatility
is itself a diffusion; their results imply the above limit.

The present paper provides a simple proof of that fact that the above limit holds in a very
general case where no Markov assumption is made and where jumps are allowed. In the
presence of jumps it is not clear what we should call the spot volatility. Assuming the spot
process is a locally square-integrable martingale, there are two possible candidates for the spot
volatility: one based on 〈S〉 and one based on 〈Sc〉, i.e. the predictable bracket of S and that of
its continuous part. We will see below that the right answer is given by the one based on 〈Sc〉.
This is quite surprising since it says that the effect of jumps cannot be seen in the short maturity
limit of at-the-money implied volatilities. Let us point out that our results only apply when the
jumps have finite variation.

Let us finally mention [6], which deals with the convergence of option prices to their intrinsic
values as the option’s time to maturity shrinks to 0. Carr and Wu [6] showed that there exist
different convergence speeds depending on whether or not jumps are present, the convergence
speed depends on whether jumps have finite or infinite variation. While their paper is very
interesting and shares common practical motivations with our paper, it should be stressed
that looking at option prices instead of their implied volatilities is mathematically completely
different.

In the next section we fix the framework and notation for the rest of the paper. In Section 3
we state and prove the main theorem (Theorem 1). Finally, in Section 4 we give the proofs of
the auxiliary results needed in Section 3.

2. Framework and notation

Throughout this paper, we fix a probability space (�, F , P) with a right continuous and
P complete filtration (Ft )t≥0. We denote the conditional expectation given Ft by Et {·}. We
assume that on this probability space there exists an (Ft )t≥0 d-dimensional Brownian motion
(Wt )t≥0 and an integer random measure j ( dt dz) on R+×E, where E = R

e for some integer e.
We let j̄ ( dt dz) be its P compensator.

Let us consider a frictionless and arbitrage-free financial market where agents trade a stock
S and European calls (or, equivalently, puts) on S with various maturities T and strikes K . For
simplicity, we assume that the risk-free interest rate is 0 and that the stock does not pay dividends.
As is well known, these assumptions are equivalent to the assumption of deterministic interest
rates and dividends. At short maturities, these have little effect on the prices of options. The
absence of arbitrage implies the existence of a risk-neutral measure that prices all traded assets
in a consistent way. Here, P is such a measure.

We fix a finite horizon T . We will respectively denote by St and Ct(T , K) the spot price at
t of stock S and the European call option price at t on S with strike K and maturity T . Because
of limited liability, St− and St are strictly positive.

Since S is a local martingale, we let

dSt

St−
= σt dWt +

∫
E

(exp(ht (z)) − 1)(j − j̄ )( dt dz) for 0 ≤ t ≤ T ,

where σt is the volatility vector and ht (z) is a predictable function on �× R+ ×E that models
the jump sizes of the stock S.
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Using Itô’s formula, we can rewrite S as

ln
St

S0
=

∫ t

0
σs dWs − 1

2

∫ t

0
σ 2

s ds +
∫ t

0

∫
E

(exp(hs(z)) − 1)(j − j̄ )( ds dz)

+
∫ t

0

∫
E

(hs(z) − exp(hs(z)) + 1)j ( ds dz) for 0 ≤ t ≤ T (1)

with σt = |σt |.
We now state our assumption on S.

Assumption 1. (a) The spot volatility σ has right-continuous sample paths and there exist
constants σ and σ such that, for every t ∈ [0, T ],

0 < σ ≤ σt ≤ σ a.s.

(b) The compensator j̄ has a density with respect to the Lebesgue measure j̄ ( dt dz) =
j̄ (t, z) dt dz and there exists a constant M such that, for every t ∈ [0, T ],∫

E

(| exp(ht (z)) − 1| + 1)j̄ (t, z) dz < M a.s.

Assumption 1 has two simple but important consequences.

Lemma 1. (a) The stock S is a uniformly integrable martingale on [0, T ].
(b) The stock S has finitely many jumps on [0, T ].

Proof. (a) Follows from Lépingle and Mémin’s criterion [10].

(b) Follows from the finiteness of
∫
E
(| exp(ht (z)) − 1| ∧ 1)j̄ (t, z) dz.

Let us now turn to the call price processes Ct(T , K). First, we assume that, at each time t ,
all call options with strike K > 0 and maturities T > t are traded. Second, we assume that
these are priced by the martingale measure P:

Ct(T , K) = Et {(ST − K)+}, (2)

where x+ = max(0, x) for any real number x.
We can now define a unique implied volatility �t(T , K) to each call option price Ct(T , K)

by solving the equation

Ct(T , K) = BS(t, St , T , K, �t (T , K)), (3)

where BS is the celebrated Black–Scholes formula:

BS(t, S, T , K, �) = S�

(
ln(S/K)

�
√

T − t
+ �

2

√
T − t

)
− K�

(
ln(S/K)

�
√

T − t
− �

2

√
T − t

)
.

We denote by � the cumulative distribution functions of the standard Gaussian distribution.
We now state our very mild assumption on C which ensures that the implied volatilities are

finite and strictly positive.

Assumption 2. For every t ∈ [0, T ], T > t , and K > 0,

(St − K)+ < Ct(T , K) < St a.s.
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At short maturities, option prices and implied volatilities have very specific behaviors which
are consequences of (2).

Proposition 1. For every t ∈ [0, T ] and K > 0,

lim
T ↓t

↓ Ct(T , K) = (St − K)+ a.s.,

lim
T ↓t

↓ �t(T , K)
√

T − t = 0 a.s. (4)

Proof. See Proposition 3 of [7].

3. Statement and proof of the main result

In this section we prove the main theorem of the paper, which is a much more precise result
than (4).

Theorem 1. For every t ∈ [0, T ],
lim
T ↓t

�t (T , St ) = σt a.s.

The main ingredients for this theorem are the following two propositions. Proposition 2,
below, is a generalization of the robustness formula of [8] to the case where jumps are present.
Proposition 3, below, is the central limit theorem for martingales. Their proofs are postponed
to Section 4.

Proposition 2. For every t ∈ [0, T ], T > t , and K > 0, we have

1

2

∫ 1

0
Et {ϕ(d1)St+θu(σ

2
t+θu − �t(T , K)2)} du√

1 − u

+ �t(T , K)
√

T − t

×
∫ 1

0

∫
E

Et {(BS(t + θu, St+θu exp(ht+θu(z)), T , K, �t (T , K))

− BS(t + θu, St+θu, T , K, �t (T , K))

− �(d1)St+θu(exp(ht+θu(z)) − 1))j̄ (t + θu, z)} dz du

= 0, (5)

where ϕ denotes the density of the standard Gaussian distribution, θ = T − t , and

d1 = ln(St+θu/K)

�t(T , K)
√

θ
√

1 − u
+ 1

2
�t(T , K)

√
θ
√

1 − u.

Proposition 3. For every t ∈ [0, T ], u ∈ [0, 1], bounded Ft -measurable random variable Z,
and every bounded continuous function f ,

lim
θ↓0

E

{
Zf

(
ln(St+θu/St )√

θ

)}
= E{Z} E{f (σt

√
uG)},

where G is a standard Gaussian random variable independent of Ft .
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Before we prove Theorem 1, we derive an easy consequence of Proposition 2 and we record
it in the following lemma.

Lemma 2. For every t ∈ [0, T ], T > t , and K > 0, we have

�t(T , K) ≥ σ a.s.

Proof. Because the function S 
→ BS(t, S, T , K, σ) is convex, the second term in (5) is
nonnegative; hence,

∫ 1

0
Et {ϕ(d1)St+θu(σ

2
t+θu − �t(T , K)2)} du√

1 − u
≤ 0.

We let A = {�t(T , K) < σ } ∈ Ft . Multipling the above inequality by 1A and taking the
expectation, we obtain

E
∫ 1

0
Et {1A ϕ(d1)St+θu(σ

2
t+θu − �t(T , K)2)} du√

1 − u
≤ 0.

On A, σ 2
t+θu − �t(T , K)2 > σ 2

t+θu − σ 2 ≥ 0. Fubini’s theorem yields P{A} = 0.

Proof of Theorem 1. First, we show that the triple integral involving the jumps in (5) has
limit 0 in L1 when θ goes to 0. For every S, BS(t, S, T , K, σ) ≤ S; therefore, the integrand
is bounded by

|BS(t + θu, St+θu exp(ht+θu(z)), T , K, �t (T , K)) − BS(t + θu, St+θu, T , K, �t (T , K))

− �(d1)St+θu(exp(ht+θu(z)) − 1)|
≤ 2St+θu(1 + (exp(ht+θu(z)) − 1)+).

Therefore, by Assumption 1(b), the second term is bounded by 2MSt�t (T , K)
√

T − t , which,
by (4), converges to 0 in L1 by dominated convergence. Then, let A ∈ Ft , multiply the first
term in (5) with K = St by 1A, and take the expectation. This yields

lim
T ↓t

∫ 1

0
E{1A ϕ(d1)St+θu(σ

2
t+θu − �t(T , St )

2)} du√
1 − u

= 0. (6)

Now let bt = lim supT ↓t �t (T , St ). We take a sequence Tn decreasing to t such that
limn→∞ �t(Tn, St ) = bt . We also let θn = Tn − t . We want to prove that bt < +∞ a.s.,
so by contradiction we assume that bt = +∞. Proposition 3 yields the fact that

ln(St+θnu/St )

�t (Tn, St )
√

θn

√
1 − u

converges in law to 0 and, therefore, converges in probability to 0 for each u ∈ [0, 1). Thanks
to (4), d1 converges to 0 in probability for each u ∈ [0, 1). There is an n after which the
integrand in (6) along the subsequence Tn is negative a.s. and for almost every (a.e.) u. Along
a further subsequence, the integrand in (6) monotonically diverges to −∞ a.s. and for a.e. u.
By monotone convergence, we obtain the contradiction, since the left-hand side of (6) would
be −∞.
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Now let at = lim infT ↓t �t (T , St ). We have at > 0 by Lemma 2 and at < +∞ since
bt < +∞. We take a sequence Tn decreasing to t such that �t(Tn, St ) decreases to at as n

goes to ∞. We also let θn = Tn − t and rewrite the expectation above as a sum of four terms:∫ 1

0
E{1A ϕ(d1)St+θnu(σ

2
t+θnu − �t(Tn, St )

2)} du√
1 − u

=
∫ 1

0
E{1A ϕ(d1)St+θnu(σ

2
t+θnu − σ 2

t )} du√
1 − u

+
∫ 1

0
E{1A ϕ(d1)(St+θnu − St )(σ

2
t − a2

t )}
du√

1 − u

+
∫ 1

0
E{1A ϕ(d1)St+θnu(a

2
t − �t(Tn, St )

2)} du√
1 − u

+
∫ 1

0
E{1A ϕ(d1)St (σ

2
t − a2

t )}
du√

1 − u
.

We are now going to prove that the first, second, and third terms go to 0. First fix u ∈ [0, 1]
and note that

| 1A ϕ(d1)St+θnu(σ
2
t+θnu − σ 2

t )| ≤ St+θnu|σ 2
t+θnu − σ 2

t | ≤ 2σ 2St+θnu.

The first inequality shows that the left-hand side converges to 0 a.s., while the second inequality
shows that the left-hand side is a uniformly integrable sequence of random variables thanks to
Lemma 1. Therefore,

lim
n→∞ E{| 1A ϕ(d1)St+θnu(σ

2
t+θnu − σ 2

t )|} = 0 for each u ∈ [0, 1],
by dominated convergence. The second inequality above implies that

1√
1 − u

E{| 1A ϕ(d1)St+θnu(σ
2
t+θnu − σ 2

t )|} ≤ 2σ 2S0√
1 − u

,

and the conclusion follows by dominated convergence. Let us now consider the second and
third terms with A = {α < σ 2

t − a2
t < β, St < γ, and �t(T1, St )

2 − a2
t < δ}. The second

term converges to 0, since

| E{1A ϕ(d1)(St+θnu − St )(σ
2
t − a2

t )}| ≤ max(α, β) E{|St+θnu − St |}.
The third term also converges to 0 by dominated convergence for any δ. As for the fourth term,
Proposition 3 yields, for every u ∈ [0, 1),

lim
n→∞ E{1A ϕ(d1)St (σ

2
t − a2

t )} = E{1A St (σ
2
t − a2

t )} E

{
ϕ

(
σt

√
uG

at

√
1 − u

)}
.

The right-hand side is uniformly bounded in u; therefore, the dominated convergence theorem
yields

E{1A St (σ
2
t − a2

t )}
∫ 1

0
E

{
ϕ

(
σt

√
uG

at

√
1 − u

)}
du√

1 − u
= 0.

The integral in u is strictly positive. Therefore, for every α, β, γ , and δ, E{1A St (σ
2
t −a2

t )} = 0.
This implies that at = σt a.s.

A similar argument shows that bt = σt a.s., and the theorem is proved.
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4. Proofs of Propositions 2 and 3

Proof of Proposition 2. Itô’s formula applied to BS(s, Ss, T , K, �t (T , K)) between t and
T gives

(ST − K)+ − BS(t, St , T , K, �t (T , K))

=
∫ T

t

�(d−
1 ) dSs +

∫ T

t

(
1

2

ϕ(d1)Ss

�t (T , K)
√

T − s
σ 2

s + ∂BS

∂t
(s, Ss, T , K, �t (T , K))

)
ds

+
∫ T

t

∫
E

(
BS(s, Ss− exp(hs(z)), T , K, �t (T , K)) − BS(s, Ss−, T , K, �t (T , K))

− �(d−
1 )Ss−(exp(hs(z)) − 1)

)
j ( ds dz)

with

d1 = ln(Ss/K)

�t(T , K)
√

T − s
+ 1

2
�t(T , K)

√
T − s

and

d−
1 = ln(Ss−/K)

�t(T , K)
√

T − s
+ 1

2
�t(T , K)

√
T − s.

Now, since (t, S) 
→ BS(t, S, T , K, �t (T , K)) solves the Black–Scholes partial differential
equation, (

∂BS

∂t
+ 1

2
�t(T , K)2S2 ∂2BS

∂S2

)
(s, S, T , K, �t (T , K)) = 0,

we have

(ST − K)+ − BS(t, St , T , K, �t (T , K))

=
∫ T

t

�(d−
1 ) dSs +

∫ T

t

1

2

ϕ(d1)Ss

�t (T , K)
√

T − s
(σ 2

s − �t(T , K)2) ds

+
∫ T

t

∫
E

(BS(s, Ss− exp(hs(z)), T , K, �t (T , K)) − BS(s, Ss−, T , K, �t (T , K))

− �(d−
1 )Ss−(exp(hs(z)) − 1))j ( ds dz).

Now we take conditional expectations given Ft . Because of (2) and (3), the left-hand side of
the above equation has conditional expectation 0 a.s. Since S is uniformly integrable and � is
a bounded function, the first term on the right-hand side also has expectation 0 a.s. Because
the function S 
→ BS(t, S, T , K, σ) is convex, the last integrand in the above equation is
nonnegative and, by definition of the compensator, we obtain

1

2
Et

∫ T

t

ϕ(d1)Ss

�t (T , K)
√

T − s
(σ 2

s − �t(T , K)2) ds

+ Et

∫ T

t

∫
E

(BS(s, Ss exp(hs(z)), T , K, �t (T , K)) − BS(s, Ss, T , K, �t (T , K))

− �(d1)Ss(exp(hs(z)) − 1))j̄ (s, z) dz ds

= 0.
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Fubini’s theorem is justified for the second integral, since the integrand is positive. To apply
it to the first integral, we first break it into integrals with positive integrands. This is justified
because

Et

{∫ T

t

ϕ(d1)Ss

�t (T , K)
√

T − s
�t (T , K)2 ds

}
≤ �t(T , K) Et

{∫ T

t

Ss√
T − s

ds

}
< ∞,

where the last inequality comes from Fubini’s theorem and the martingale property. Making
the change of variable s = t + (T − t)u and multipling the result by �t(T , K)

√
T − t then

completes the proof.

Proof of Proposition 3. Fix t ∈ [0, T ]. Define, for every θ > 0 and u ∈ [0, 1], Gθ
u = Ft+θu

and S̃θ
u = St+θu. Then, S̃θ is a family of semimartingales adapted to (Gθ

u)u∈[0,1]. By time change,

ln(S̃θ
u/S̃θ

0 )√
θ

=
∫ u

0
σ̃ θ

r dW̃ θ
r −

√
θ

2

∫ u

0
(σ̃ θ

r )2 dr + 1√
θ

∫ u

0

∫
E

h̃θ
r (z)j̃

θ ( dr dz)

− √
θ

∫ u

0

∫
E

(exp(h̃θ
r (z)) − 1)j̄ (t + θr, z) dr dz, (7)

where W̃ θ is a (Gθ
u)u∈[0,1] Brownian motion, j̃ θ ( dr dz) is a jump measure adapted to (Gθ

u)u∈[0,1],
and θ j̄ (t + θr, z) dr dz is its compensator. Finally, σ̃ θ

r = σt+θr and h̃θ
r (z) = ht+θr (z).

Now, as θ goes to 0, the first term in (7) converges Ft stably to a Gaussian random variable
by an application of Theorem 5.42 of [9]. By Lebesgue’s theorem, for each u ∈ [0, 1],

lim
θ→0

〈∫ ·

0
σ̃ θ

r dW̃r

〉
u

= lim
θ→0

∫ u

0
(σ̃ θ

r )2 dr = σ 2
t u a.s.

By Remark 5.55 of [9], the convergence is Ft mixing. This is the statement of the proposition.
We only need to show that the three other terms in (7) converge to 0 a.s. The convergence to 0
of the second term is a consequence of Lebesgue’s theorem. The convergence to 0 of the fourth
term is also a consequence of Lebesgue’s theorem and Assumption 1(b). As for the third term,
the convergence to 0 is a result of the fact that the random measure jθ has finitely many atoms
for each θ > 0, so, for almost all ω and sufficiently small θ ,

∫ u

0

∫
E

h̃θ
r (z)j̃

θ ( dr dz) = 0.

5. Conclusion

In this paper we considered a general martingale model for stock prices where jumps of
finite variation are present. We proved the a.s. convergence of at-the-money implied volatilities
to the spot volatility, more precisely, to the volatility of the continuous part of the stock model.
An interesting open question is to understand what happens when jumps of infinite variation
are present.

The present paper is a first step of a more general program that aims at computing implied
volatilities in a generic martingale model. We think of Theorem 1 as the first term of a Taylor
expansion of the implied volatility surface. In the continuous case, higher-order terms were
computed in [7] by completely different means.
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