# ON EARLE'S mod $n$ RELATIVE TEICHMÜLLER SPACES 
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§1. In this paper we answer an open question of C. J. Earle ([2] §3.3 remarks (a) and (b)) in several cases. We first give some definitions and state some results which are given in greater detail in [2].

We let $X$ be a smooth surface of genus $g \geq 2$ and let $M(X)$ be the space of smooth complex structures with the $C^{\infty}$ topology. If $\mu \in M(X)$ let $X_{\mu}$ denote the Riemann surface determined by $\mu$. The group ( $\mathrm{Diff}^{+}(X)$ ) $\operatorname{Diff}(X)$ is the group of (orientation preserving) diffeomorphisms of $X$. Also $\operatorname{Diff}_{n}^{+}(X)=\left\{f \in \operatorname{Diff}^{+}(X)\right.$ : $f$ induces the identity on $\left.H_{1}(X, \mathbb{Z} / n \mathbb{Z})\right\}$.

The group $\operatorname{Diff}(X)$ acts on $M(X)$ by pullback: If $\mu \in M(X), f \in \operatorname{Diff}(X)$ then $\mu \cdot f \in M(X)$ has the property that $f: X_{\mu \cdot f} \rightarrow X_{\mu}$ is conformal. With this action $\operatorname{Diff}_{n}^{+}(X)$ acts freely on $M(X)$ ([3], [4] or [6]). If $H$ is a finite subgroup of $\operatorname{Diff}(X)$ then let $M(X)^{H}=\{\mu \in M(X): \mu \cdot f=\mu\}$. We let $N_{n}(H)$ be the normalizer of $H$ in $\operatorname{Diff}_{n}^{+}(X)$ and let $N^{+}(H)$ be the normalizer of $H$ in $\operatorname{Diff}^{+}(X)$. Then we define $T_{n}(X)=M(X) /$ Diff $_{n}^{+}(X), T_{n}(X, H)=M(X)^{H} / N_{n}(H), R(X)=$ $M(X) / \operatorname{Diff}^{+}(X)$, and $R(X, H)=M(X)^{H} / N^{+}(H)$. These spaces we call the mod $n$ Teichmüller space, the $\bmod n$ relative Teichmüller space, the Riemann space and the relative Riemann space. The space $T_{n}(X)$ and $T_{n}(X, H)$ are finite branched coverings of $R(X)$ and $R(X, H)$ respectively. We define $\theta_{n}: \operatorname{Diff}(X) \rightarrow \operatorname{Diff}(X) / \operatorname{Diff}_{n}^{+}(X)=\Gamma_{n}(X)$. The group $\theta_{n}(H)$ acts on $T_{n}(X)$ and the set of fixed points is denoted by $T_{n}(X)^{\theta_{n}(H)}$. We let $\Gamma_{n}(H)$ be the normalizer of $\theta_{n}(H)$ in $\theta_{n}\left(\operatorname{Diff}^{+}(X)\right)=\Gamma_{n}^{+}(X)$. Then Earle [2] process the following.

Theorem A. If $n>2$, then
(a) $\Gamma_{n}(H)$ is a group of automorphisms of $T_{n}(X)^{\theta_{n}(H)}$
(b) The quotient space $T_{n}(X)^{\theta_{n}(H)} / \Gamma_{n}(H)$ is the disjoint union of Riemann spaces $R\left(X, H^{\prime}\right)$. The union is over the $\operatorname{Diff}^{+}(X)$ conjugacy classes of finite groups $H^{\prime}$ such that $\theta_{n}\left(H^{\prime}\right)=\theta_{n}(H)$.

In the present paper we determine the number of components in (b) in several cases when $H$ has order two. We thus denote by $\Psi(n, H)$ the number of components of $T_{n}(H)^{\theta_{n}(H)} / \Gamma_{n}(H)$. Our results are the following.

Theorem 1. If $H$ is of order two and generated by an orientation reversing map then
(a) $\Psi(n, H)=2$, if $H=\left\langle\sigma_{1}\right\rangle$ or $H=\left\langle\sigma_{2}\right\rangle$ and $n$ is even, where $X /\left\langle\sigma_{1}\right\rangle$ is a
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sphere with $g+1$ cross caps and no boundary components and $X /\left\langle\sigma_{2}\right\rangle$ is a surface with $g-2[g / 2]+1$ boundary components and $[g / 2]$ handles.
(b) $\Psi(n, H)=1$, if $H \neq\left\langle\sigma_{1}\right\rangle$ or $H \neq\left\langle\sigma_{2}\right\rangle$ and $n>2$ is even.
(c) $\Psi(n, H)=2[g / 2]+[(g+1) / 2]+2$, if $n$ is odd.

Theorem 2. If $H=\langle\sigma\rangle$ has order two, $\sigma$ is orientation preserving, and $n>2$ is even, then
(a) $\Psi(n, H)=2$, if $\sigma$ has zero or one fixed point.
(b) $\Psi(n, H)=1$, if $\sigma$ has more than one fixed point.

Remark. Theorem A and Theorem $1(\mathrm{~b})$ together imply that $R(X, H)$ is a real algebraic variety if $H$ satisfies the hypotheses of Theorem 1(b).
§2. In this section we prove Theorems 1 and 2 . We first need a lemma.
Lemma. There are $2[g / 2]+[(g+1) / 2]+2 \operatorname{Diff}^{+}(X)$ conjugacy classes of cyclic subgroups $H$ of order two if the generator of $X$ is orientation reversing.

Proof. The conjugacy class of $H$ is determined by the topological type of $X / H$ ([1], pp. 57-58). It now follows from Theorem 3.6 of [7] that the number of conjugacy classes of $H$ is $x+1$, where $x$ is the number of triples $(r, s, t)$ with $r=0,1,2, r \leq s, s+2 t=g$. The lemma now follows by a simple counting argument.

Proof of Theorem 1. We first consider (a) and (b). We let $H_{1}=\left\langle\sigma_{1}\right\rangle$ and $H_{2}=\left\langle\sigma_{2}\right\rangle$. Then it follows by Theorem 3.6 of [7] that a conjugate of $\sigma_{1}$ induces the same action on $H_{1}(X, \mathbb{Z})$ as $\sigma_{2}$. Thus by Theorem A $\Psi\left(n, H_{1}\right) \geq 2$ and $\Psi\left(n, H_{2}\right) \geq 2$, for all $n \geq 3$.

Now suppose $\sigma$ and $\tau$ are two orientation reversing maps which induce $M_{1}$ and $M_{2}$ on $H_{1}(X, \mathbb{Z})$. respectively, and suppose $\{\sigma, \tau\} \neq\left\{\sigma_{1}, \sigma_{2}\right\}$. We investigate whether there is a symplectic matrix $A$ such that $A M_{1} A^{-1}=M_{2} \bmod n$. By pp. 221-222 [7] we may assume that

where $I_{k}$ denotes the $k \times k$ identity and

$$
F_{k}=\left[\begin{array}{cccccccc}
0 & 1 & & & & & & \\
1 & 0 & & & & & & \\
& & 0 & 1 & & & & \\
& & 1 & 0 & & & & \\
& & & & \cdot & & & \\
& & & & & \cdot & & \\
& & & & & & \cdot & \\
& & & & & & & 0 \\
& & & & & & 1 & 1 \\
& & & & & & 1
\end{array}\right], \quad 2 k \times 2 k
$$

We first consider the case in which $n$ is even. If $A M_{1} A^{-1}=M_{2} \bmod n$ then we must also have $A M_{1} A^{-1}=M_{2} \bmod 2$. However by results in [7] pp. 221-222 this is impossible if $M_{1} \neq M_{2}$. This proves (a) and (b).

We now consider the case in which $n$ is odd. We claim that we may always find a symplectric matrix $A$ such that $A M_{1}=M_{2} A \bmod n$. We let

$$
A=\left[\begin{array}{cc}
I_{\mathrm{g}} & B \\
0 & I_{\mathrm{g}}
\end{array}\right]
$$

so that equation $A M_{1}=M_{2} A$ reduces to

$$
2 B=\left[\begin{array}{lll}
I_{r} & & \\
& 0 & \\
& & F_{t}
\end{array}\right]-\left[\begin{array}{lll}
I_{u} & & \\
& 0 & \\
& & F_{v}
\end{array}\right] \bmod n .
$$

It is easy to check that this equation will always have a solution in some symmetric matrix $B$. This implies (c).

Proof of Theorem 2. We first define some matrices. Let

$$
M(r, s, t)=\left[\begin{array}{lll|lll}
I_{r} & & & & & \\
& -I_{s} & & & 0 & \\
& & F_{t} & & & \\
\hline 0 & & & & \\
& & & I_{s} & \\
& & & & & F_{t}
\end{array}\right],
$$

where $F_{t}$ is defined in the proof of Theorem 1. Let

$$
L(r, s, t)=\left[\begin{array}{lll|lll}
I_{r} & & & 0 & & 0 \\
& -I_{s} & & & & \\
& & H_{t} & 0 & & G_{t} \\
\hline & 0 & & I_{r} & & \\
& & & & -I_{s} & \\
& & & & H_{t}
\end{array}\right]
$$

where

$$
H_{t}=\left[\begin{array}{llllll}
-1 & & & & & \\
& 1 & & & & \\
& & -1 & & & \\
& & & \cdot & & \\
& & & & & \\
& & & & & \\
& & & & & 1
\end{array}\right] \quad 2 t \times 2 t
$$

and

$$
G_{t}=\left[\begin{array}{rrrrrrr}
0 & 1 & & & & \\
-1 & 0 & & & & & \\
& & \cdot & & & & \\
& & & \cdot & & \\
& & & & 0 & 1 \\
& & & & -1 & 0
\end{array}\right] \quad 2 t \times 2 t
$$

Let

$$
\begin{aligned}
R & =\left[\begin{array}{rrrr}
0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0
\end{array}\right] \in S p(2, \mathbb{Z}) \\
R_{t} & =\left[\begin{array}{lllll}
R & & & & \\
& R & & & \\
& & \cdot & & \\
& & & & \\
& & & & \\
& & & & R
\end{array}\right] \quad 4 t \times 4 t
\end{aligned}
$$

and

$$
M=\left[\begin{array}{cc|cc}
I_{r+s} & & & \\
& R_{t} & & 0 \\
\hline & 0 & I_{r+s} & \\
\hline & & & R_{t}
\end{array}\right]
$$

We remark that there is a canonical homology basis of $X$ such that with respect to this basis $\sigma$ induces the matrix $M(r, s, t)$, where $r=0$ and $s>1$ or $r=1$ and $s=0$. By multiplying we see that $M M(r, s, t) M^{-1}=L(r, s, t)$. This implies that with respect to a suitable canonical homology basis $\sigma$ induces $L(r, s, t)$.

To prove Theorem 2 we first show that if $t \neq w$ then there is no matrix $K$ in $S p(g, \mathbb{Z})$ such that $K L(r, s, t)=L(u, v, w) K \bmod 2$. We assume that there is such a matrix $K$ and obtain a contradiction. Thus we must have

$$
K\left[\begin{array}{c|cc} 
& 0 & \\
\hline I_{\mathrm{g}} & & F_{t} \\
\hline 0 & I_{\mathrm{g}}
\end{array}\right]=\left[\begin{array}{c|l}
I_{g} & 0 \\
\hline 0 & F_{w} \\
\hline 0 & I_{g}
\end{array}\right] K \bmod 2 .
$$

We write

$$
K=\left[\begin{array}{ll}
A & B \\
C & D
\end{array}\right]
$$

where $A, B, C$ and $D$ are $g \times g$. Upon multiplying and equating terms mod 2 , we see that

$$
A\left[\begin{array}{cc}
0 & 0  \tag{1}\\
0 & F_{t}
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & F_{w}
\end{array}\right] D \bmod 2
$$

$$
\left[\begin{array}{cc}
0 & 0  \tag{2}\\
0 & F_{w}
\end{array}\right] C=0 \bmod 2
$$

and

$$
C\left[\begin{array}{cc}
0 & 0  \tag{3}\\
0 & F_{t}
\end{array}\right]=0 \bmod 2
$$

Equations (2) and (3) imply that

$$
C=\left[\begin{array}{cc}
C_{1} & 0 \\
0 & 0
\end{array}\right] \bmod 2
$$

where $C_{1}$ is $n-2 w \times n-2 t$. Equation (1) implies that

$$
A=\left[\begin{array}{cc}
A_{1} & 0 \\
A_{3} & A_{4}
\end{array}\right] \bmod 2
$$

and

$$
D=\left[\begin{array}{cc}
D_{1} & D_{2} \\
0 & D_{4}
\end{array}\right] \bmod 2
$$

where $A_{4}$ is $2 w \times 2 t, D_{4}$ is $2 t \times 2 w$, etc. Denote the transpose of a matrix $L$ by ${ }^{t} L$. Then the symplectic condition that $A^{t} D-B^{t} C=I_{2 g}$ implies that $A_{4}{ }^{t} D_{4}=$ $I_{2 w}$. If $w>t$ then $A_{4}{ }^{t} D_{4}$ can have rank at most $2 t$, a contradiction. Thus $w \leq t$. Similarly $t \leq w$ so that $t=w$.

To finish the proof we remark that if $K L(r, s, t)=L(u, v, w) K \bmod n$, where $n$ is even, then $K L(r, s, t)=L(u, v, w) K \bmod 2$. Also the condition $t=w$ implies $r+s=u+v$. If $\sigma$ is fixed point free then $r=1$ and $s=0$. This implies that $u+v=1$ so that either $u=0, v=1$ or $u=1, v=0$. Thus $\Psi(n, H)=2$. If $\sigma$ has
one fixed point then $r=0$ and $s=1$. Again $u+v=1$ and as before $\Psi(n, H)=2$. If $\sigma$ has more than one fixed point, then $r=0$ and $s>1$. If $u=1$ then $v=0$ and it is impossible that $u+v=r+s$. If $u=0$ then $v>1$ and $u+v=r+S$ implies $v=s$ thus $\Psi(n, H)=1$. This completes the proof.

Remark 1. I do not know what $\Psi(n, H)$ is if $n$ is odd and $H$ is generated by an orientation preserving map of order two.

Remark 2. If $H=\langle\sigma\rangle$ and $\sigma$ has fixed points and prime order $p>2$, then by looking at the formula in [5] and the matrices in [4], it is easy to see that there are non-conjugate groups $H^{\prime}$ which induces the same or conjugate matrices on $H_{1}(X, \mathbb{Z})$. Thus $\Psi(n, H)>1$.
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