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#### Abstract

We study an optimal control problem for a quasilinear parabolic equation which has delays in the highest order spatial derivative terms. The cost functional is Lagrange type and some terminal state constraints are presented. A Pontryagin-type maximum principle is derived.


## 1. Introduction

The classical Fourier's law

$$
\begin{equation*}
\mathbf{q}(t, x)=-k \nabla y(t, x) \tag{1.1}
\end{equation*}
$$

relating the heat flux $\mathbf{q}(t, x)$ and the temperature $y(t, x)$, and the conservation of energy equation

$$
\begin{equation*}
c y_{t}(t, x)+\nabla \cdot \mathbf{q}(t, x)=0 \tag{1.2}
\end{equation*}
$$

lead to the classical heat equation:

$$
\begin{equation*}
y_{t}(t, x)=\frac{k}{c} \Delta y(t, x) \tag{1.3}
\end{equation*}
$$

Equation (1.3) has an infinite propagation speed for a finite thermal pulse, which is not physical. A modified Fourier's law was introduced in [9] by Gurtin and Pipkin for general heat conduction problems of materials with memory (see [16] also):

$$
\begin{equation*}
\mathbf{q}(t, x)=-\int_{0}^{\infty} a(s) \nabla y(t-s, x) d s \tag{1.4}
\end{equation*}
$$

[^0]where $a(s)$ is called the heat-flux relaxation function. If we assume a little more general memory pattern for the materials, the above might even be replaced by
\[

$$
\begin{equation*}
\mathbf{q}(t, x)=-\int_{0}^{\infty} \nabla y(t-s, x) \mu(d s) \tag{1.5}
\end{equation*}
$$

\]

for some Borel measure $\mu(\cdot)$. Combining (1.5) with (1.2), we obtain

$$
\begin{equation*}
y_{t}(t, x)=\frac{k}{c} \int_{0}^{\infty} \Delta y(t-s, x) \mu(d s) \tag{1.6}
\end{equation*}
$$

This is a parabolic equation with delays in the highest spatial derivative term. See [5, p. 176] (and [17] also) for an earlier study of a modified Fourier's law.

If further taking into account the source/sink of the heat (which could be regarded as a control), we will have a general nonhomogeneous linear parabolic equation having delays in the highest order spatial derivative terms. In the case that the material is nonlinear, the equation can be nonlinear. For extensive studies of such equations, see [ $2,7,20$ ] and the recent book [18] by Tanabe.

In this paper, we study an optimal control problem for an abstract delay equation in a Hilbert space, motivated by the heat conduction problems discussed above. The following is a typical example of such systems:

$$
\left\{\begin{array}{rlr}
y_{t}(t, x)-y_{x x}(t, x) &  \tag{1.7}\\
= & \int_{-r}^{0} f\left(t, y_{x x}(t+\theta, x), u(t, x)\right) d \theta & \\
& +\sum_{i \geq 1} g_{i}\left(t, y_{x x}\left(t-r_{i}, x\right), u(t, x)\right), & (t, x) \in(0, T) \times(0,1) \\
y(t, x)= & \varphi(t, x), & (t, x) \in[-r, 0] \times(0,1) \\
y(t, 0)= & y(t, 1)=0, & t \in(0, T)
\end{array}\right.
$$

where the $f$ and $g_{i}$ 's are some maps and the $r_{i} \in(0, r]$ are some positive constants. In the above, $y(\cdot, \cdot)$ is regarded as the state and $u(\cdot, \cdot)$ is the control. The cost functional could be, say,

$$
\begin{align*}
J(u(\cdot))= & \int_{0}^{T} \int_{0}^{1}\left[\int_{-r}^{0} f^{0}\left(t, y_{x x}(t+\theta, x), u(t, x)\right) d \theta\right. \\
& \left.+\sum_{i \geq 1} g_{i}^{0}\left(t, y_{x x}\left(t-r_{i}, x\right), u(t, x)\right)\right] d x d t \tag{1.8}
\end{align*}
$$

We may also allow the system and the cost functional to be more general, say, in $f, g_{i}$ and $f^{0}, g_{i}^{0}$, so that the terms $y(t, x), y_{x}(t, x), y_{x x}(t, x)$ and $y(t+\theta, x), y_{x}(t+\theta, x)$,
$y\left(t-r_{i}, x\right), y_{x}\left(t-r_{i}, x\right)$ appear as well. On the other hand, we are allowed to have some terminal state constraints, of which the following is a typical example:

$$
\begin{equation*}
\int_{0}^{1}\left\{\int_{-r}^{0}\left|y_{x x}(T+\theta, x)\right|^{2} d \theta+|y(T, x)|^{2}\right\} d x \leq 1 \tag{1.9}
\end{equation*}
$$

Note that in (1.7), delays appear in the highest order spatial derivative terms and there are possibly countably many discrete delays. Moreover, the highest spatial derivatives also appear in the cost functional (1.8) and in the terminal state constraint (1.9). In [20], the authors established the existence and uniqueness as well as some properties of the solutions of equations more general than (1.7) (in an abstract setting). Based on the results of [20], we are going to derive a Pontryagin-type maximum principle for the corresponding optimal control problem in this paper. The major mathematical difficulty comes from the fact that since the control domain $U$ is not necessarily convex, we have to use spike perturbation of the control. On the other hand, since the presented terminal state constraint is in some "small" space (relative to the space $M^{2} \equiv H \times L^{2}(0, T ; H)$, see Section 2), we need some fine estimates on the perturbed trajectories under the spike-type variation of the control. This will be achieved by an approximation technique. We point out that the usual vector measure technique used in [11,12] cannot be directly applied here.

There is an extensive literature on the optimal control of infinite dimensional retarded evolution equations (see [1,6,13-15, 19, 21] and the references cited therein). Most of the above-mentioned works, however, deal with systems with delays appearing in the lower order spatial derivatives, except [6], which studies an LQ problem for a linear system with one (discrete) delay in the highest order spatial derivative term. For finite dimensional cases, see [3,4]; and for general results of infinite dimensional optimal control theory, see [12] (as well as [8, 10, 11]).

The rest of the paper is organized as follows. In Section 2, we formulate our optimal control problem. In Section 3, we state the main result of this paper-the maximum principle. Section 4 is devoted to some auxiliary results which are crucial to the proof of the main result. A proof of the maximum principle is given in Section 5.

## 2. Formulation of the problem

Roughly speaking, we consider here the following abstract control system:

$$
\begin{cases}\dot{x}(t)=A x(t)+F\left(t, x_{t}, u(t)\right), & t \in(0, T)  \tag{2.1}\\ x(0)=x_{0}, \quad x(t)=\varphi(t), & t \in[-r, 0)\end{cases}
$$

The cost functional is given by

$$
\begin{equation*}
J(u(\cdot))=\int_{0}^{T} F^{0}\left(t, x_{t}, u(t)\right) d t \tag{2.2}
\end{equation*}
$$

and the terminal state constraint takes the form:

$$
\begin{equation*}
\binom{x(T ; u(\cdot))}{x_{T}(\cdot ; u(\cdot))} \in Q \tag{2.3}
\end{equation*}
$$

The optimal control problem is to minimize (2.2) subject to (2.1) and (2.3), over the set of all admissible controls.

We now make the above precise. Let $H$ be a Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and the induced norm $|\cdot| \equiv|\cdot|_{H}$. Let $M^{2}=H \times L^{2}(-r, 0 ; H)$ be endowed with an inner product

$$
\begin{equation*}
\left\langle\binom{\xi}{\varphi(\cdot)},\left.\binom{\hat{\xi}}{\hat{\varphi}(\cdot)}\right|_{M^{2}} \triangleq\langle\xi, \hat{\xi}\rangle+\int_{-r}^{0}\langle\varphi(\theta), \hat{\varphi}(\theta)\rangle d \theta, \quad \forall\binom{\xi}{\varphi(\cdot)},\binom{\hat{\xi}}{\hat{\varphi}(\cdot)} \in M^{2}\right. \tag{2.4}
\end{equation*}
$$

Then $M^{2}$ is a Hilbert space. Next, we let $A: \mathscr{D}(A) \subseteq H \rightarrow H$ generate an exponentially stable analytic semigroup $e^{A t}$ on $H$. Thus, without loss of generality, we may assume the following:
(H1) There exist constants $\delta_{0}, \omega, M_{0}, M_{1}, \hat{M}>0$, such that

$$
\begin{equation*}
\rho(A) \supseteq \Sigma_{\delta_{0}} \triangleq\left\{\lambda \in \mathbb{C}| | \arg \lambda \mid \leq \pi / 2+\delta_{0}\right\} \cup\{0\} \tag{2.5}
\end{equation*}
$$

where $\rho(A)$ is the resolvent set of $A$;

$$
\begin{align*}
\left\|\left(\lambda I_{H}-A\right)^{-1}\right\|_{\mathscr{L}(H)} & \leq \frac{M_{0}}{1+|\lambda|}, & & \forall \lambda \in \Sigma_{\delta_{0}}  \tag{2.6}\\
\left\|A e^{A t}\right\|_{\mathscr{L}(H)} & \leq M_{1} / t, & & \forall t>0 ;  \tag{2.7}\\
\left\|e^{A t}\right\|_{\mathscr{L}(H)} & \leq \hat{M} e^{-\omega t}, & & \forall t \geq 0 . \tag{2.8}
\end{align*}
$$

In what follows, we endow $\mathscr{D}(A)$ with the inner product

$$
\begin{equation*}
\langle x, \hat{x}\rangle_{A}=\langle A x, A \hat{x}\rangle, \quad \forall x, \hat{x} \in \mathscr{D}(A) \tag{2.9}
\end{equation*}
$$

Then $\left(\mathscr{D}(A),(\cdot, \cdot\rangle_{A}\right)$ is a Hilbert space. We denote the induced norm by $|\cdot|_{A}$. Next, we introduce the space

$$
\begin{equation*}
X=\left\{\left.x \in H\left|\int_{0}^{\infty}\right| A e^{A t} x\right|^{2} d t<\infty\right\} \tag{2.10}
\end{equation*}
$$

and define

$$
\begin{equation*}
\langle x, y\rangle_{X} \triangleq\langle x, y\rangle+\int_{0}^{\infty}\left\langle A e^{A t} x, A e^{A t} y\right\rangle d t, \quad \forall x, y \in X \tag{2.11}
\end{equation*}
$$

Then $\left(X,(\cdot, \cdot)_{X}\right)$ is a Hilbert space. We denote the induced norm by $|\cdot|_{X}$.

Since $e^{A t}$ is exponentially stable, the following operator $P \in \mathscr{L}(H)$ is well-defined:

$$
\begin{equation*}
P=\int_{0}^{\infty} e^{A^{*} t} e^{A t} d t \tag{2.12}
\end{equation*}
$$

which is positive definite and is the unique solution of the Lyapunov equation

$$
\begin{equation*}
P A+A^{*} P=-I \tag{2.13}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\int_{0}^{\infty}\left\langle e^{A t} x, e^{A t} y\right\rangle d t=\langle P x, y\rangle, \quad \forall x, y \in H \tag{2.14}
\end{equation*}
$$

Thus we have $\mathscr{D}(A) \subseteq X \subseteq H$ and

$$
\begin{equation*}
|x|_{H} \leq|x|_{X} \leq|x|_{H}+\left\|P^{1 / 2}\right\||x|_{A}, \quad \forall x \in \mathscr{D}(A) \tag{2.15}
\end{equation*}
$$

Note that $\mathscr{D}(A) \neq X \neq H$.
On the other hand, for any $\delta>0$, we have (under (H1))

$$
\begin{align*}
|x|_{x, \delta} & \equiv\left(|x|^{2}+\int_{0}^{\delta}\left|A e^{A t} x\right|^{2} d t\right)^{1 / 2} \leq|x|_{X} \leq\left(|x|^{2}+\int_{0}^{\delta}\left|A e^{A t} x\right|^{2} d t+\frac{M_{1}^{2}}{\delta}|x|^{2}\right)^{1 / 2} \\
& \leq\left(1+\frac{M_{1}}{\sqrt{\delta}}\right)|x|_{X, \delta}, \quad \forall x \in X \tag{2.16}
\end{align*}
$$

Thus $|\cdot|_{x}$ and $|\cdot|_{x, \delta}$ are equivalent.
Now let $U$ be a metric space and $T>r>0$. Denote

$$
\begin{equation*}
\mathscr{U} \equiv\{u(\cdot):[0, T] \rightarrow U \mid u(\cdot) \text { is measurable }\} \tag{2.17}
\end{equation*}
$$

Any element $u(\cdot) \in \mathscr{U}$ is called a control. We let $\Omega \equiv[0, T] \times[-r, 0] \times \mathscr{D}(A) \times$ $\mathscr{D}(A) \times U$, and any element in $\Omega$ be denoted by $(t, \theta, x, y, u)$. We introduce functions $f: \Omega \rightarrow H$ and $f^{0}: \Omega \rightarrow \mathbb{R}$ which satisfy the following conditions.
(H2) $f \in C(\Omega ; H), f^{0} \in C(\Omega ; \mathbb{R}) ; f$ and $f^{0}$ are Fréchet differentiable in $x$ and $y$ and

$$
\begin{equation*}
f_{x}, f_{y} \in C(\Omega ; \mathscr{L}(\mathscr{D}(A) ; H)), \quad f_{x}^{0}, f_{y}^{0} \in C\left(\Omega ; \mathscr{D}(A)^{\prime}\right) \tag{2.18}
\end{equation*}
$$

Moreover, there exist constants $L_{0}, L_{1}, L_{2} \geq 0$, such that for all $(t, \theta, x, y, u) \in \Omega$,

$$
\left\{\begin{array}{l}
\left\|f_{x}(t, \theta, x, y, u)\right\|_{\mathscr{L}(\mathscr{D}(A) ; H)} \leq L_{1}  \tag{2.19}\\
\left\|f_{y}(t, \theta, x, y, u)\right\|_{\mathscr{L}(\mathscr{D}(A) ; H)} \leq L_{2} \\
\left\|f_{x}^{0}(t, \theta, x, y, u)\right\|_{\mathscr{D}(A)^{\prime}},\left\|f_{y}^{0}(t, \theta, x, y, u)\right\|_{\mathscr{D}(A)^{\prime}} \leq L_{0} \\
|f(t, \theta, 0,0, u)|_{H},\left|f^{0}(t, \theta, 0,0, u)\right| \leq L_{0}
\end{array}\right.
$$

where $\mathscr{D}(A)^{\prime}$ is the dual of $\left(\mathscr{D}(A),|\cdot|_{A}\right)$ (as a Banach space).
Now we let $\mu$ and $\nu$ be nonnegative Radon measures on $\mathscr{B}[-r, 0]$, the Borel $\sigma$-field of $[-r, 0]$. Then for any $z(\cdot) \in C([-r, 0] ; \mathscr{D}(A)),(t, u) \in[0, T] \times U$, we define

$$
\left\{\begin{array}{l}
F(t, z, u)=\int_{[-r, 0]} f(t, \theta, z(0), z(\theta), u) \mu(d \theta)  \tag{2.20}\\
F^{0}(t, z, u)=\int_{[-r, 0]} f^{0}(t, \theta, z(0), z(\theta), u) v(d \theta)
\end{array}\right.
$$

These are the functions which appeared in (2.1) and (2.2).
The following result is a refinement of Lemma 3.2 found in [20]. As in [20], we may assume all the functions involved are Borel measurable (if necessary, we may make Borel measurable modifications).

Lemma 2.1. Let (H2) hold. Then, for any $x(\cdot) \in L^{2}(-r, T ; \mathscr{D}(A))$ and $u(\cdot) \in \mathscr{U}$, the map $t \mapsto F\left(t, x_{t}, u(t)\right)$ is in $L^{2}(0, T ; H)$, where $x_{t}$ stands for $x(t+\theta), \theta \in[-r, 0]$. Moreover, for any $t_{0} \in[0, T]$ and $\delta \in[0, r]$ with $t_{0}+\delta \leq T$, we have that

$$
\begin{align*}
\left(\int_{t_{0}}^{t_{0}+\delta}\right. & \left.\left|F\left(t, x_{t}, u(t)\right)\right|_{H}^{2} d t\right)^{1 / 2} \\
\leq & \left\{L_{1} \mu([-r, 0])+L_{2} \mu([-r, 0])^{1 / 2} \mu([-\delta, 0])^{1 / 2}\right\}|x(\cdot)|_{L^{2}\left(t_{0}, t_{0}+\delta ; \mathscr{D}(A)\right)} \\
& +L_{0} \sqrt{\delta} \mu([-r, 0])+L_{2} \mu([-r, 0])|x(\cdot)|_{L^{2}\left(t_{0}-r, t_{0} ; \mathscr{D}(A)\right)} \tag{2.21}
\end{align*}
$$

Proof. The first conclusion follows from [20]. We now prove the estimate (2.21). By (2.19) and Lemma 2.2 of [20], we have

$$
\begin{align*}
& \left(\int_{t_{0}}^{t_{0}+\delta}\left|F\left(t, x_{t}, u(t)\right)\right|_{H}^{2} d t\right)^{1 / 2} \\
& \quad \leq L_{0} \sqrt{\delta} \mu([-r, 0])+L_{1} \mu([-r, 0])|x(\cdot)|_{L^{2}\left(t_{0}, t_{0}+\delta ; \mathscr{Q}(A)\right)}+(I) \tag{2.22}
\end{align*}
$$

where

$$
\begin{aligned}
(I) \equiv & \left\{\int_{t_{0}}^{t_{0}+\delta}\left[L_{2} \int_{[-r, 0]}|A x(t+\theta)| \mu(d \theta)\right]^{2} d t\right\}^{1 / 2} \\
\leq & L_{2} \mu([-r, 0])^{1 / 2}\left\{\int_{[-r, 0]} \int_{t_{0}+\theta}^{t_{0}+\theta+\delta}|A x(t)|^{2} d t \mu(d \theta)\right\}^{1 / 2} \\
\leq & L_{2} \mu([-r, 0])^{1 / 2}\left\{\left(\int_{t_{0}}^{t_{0}+\delta} \int_{\left[-\left(t_{0}+\delta-t\right), 0\right]}|A x(t)|^{2} \mu(d \theta) d t\right)^{1 / 2}\right. \\
& \left.+\left(\int_{t_{0}-r}^{t_{0}} \int_{\left[-\left(r \wedge\left(t_{0}+\delta-t\right)\right), t-t_{0}\right]}|A x(t)|^{2} \mu(d \theta) d t\right)^{1 / 2}\right\}
\end{aligned}
$$

$$
\begin{align*}
\leq & L_{2} \mu([-r, 0])|x(\cdot)|_{L^{2}\left(t_{0}-r, t_{0}: \mathscr{D}(A)\right)}  \tag{7}\\
& +L_{2} \mu([-r, 0])^{1 / 2} \mu([-\delta, 0])^{1 / 2}|x(\cdot)|_{L^{2}\left(t_{0}, t_{0}+\delta: \mathscr{O}(A)\right)} . \tag{2.23}
\end{align*}
$$

Then (2.21) follows.
It is easy to see that a similar result holds for the map $F^{0}$. From [20], we have the following existence and uniqueness result for (2.1).

Proposition 2.2. Let ( H 1$)$ and $(\mathrm{H} 2)$ hold. Let the following also hold:
(H3) The nonnegative Radon measure $\mu$ satisfies

$$
\begin{equation*}
\varlimsup_{s \downarrow 0}\left(M_{0}+1\right) \mu([-r, 0])^{1 / 2}\left[L_{1} \mu([-r, 0])^{1 / 2}+L_{2} \mu([-s, 0])^{1 / 2}\right]<1 \tag{2.24}
\end{equation*}
$$

Then, for any $x_{0} \in X, \varphi(\cdot) \in L^{2}(-r, 0 ; \mathscr{D}(A))$ and $u(\cdot) \in \mathscr{U}$, there exists a unique strong solution $x(\cdot) \in L^{2}(0, T ; \mathscr{D}(A)) \bigcap W^{1,2}([0, T] ; H) \hookrightarrow C([0, T] ; X)$ of $(2.1)$.

Hereafter, the pair $\left(x_{0}, \varphi(\cdot)\right) \in X \times L^{2}(-r, 0 ; \mathscr{D}(A))$ will be fixed. Sometimes we write $x(\cdot ; u(\cdot))$ to emphasize the dependence of the solution $x(\cdot)$ on the control $u(\cdot) \in \mathscr{U}$. Next, we let $Q$ be a convex and closed subset in $X \times L^{2}(-r, 0 ; \mathscr{D}(A))$. Then, by Proposition 2.2, we see that the terminal state constraint (2.3) is meaningful. We let $\mathscr{U}_{a d}$ be the set of all $u(\cdot) \in \mathscr{U}$ such that the corresponding trajectory $x(\cdot ; u(\cdot))$ satisfies the constraint (2.3).

Clearly, under (H1)-(H3), for any $u(\cdot) \in \mathscr{U}$, the cost functional (2.2) is welldefined. The nonemptiness of the set $\mathscr{U}_{a d}$ is the problem of controllability which will not be discussed here. In this paper, we consider the optimal control problem associated with the system (2.1), the terminal constraint (2.3) and the cost functional (2.2), assuming that $\mathscr{U}_{a d}$ is nonempty. Our optimal control problem can be stated as follows.

Problem (C). Find a control $\bar{u}(\cdot) \in \mathscr{U}_{a d}$, such that

$$
\begin{equation*}
J(\bar{u}(\cdot))=\min _{u(\cdot) \in \tilde{\mathscr{Q}}_{a d}} J(u(\cdot)) . \tag{2.25}
\end{equation*}
$$

Any $\bar{u}(\cdot) \in \mathscr{U}_{a d}$ satisfying (2.25) is referred to as an optimal control, the corresponding trajectory $x(\cdot ; \bar{u}(\cdot))$ and the pair $(x(\cdot ; \bar{u}(\cdot)), \bar{u}(\cdot))$ are called an optimal trajectory and pair, respectively. We will derive some necessary conditions for optimal pairs in the next section.

## 3. Main result

In this section, we state our main result and make some simple remarks. Let $\bar{u}(\cdot) \in \mathscr{U}_{a d}$ be an optimal control and $\bar{x}(\cdot) \equiv x(\cdot ; \bar{u}(\cdot))$ be the corresponding optimal
trajectory. We now introduce the variational system along the pair $(\bar{x}(\cdot), \bar{u}(\cdot))$. For any $u(\cdot) \in \mathscr{U}$, let

$$
\left\{\begin{align*}
\dot{\xi}(t)= & A \xi(t)+(D F)\left(t, \bar{x}_{t}, \bar{u}(t)\right) \xi_{t} & &  \tag{3.1}\\
& +F\left(t, \bar{x}_{t}, u(t)\right)-F\left(t, \bar{x}_{t}, \bar{u}(t)\right), & & t \in(0, T), \\
\xi(t)= & 0, & & t \in[-r, 0], \text { in } H
\end{align*}\right.
$$

where, for any $(x(\cdot), u(\cdot)) \in L^{2}(-r, T ; \mathscr{D}(A)) \times \mathscr{U}$ and $\xi(\cdot) \in L^{2}(-r, T ; \mathscr{D}(A))$,

$$
\begin{align*}
(D F)\left(t, x_{t}, u(t)\right) \xi_{t}= & \int_{[-r, 0]} f_{x}(t, \theta, x(t), x(t+\theta), u(t)) \xi(t) \mu(d \theta) \\
& +\int_{[-r, 0]} f_{y}(t, \theta, x(t), x(t+\theta), u(t)) \xi(t+\theta) \mu(d \theta) \tag{3.2}
\end{align*}
$$

We also define

$$
\begin{align*}
\left(D F^{0}\right)\left(t, x_{t}, u(t)\right) \xi_{t}= & \int_{[-r, 0]} f_{x}^{0}(t, \theta, x(t), x(t+\theta), u(t)) \xi(t) v(d \theta) \\
& +\int_{[-r, 0]} f_{y}^{0}(t, \theta, x(t), x(t+\theta), u(t)) \xi(t+\theta) v(d \theta) \tag{3.3}
\end{align*}
$$

Clearly (3.1) has the same form as (2.1). Thus, under (H1)-(H3), for any $u(\cdot) \in \mathscr{U}$, there exists a unique solution $\xi(\cdot) \equiv \xi(\cdot ; u(\cdot))$ of (3.1), which is in $L^{2}(0, T ; \mathscr{D}(A)) \cap$ $W^{1,2}(0, T ; H) \hookrightarrow C([0, T] ; X)$. Set

$$
\begin{equation*}
\mathscr{R}=\left\{\left.\binom{\xi(T ; u(\cdot))}{\xi_{T}(\cdot ; u(\cdot))} \right\rvert\, u(\cdot) \in \mathscr{U}\right\} \subseteq X \times L^{2}(0, T ; \mathscr{D}(A)) \tag{3.4}
\end{equation*}
$$

We call $\mathscr{R}$ the reachable set of the variational system (3.1). Next, we introduce the adjoint system of the variational system. To this end, let us first define the maps $(D F)^{\prime}$ and $\left(D F^{0}\right)^{\prime}$. For any $(x(\cdot), u(\cdot)) \in L^{2}(-r, T ; \mathscr{D}(A)) \times \mathscr{U}, t \in[0, T]$ and $\psi(\cdot) \in L^{2}(0, T+r ; H)$,

$$
\begin{align*}
&(D F)^{\prime}\left(t, x_{t}, u(t)\right) \psi^{t} \\
&= \int_{[-r, 0]} f_{x}(t, \theta, x(t), x(t+\theta), u(t))^{\prime} \psi(t) \mu(d \theta) \\
&+\int_{[-r, 0]} f_{y}(t-\theta, \theta, x(t-\theta), x(t), u(t-\theta))^{\prime} \psi(t-\theta) \mu(d \theta)  \tag{3.5}\\
&\left(D F^{0}\right)^{\prime}\left(t, x_{t}, u(t)\right)= \int_{[-r, 0]} f_{x}^{0}(t, \theta, x(t), x(t+\theta), u(t)) v(d \theta) \\
&+\int_{[-r, 0]} f_{y}^{0}(t-\theta, \theta, x(t-\theta), x(t), u(t-\theta)) v(d \theta) \tag{3.6}
\end{align*}
$$

In the above, $\psi^{t}$ stands for $\psi(t-\theta), \theta \in[-r, 0]$. We note that

$$
\begin{equation*}
f_{x}(t, \theta) \equiv f_{x}(t, \theta, x(t), x(t+\theta), u(t)): \mathscr{D}(A) \rightarrow H \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f_{x}(t, \theta)\right\|_{\mathscr{L}(\mathscr{O}(A) ; H)} \leq L_{1} \tag{3.8}
\end{equation*}
$$

Thus we may let $f_{x}(t, \theta)^{\prime}: H^{\prime}=H \rightarrow \mathscr{D}(A)^{\prime}$ be the adjoint operator of $f_{x}(t, \theta)$. Clearly, for any $\psi(\cdot) \in L^{2}(0, T+\gamma ; H)$, the first term on the right-hand side of (3.5) is well-defined. Similarly, the second term is also well-defined. In (3.5) and (3.6), we have taken the convention that the functions and measures are extended to be zero out of their domains. For example,

$$
f_{y}(s, \theta, x, y, u)=0, \quad f^{0}(s, \theta, x, y, u)=0, \quad \text { if } s>T
$$

Clearly, we have

$$
\left\{\begin{array}{l}
(D F)^{\prime}(\cdot, x ., u(\cdot)) \psi \cdot \in L^{2}\left(0, T ; \mathscr{D}(A)^{\prime}\right), \quad \forall \psi(\cdot) \in L^{2}(0, T+r ; H)  \tag{3.9}\\
\left(D F^{0}\right)^{\prime}(\cdot, x ., u(\cdot)) \in L^{2}\left(0, T ; \mathscr{D}(A)^{\prime}\right)
\end{array}\right.
$$

By some routine calculations, we further have

$$
\left\{\begin{array}{l}
\int_{0}^{T}\left\langle(D F)\left(t, x_{t}, u(t)\right) \xi_{t}, \psi(t)\right\rangle_{H} d t=\int_{0}^{T}\left\langle(D F)^{\prime}\left(t, x_{t}, u(t)\right) \psi^{t}, \xi(t)\right\rangle_{\mathscr{D}(A)^{\prime}, \mathscr{D}(A)} d t  \tag{3.10}\\
\int_{0}^{T}\left(D F^{0}\right)\left(t, x_{t}, u(t)\right) \xi_{t} d t=\int_{0}^{T}\left\langle\left(D F^{0}\right)^{\prime}\left(t, x_{t}, u(t)\right), \xi(t)\right\rangle_{\mathscr{D}(A)^{\prime}, \mathscr{D}(A)} d t
\end{array}\right.
$$

On the other hand, since $A \in \mathscr{L}(\mathscr{D}(A) ; H)$, we may define $A^{\prime} \in \mathscr{L}\left(H ; \mathscr{D}(A)^{\prime}\right)$ to be the adjoint operator of $A$. Finally, we let $\psi^{0} \in[-1,0]$ and $\varphi(\cdot) \in L^{2}\left(-r, 0 ; \mathscr{D}(A)^{\prime}\right)$ (defining $\varphi(t)$ to be zero for $t \notin[-r, 0]$ ). Now the adjoint system (along the optimal pair $(\bar{x}(\cdot), \bar{u}(\cdot)))$ reads as follows:

$$
\left\{\begin{array}{rlrl}
\dot{\psi}(t)+A^{\prime} \psi(t)+(D F)^{\prime}\left(t, \bar{x}_{t}, \bar{u}(t)\right) \psi^{t} &  \tag{3.11}\\
& +\psi^{0}\left(D F^{0}\right)^{\prime}\left(t, \bar{x}_{i}, \bar{u}(t)\right)+\varphi(t-T)=0, & & t \in(0, T), \text { in } \mathscr{D}(A)^{\prime} \\
\psi(T) \in X^{\prime}, \quad \psi(t)=0, & & t>T
\end{array}\right.
$$

Let us now define the Hamiltonian: $\forall(t, z(\cdot), u) \in[0, T] \times C([-r, 0] ; \mathscr{D}(A)) \times U$ and $\left(\psi^{0}, \psi\right) \in \mathbb{R} \times H$,

$$
\begin{equation*}
H\left(t, z(\cdot), u, \psi^{0}, \psi\right)=\psi^{0} F^{0}(t, z(\cdot), u)+\langle\psi, F(t, z(\cdot), u)\rangle \tag{3.12}
\end{equation*}
$$

As with $F$ and $F^{0}$, we see that for any $z \in L^{2}(-r, 0 ; \mathscr{D}(A))$, the above is also well-defined. We are now ready to state our main result.

Theorem 3.1 (Maximum Principle). Let (H1)-(H3) hold and let $(\bar{x}(\cdot), \bar{u}(\cdot))$ be an optimal pair. Let the following also hold:
(H4) The set (recall (3.4) for the definition of $\mathscr{R}$ )

$$
\begin{equation*}
\mathscr{R}-Q \equiv\{p-q \mid p \in \mathscr{R}, q \in Q\} \tag{3.13}
\end{equation*}
$$

is finite codimensional $([11,12])$ in $X \times L^{2}(-r, 0 ; \mathscr{D}(A))$.
Then there exists a nontrivial pair $\left(\psi^{0}, \psi(\cdot)\right) \in[-1,0] \times\left(L^{2}(0, T ; H) \cap W^{1,2}([0, T] ;\right.$ $\left.\mathscr{D}(A)^{\prime}\right)$ ), such that the adjoint system (3.11) with the data $(\psi(T), \varphi(\cdot)) \in X^{\prime} \times$ $L^{2}(-r, 0 ; \mathscr{D}(A))$ satisfies the transversality condition

$$
\begin{gather*}
\left\langle\psi(T), q_{0}-\bar{x}(T)\right\rangle_{x^{\prime} \cdot X}+\int_{-r}^{0}\left\langle\varphi(\theta), q_{1}(\theta)-\bar{x}(T+\theta)\right\rangle_{\mathscr{D}(A)^{\prime} \cdot \mathscr{D}(A)} d \theta \geq 0,  \tag{3.14}\\
\forall\left(q_{0}, q_{1}(\cdot)\right) \in Q
\end{gather*}
$$

and the maximum condition holds:

$$
\begin{equation*}
H\left(t, \bar{x}_{t}, \bar{u}(t), \psi^{0}, \psi(t)\right)=\max _{u \in U} H\left(t, \bar{x}_{t}, u, \psi^{0}, \psi(t)\right), \quad \text { a.e. } t \in[0, T] . \tag{3.15}
\end{equation*}
$$

Remark 3.2. From [11, 12], we know that (H4) holds provided one of $\mathscr{P}$ and $Q$ is finite codimensional. The condition that $Q$ be finite codimensional should be relatively easy to check.

## 4. Auxiliary lemmas

In this section, we present some lemmas which will play crucial roles in the proof of our main result.

Lemma 4.1. Let $h(\cdot) \in L^{2}(0, T ; H)$. Then for any $\rho \in(0,1)$ there exists a measurable set $E_{\rho} \subseteq[0, T]$ with

$$
\begin{equation*}
\left|E_{\rho}\right| \triangleq \text { meas } E_{\rho}=\rho T \tag{4.1}
\end{equation*}
$$

such that the function

$$
\begin{equation*}
\eta_{\rho}(t) \equiv \int_{0}^{t} e^{A(t-\tau)} i\left(\frac{1}{\rho} \chi_{E_{\rho}}(\tau)-1\right) h(\tau) d \tau, \quad \tau \in[0, T] \tag{4.2}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left|\eta_{\rho}(\cdot)\right|_{L^{2}(0, T ; \mathscr{D}(A)) \cap C([0, T] ; X)}=o(1), \quad \text { as } \rho \rightarrow 0 \tag{4.3}
\end{equation*}
$$

REMARK 4.2. Let us take $h(t) \equiv h_{0} \in \mathscr{D}(A)$, with $\left|h_{0}\right|=1$. Then

$$
\begin{equation*}
\dot{\eta}_{\rho}(t)=A \eta_{\rho}(t)+\left(\chi_{E_{\rho}}(t) / \rho-1\right) h_{0} \tag{4.4}
\end{equation*}
$$

Since

$$
\begin{equation*}
\int_{0}^{T}\left|\left(\frac{1}{\rho} \chi_{E_{\rho}}(t)-1\right) h_{0}\right|^{2} d t=\frac{T}{\rho}-T \tag{4.5}
\end{equation*}
$$

we see that the following equation does not hold:

$$
\begin{equation*}
\left|\eta_{\rho}(\cdot)\right|_{\left.L^{2}(0, T: \mathscr{D}(A)) n w^{1 \cdot 2}(10, T] ; H\right)}=o(1), \quad \text { as } \rho \rightarrow 0 \tag{4.6}
\end{equation*}
$$

Thus we could not expect to obtain

$$
\begin{equation*}
\left|\eta_{\rho}(\cdot)\right|_{c(0, T) ; X)}=o(1), \quad \text { as } \rho \rightarrow 0 \tag{4.7}
\end{equation*}
$$

$v i a$ proving (4.6) and applying the embedding $L^{2}(0, T ; \mathscr{D}(A)) \cap W^{1,2}([0, T] ; H) \hookrightarrow$ $C([0, T] ; X)$. However (4.7) is necessary for treating the state constraint $Q \subset X \times$ $L^{2}(-r, 0 ; \mathscr{D}(A))$. Hence we have to prove (4.7) directly.

Proof of Lemma 4.1. For any given $\rho \in(0,1)$, we let $\tilde{h}(\cdot) \in C([0, T] ; \mathscr{D}(A))$ such that

$$
\begin{equation*}
|h(\cdot)-\tilde{h}(\cdot)|_{L^{2}(0, T ; H)} \leq \rho^{2} \tag{4.8}
\end{equation*}
$$

Since $A \tilde{h}(\cdot) \in C([0, T] ; H)$ and $h(\cdot) \in L^{2}(0, T ; H)$, as in [11, 12], we can find a measurable set $E_{\rho} \subseteq[0, T]$ with property (4.1), such that

$$
\begin{equation*}
\left|\frac{1}{\rho} \int_{0} e^{A(-\tau)} A \tilde{h}(\tau) \chi_{E_{\rho}}(\tau) d \tau-\int_{0} e^{A(-\tau)} A \tilde{h}(\tau) d \tau\right|_{C(0, T] ; H)}=o(1) \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\frac{1}{\rho} \int_{0}^{\cdot} h(\tau) \chi_{E_{\rho}}(\tau) d \tau-\int_{0}^{\cdot} h(\tau) d \tau\right|_{C(0, T] ; H)}=o(1) \tag{4.10}
\end{equation*}
$$

Thus

$$
\begin{align*}
\left|\eta_{\rho}(\cdot)\right|_{L^{2}(0, T: \mathscr{D}(A))} \leq & \left|\frac{1}{\rho} \cdot \int_{0} e^{A(-\tau)}[h(\tau)-\tilde{h}(\tau)] \chi_{E_{\rho}}(\tau) d \tau\right|_{L^{2}(0, T ; \mathscr{D}(A))} \\
& +\left|\int_{0} e^{A(-\tau)}[h(\tau)-\tilde{h}(\tau)] d \tau\right|_{L^{2}(0, T ; \mathscr{D}(A))} \\
& +\left|\frac{1}{\rho} \int_{0} e^{A(\cdot-\tau)} \tilde{h}(\tau) \chi_{E_{\rho}}(\tau) d \tau-\int_{0} e^{A(-\tau)} \tilde{h}(\tau) d \tau\right|_{L^{2}(0, T ; \mathscr{D}(A))} \\
\leq & \left(M_{0}+1\right)\left(\frac{1}{\rho}+1\right)|h(\cdot)-\tilde{h}(\cdot)|_{L^{2}(0, T ; H)}+o(1)=o(1) . \tag{4.11}
\end{align*}
$$

On the other hand, we see that $\eta_{\rho}(\cdot)$ is the strong solution of

$$
\begin{equation*}
\dot{\eta}_{\rho}(t)=A \eta_{\rho}(t)+\left(\chi_{E_{\rho}}(t) / \rho-1\right) h(t), \quad \eta_{\rho}(0)=0 \tag{4.12}
\end{equation*}
$$

Hence, by (4.10) and the proved (4.11),

$$
\begin{align*}
\left|\eta_{\rho}(t)\right| & \leq \int_{0}^{T}\left|A \eta_{\rho}(\tau)\right| d \tau+\left|\frac{1}{\rho} \int_{0}^{t} h(\tau) \chi_{E_{\rho}}(\tau) d \tau-\int_{0}^{t} h(\tau) d \tau\right| \\
& \leq \sqrt{T}\left|\eta_{\rho}(\cdot)\right|_{L^{2}(0, T ; \mathscr{D}(A))}+o(1)=o(1), \quad \text { uniformly in } t \in[0, T] \tag{4.13}
\end{align*}
$$

Take $\delta \in(0, T]$ to be fixed. We now look at the following:

$$
\begin{align*}
&\left\{\int_{0}^{\delta}\left|A e^{A s} \eta_{\rho}(t)\right|^{2} d s\right\}^{1 / 2} \\
& \leq\left\{\int_{0}^{\delta}\left|A \int_{0}^{t} e^{A(s+t-\tau)}[h(\tau)-\tilde{h}(\tau)] d \tau\right|^{2} d s\right\}^{1 / 2} \\
&+\left\{\int_{0}^{\delta}\left|A \int_{0}^{t} e^{A(s+t-\tau)} \frac{1}{\rho}[h(\tau)-\tilde{h}(\tau)] \chi_{E_{\rho}}(\tau) d \tau\right|^{2} d s\right\}^{1 / 2} \\
&+\left\{\int_{0}^{\delta}\left|e^{A s}\left[\frac{1}{\rho} \int_{0}^{t} e^{A(t-\tau)} A \tilde{h}(\tau) \chi_{E_{\rho}}(\tau) d \tau-\int_{0}^{t} e^{A(t-\tau)} A \tilde{h}(\tau) d \tau\right]\right|^{2} d s\right\}^{1 / 2} \\
& \leq\left\{\int_{t}^{\delta+t}\left|A \int_{0}^{s} e^{A(s-\tau)}[h(\tau)-\tilde{h}(\tau)] \chi_{[0, t]}(\tau) d \tau\right|^{2} d s\right\}^{1 / 2} \\
&+\left\{\int_{t}^{t+\delta}\left|A \int_{0}^{s} e^{A(s-\tau)} \frac{1}{\rho}[h(\tau)-\tilde{h}(\tau)] \chi_{E_{\rho}}(\tau) \chi_{[0, t]}(\tau) d \tau\right|^{2} d s\right\}^{1 / 2} \\
&+\hat{M} \sqrt{T}\left|\frac{1}{\rho} \int_{0} e^{A(-\tau)} A \tilde{h}(\tau) \chi_{E_{\rho}}(\tau) d \tau-\int_{0} e^{A(-\tau)} A \tilde{h}(\tau) d \tau\right|_{C(0, T]: H)} \\
& \leq\left(M_{0}+1\right)\left(\frac{1}{\rho}+1\right)\left\{\int_{0}^{t+\delta}|h(\tau)-\tilde{h}(\tau)|^{2} \chi_{[0, T]}(\tau) d \tau\right\}^{1 / 2}+o(1) \\
& \leq\left(M_{0}+1\right)\left(\frac{1}{\rho}+1\right)|h(\cdot)-\tilde{h}(\cdot)|_{L^{2}(0, T ; H)}+o(1)=o(1) \tag{4.14}
\end{align*}
$$

uniformly in $t \in[0, T]$. Hence, by the observation we made in Section 2 about the norm of $X$, we have

$$
\begin{equation*}
\left|\eta_{\rho}(\cdot)\right|_{C([0, T]: X)}=o(1), \quad \text { as } \rho \rightarrow 0 \tag{4.15}
\end{equation*}
$$

Combining (4.11) with the above, we obtain (4.3).
Next, let us present a result concerned with the continuous dependence of the solution of evolution equations on the data.

LEMMA 4.3. Let the operator-valued function $G(\cdot): L^{2}(-r, T ; \mathscr{D}(A)) \rightarrow L^{2}(0$, $T ; H)$ satisfy the following: $\forall t_{0} \in[0, T)$ and $\delta>0$ with $t_{0}+\delta \leq T$,

$$
\begin{align*}
\left(\int_{t_{0}}^{t_{0}+\delta}\left|G(t) \hat{\zeta}_{1}\right|_{H}^{2} d t\right)^{1 / 2} \leq \bar{\omega}(\delta)|\hat{\zeta}(\cdot)|_{L^{2}\left(t_{0}, t_{0}+\delta ; \mathscr{D}(A)\right)}+K|\hat{\zeta}(\cdot)|_{L^{2}\left(t_{0}-r, t_{0} ; \mathscr{D}(A)\right)}  \tag{4.16}\\
\forall \hat{\zeta}(\cdot) \in L^{2}(-r, T ; \mathscr{D}(A))
\end{align*}
$$

with $K>0$ and $\bar{\omega}(\cdot) \in C\left(\mathbb{R}^{+} ; \mathbb{R}^{+}\right),\left(M_{0}+1\right) \bar{\omega}(0)<1$, independent of $\hat{\zeta}(\cdot)$. Let $h(\cdot) \in L^{2}(0, T ; H),(x, \varphi(\cdot)) \in X \times L^{2}(-r, 0 ; \mathscr{D}(A))$ and let $\zeta(\cdot) \in L^{2}(0, T ; \mathscr{D}(A)) \cap$ $W^{1,2}(0, T ; H)$ be the strong solution of

$$
\begin{cases}\dot{\zeta}(t)=A \zeta(t)+G(t) \zeta_{t}+h(t), & t \in(0, T], \text { in } H  \tag{4.17}\\ \zeta(0)=x, \quad \zeta(t)=\varphi(t), & t \in[-r, 0)\end{cases}
$$

Then there exists a constant $C>0$, such that

$$
\begin{align*}
&|\zeta(\cdot)|_{L^{2}(0, T ; \mathscr{O}(A))}+|\zeta(\cdot)|_{C([0, T] ; X)} \\
& \leq C\left\{\left|\int_{0} e^{A(\cdot-\tau)} h(\tau) d \tau\right|_{L^{2}(0, T ; \mathscr{D}(A))}+\left|\int_{0} e^{A(\cdot-\tau)} h(\tau) d \tau\right|_{C(0, T] ; X)}\right. \\
&\left.+|h(\cdot)|_{L^{1}(0, T ; H)}+|x|_{X}+|\varphi(\cdot)|_{L^{2}(-r, 0 ; \mathscr{D}(A))}\right\} \tag{4.18}
\end{align*}
$$

Proof. Take $\delta \equiv T / N>0$ such that

$$
\begin{equation*}
\omega_{0} \equiv\left(M_{0}+1\right) \bar{\omega}(\delta)<1 \tag{4.19}
\end{equation*}
$$

For $t \in[i \delta,(i+1) \delta]$, we have

$$
\begin{equation*}
\zeta(t)=e^{A(t-i \delta)} \zeta(i \delta)+\int_{i \delta}^{t} e^{A(t-\tau)} G(\tau) \zeta_{\tau} d \tau+\int_{i \delta}^{t} e^{A(t-\tau)} h(\tau) d \tau \tag{4.20}
\end{equation*}
$$

Then
$|\zeta(\cdot)|_{L^{2}(i \delta,(i+1) \delta ; \mathscr{D}(A))}$

$$
\begin{align*}
\leq & \left(\int_{i \delta}^{(i+1) \delta}\left|A e^{A(t-i \delta)} \zeta(i \delta)\right|^{2} d t\right)^{1 / 2}+\left(M_{0}+1\right)\left(\int_{i \delta}^{(i+1) \delta}\left|G(t) \zeta_{t}\right|^{2} d t\right)^{1 / 2} \\
& +\left(\int_{i \delta}^{(i+1) \delta}\left|A \int_{i \delta}^{t} e^{A(t-\tau)} h(\tau) d \tau\right|^{2} d t\right)^{1 / 2} \\
\leq & \left(\int_{0}^{\delta}\left|A e^{A 1} \zeta(i \delta)\right|^{2} d t\right)^{1 / 2}+\omega_{0}|\zeta(\cdot)|_{L^{2}(i \delta,(i+1) \delta ; \mathscr{D}(A))} \\
& +\left(M_{0}+1\right) K|\zeta(\cdot)|_{L^{2}(i \delta-r, i \delta ; \mathscr{D}(A))}+I_{i} \tag{4.21}
\end{align*}
$$

where

$$
\begin{align*}
I_{i}= & \left(\int_{i \delta}^{(i+1) \delta}\left|A \int_{i \delta}^{t} e^{A(t-\tau)} h(\tau) d \tau\right|^{2} d t\right)^{1 / 2} \\
\leq & \left(\int_{i \delta}^{(i+1) \delta}\left|A \int_{0}^{t} e^{A(t-\tau)} h(\tau) d \tau\right|^{2} d t\right)^{1 / 2} \\
& +\left(\int_{i \delta}^{(i+1) \delta}\left|A \int_{0}^{i \delta} e^{A(t-\tau)} h(\tau) d \tau\right|^{2} d t\right)^{1 / 2} \\
\leq & \left|\int_{0} e^{A(-\tau)} h(\tau) d \tau\right|_{L^{2}(0, T ; \mathscr{D}(A))}+\left(\int_{0}^{\delta}\left|A e^{A t} \int_{0}^{i \delta} e^{A(i \delta-\tau)} h(\tau) d \tau\right|^{2} d t\right)^{1 / 2} \\
\leq & \left|\int_{0} e^{A(-\tau)} h(\tau) d \tau\right|_{L^{2}(0, T ; \mathscr{D}(A))}+\left|\int_{0}^{A} e^{A(-\tau)} h(\tau) d \tau\right|_{C([0, T] ; X)} \equiv \hat{I} \tag{4.22}
\end{align*}
$$

Hence

$$
\begin{equation*}
|\zeta(\cdot)|_{\mathcal{L}^{2}(i \delta,(i+1) \delta ; \mathscr{D}(A))} \leq \frac{1}{1-\omega_{0}}\left[|\zeta(i \delta)|_{X}+\left(M_{0}+1\right) K|\zeta(\cdot)|_{L^{2}(i \delta-r, i \delta ; \mathscr{D}(A))}+\hat{I}\right] \tag{4.23}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
|\zeta(t)| \leq & |\zeta(i \delta)|+\int_{i \delta}^{t}|A \zeta(\tau)| d \tau+\int_{i \delta}^{t}\left|G(\tau) \zeta_{\tau}\right| d \tau+\int_{i \delta}^{t}|h(\tau)| d \tau \\
\leq & |\zeta(i \delta)|_{x}+\sqrt{\delta}\left\{|\zeta(\cdot)|_{L^{2}(i \delta,(i+1) \delta ; \mathscr{O}(A))}+|G(\cdot) \zeta \cdot|_{L^{2}(i \delta,(i+1) \delta ; H)}\right\} \\
& +\int_{i \delta}^{(i+1) \delta}|h(\tau)| d \tau \\
\leq & C\left[|\zeta(i \delta)|_{X}+|\zeta(\cdot)|_{L^{2}(i \delta-r, i \delta ; \mathscr{O}(A))}+\hat{I}\right]+\int_{i \delta}^{(i+1) \delta}|h(\tau)| d \tau \tag{4.24}
\end{align*}
$$

Also, for $t \in[i \delta,(i+1) \delta]$, we have

$$
\begin{aligned}
&\left(\int_{0}^{\delta}\left|A e^{A s} \zeta(t)\right|^{2} d s\right)^{1 / 2} \\
& \quad \leq\left(\int_{0}^{\delta}\left|A e^{A(s+t-i \delta)} \zeta(i \delta)\right|^{2} d s\right)^{1 / 2}+\left(\int_{0}^{\delta}\left|A \int_{i \delta}^{t} e^{A(s+t-\tau)} G(\tau) \zeta_{\tau} d \tau\right|^{2} d s\right)^{1 / 2} \\
&+\left(\int_{0}^{\delta}\left|A e^{A s} \int_{i \delta}^{t} e^{A(t-\tau)} h(\tau)\right|^{2} d s\right)^{1 / 2} \\
& \quad \leq \hat{M}\left(\int_{0}^{\delta}\left|A e^{A s} \zeta(i \delta)\right|^{2} d s\right)^{1 / 2}+\left(\int_{t}^{t+\delta}\left|A \int_{i \delta}^{t} e^{A(s-\tau)} G(\tau) \zeta_{\tau} d \tau\right|^{2} d s\right)^{1 / 2}
\end{aligned}
$$

$$
\begin{align*}
& +\left(\int_{0}^{\delta}\left|A e^{A s} \int_{0}^{t} e^{A(t-\tau)} h(\tau) d \tau\right|^{2} d s\right)^{1 / 2} \\
& +\left(\int_{0}^{\delta}\left|A e^{A s} \int_{0}^{i \delta} e^{A(t-\tau)} h(\tau) d \tau\right|^{2} d s\right)^{1 / 2} \\
\leq & \hat{M}|\zeta(i \delta)|_{X}+\left(\int_{i \delta}^{t+\delta}\left|A \int_{i \delta}^{s} e^{A(s-\tau)} G(\tau) \zeta_{\tau} \chi_{[i \delta, t]}(\tau) d \tau\right|^{2} d s\right)^{1 / 2} \\
& +\left|\int_{0} e^{A(-\tau)} h(\tau) d \tau\right|_{C(0, T] ; X)} \\
& +\left(\int_{0}^{\delta}\left|e^{A(t-i \delta)} A e^{A s} \int_{0}^{i \delta} e^{A(i \delta-\tau)} h(\tau)\right|^{2} d s\right)^{1 / 2} \\
\leq & \hat{M}|\zeta(i \delta)|_{X}+\left(M_{0}+1\right)\left(\int_{i \delta}^{(i+1) \delta}\left|G(\tau) \zeta_{\tau}\right|^{2} d \tau\right)^{1 / 2} \\
& +C\left|\int_{0} e^{A((-\tau)} h(\tau) d \tau\right|_{C((0, T]: X)} \\
\leq & C\left[|\zeta(i \delta)|_{X}+|\zeta(\cdot)|_{L^{2}(i \delta-r, i \delta: \mathscr{D}(A))}+\hat{I}\right] \tag{4.25}
\end{align*}
$$

This leads to

$$
\begin{equation*}
|\zeta(\cdot)|_{C[i \delta,(i+1) \delta ; X)} \leq C\left[|\zeta(i \delta)|_{X}+|\zeta(\cdot)|_{L^{2}(i \delta-r, i \delta ; \mathscr{O}(A))}+\hat{I}\right] \tag{4.26}
\end{equation*}
$$

Combining (4.23) and (4.26), we obtain (4.18) by induction.

## 5. Proof of Theorem 3.1

In this section, we give a proof of Theorem 3.1. Let $\bar{u}(\cdot) \in \mathscr{U}_{a d}$ be the given optimal control and $\bar{x}(\cdot)$ be the corresponding optimal trajectory. We denote

$$
\begin{align*}
d_{Q}(x, z)= & \inf _{(\hat{x}, \hat{\hat{z}}) \in Q}\left\{|x-\hat{x}|_{X}^{2}+|z-\hat{z}|_{L^{2}(-r, 0 ; \mathscr{D}(A))}^{2}\right\}^{1 / 2},  \tag{5.1}\\
& \forall(x, z) \in X \times L^{2}(-r, 0 ; \mathscr{D}(A)), \\
\bar{d}(u(\cdot), \hat{u}(\cdot))= & \operatorname{meas}\{t \in[0, T] \mid u(t) \neq \hat{u}(t)\}, \quad \forall u(\cdot), \hat{u}(\cdot) \in \mathscr{U} \tag{5.2}
\end{align*}
$$

We know that $(\mathscr{U}, \bar{d}(\cdot, \cdot))$ is a complete metric space $([11,12])$. For any $u(\cdot) \in \mathscr{U}$, we denote

$$
\begin{equation*}
x^{0}(u(\cdot))=J(u(\cdot)) \tag{5.3}
\end{equation*}
$$

Next, for any $\varepsilon>0$ and any $u(\cdot) \in \mathscr{U}$ (instead of $\mathscr{U}_{a d}!$ ), we define

$$
\begin{equation*}
J_{\varepsilon}(u(\cdot))=\left\{\left[\left(x^{0}(u(\cdot))-x^{0}(\bar{u}(\cdot))+\varepsilon\right)^{+}\right]^{2}+d_{Q}\left(x(T ; u(\cdot)), x_{T}(\cdot ; u(\cdot))\right)^{2}\right\}^{1 / 2} \tag{5.4}
\end{equation*}
$$

Clearly $J_{\varepsilon}(\cdot):(\mathscr{U}, \bar{d}) \rightarrow \mathbb{R}$ is continuous. Also, we have

$$
\left\{\begin{array}{l}
J_{\varepsilon}(u(\cdot))>0, \quad \forall u(\cdot) \in \mathscr{U}  \tag{5.5}\\
J_{\varepsilon}(\bar{u}(\cdot))=\varepsilon \leq \inf _{u(\cdot) \in \mathscr{U}} J_{\varepsilon}(u(\cdot))+\varepsilon
\end{array}\right.
$$

Thus, by Ekeland's variational principle ([12]), we have $u^{\varepsilon}(\cdot) \in \mathscr{U}$, such that

$$
\left\{\begin{array}{l}
\bar{d}\left(u^{\varepsilon}(\cdot), \bar{u}(\cdot)\right) \leq \sqrt{\varepsilon}  \tag{5.6}\\
J_{\varepsilon}\left(u^{\varepsilon}(\cdot)\right) \leq J_{\varepsilon}(\bar{u}(\cdot)) \\
-\sqrt{\varepsilon} \bar{d}\left(u^{\varepsilon}(\cdot), \hat{u}(\cdot)\right) \leq J_{\varepsilon}(\hat{u}(\cdot))-J_{\varepsilon}\left(u^{\varepsilon}(\cdot)\right), \quad \forall \hat{u}(\cdot) \in \mathscr{U}
\end{array}\right.
$$

We let

$$
\begin{equation*}
x^{\varepsilon}(\cdot)=x\left(\cdot ; u^{\varepsilon}(\cdot)\right), \quad x^{0, \varepsilon}=x^{0}\left(u^{\varepsilon}(\cdot)\right) \tag{5.7}
\end{equation*}
$$

We now take $u(\cdot) \in \mathscr{U}$ fixed. Define

$$
\left\{\begin{array}{l}
\Delta F^{\varepsilon}(\cdot) \equiv F\left(\cdot,\left(x^{\varepsilon}\right) ., u(\cdot)\right)-F\left(\cdot,\left(x^{\varepsilon}\right) ., u^{\varepsilon}(\cdot)\right) \in L^{2}(0, T ; H)  \tag{5.8}\\
\Delta F^{0, \varepsilon}(\cdot) \equiv F^{0}\left(\cdot,\left(x^{\varepsilon}\right) ., u(\cdot)\right)-F^{0}\left(\cdot,\left(x^{\varepsilon}\right) ., u^{\varepsilon}(\cdot)\right) \in L^{2}(0, T ; \mathbb{R})
\end{array}\right.
$$

By Lemma 4.1, together with a technique used in [11,12] (which has been used in the proof of Lemma 4.1.), we may find a measurable set $E_{\rho} \subseteq[0, T]$ with $\left|E_{\rho}\right|=\rho T$, :such that as $\rho \rightarrow 0$,

$$
\left\{\begin{array}{l}
\left|\int_{0} e^{A(-\tau)}\left(\frac{1}{\rho} \chi_{E_{\rho}}(\tau)-1\right) \Delta F^{\varepsilon}(\tau) d \tau\right|_{L^{2}(0, T ; \mathscr{O}(A)) \cap C([0, T] ; X)}=o(1)  \tag{5.9}\\
\left|\int_{0}\left(\frac{1}{\rho} \chi_{E_{\rho}}(\tau)-1\right) \Delta F^{0, \varepsilon}(\tau) d \tau\right|_{C([0, T] ; \mathbb{R})}=o(1)
\end{array}\right.
$$

We now define

$$
\begin{equation*}
u_{\rho}^{\varepsilon}(\cdot)=u(\cdot) \chi_{E_{\rho}}(\cdot)+u^{\varepsilon}(\cdot) \chi_{[0, T] \backslash E_{\rho}}(\cdot) \tag{5.10}
\end{equation*}
$$

and set

$$
\begin{equation*}
x_{\rho}^{\varepsilon}(\cdot)=x\left(\cdot ; u_{\rho}^{\varepsilon}(\cdot)\right), \quad x_{\rho}^{0, \varepsilon}=x^{0}\left(u_{\rho}^{\varepsilon}(\cdot)\right) \tag{5.11}
\end{equation*}
$$

Let $\xi^{\varepsilon}(\cdot) \in L^{2}(0, T ; \mathscr{D}(A)) \cap W^{1,2}([0, T] ; H)$ be the unique strong solution of

$$
\begin{cases}\dot{\xi}^{\varepsilon}(t)=A \xi^{\varepsilon}(t)+(D F)\left(t,\left(x^{\varepsilon}\right)_{t}, u^{\varepsilon}(t)\right)\left(\xi^{\varepsilon}\right)_{t}+\Delta F^{\varepsilon}(t), & \text { a.e. } t \in(0, T], \text { in } H  \tag{5.12}\\ \xi^{\varepsilon}(t)=0, & t \in[-r, 0]\end{cases}
$$

Next, define

$$
\begin{equation*}
w_{\rho}^{\varepsilon}(\cdot)=(1 / \rho)\left(x_{\rho}^{\varepsilon}(\cdot)-x^{\varepsilon}(\cdot)\right)-\xi^{\varepsilon}(\cdot) \tag{5.13}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
\left|w_{\rho}^{\varepsilon}(\cdot)\right|_{L^{2}(0, T ; \mathscr{D}(A)) \cap C([0, T] ; X)}=o(1), \quad \text { as } \rho \rightarrow 0 \tag{5.14}
\end{equation*}
$$

In fact, $w_{\rho}^{\varepsilon}(\cdot)$ satisfies

$$
\left\{\begin{align*}
\dot{w}_{\rho}^{\varepsilon}(t)= & A w_{\rho}^{\varepsilon}(t)+(D F)\left(t,\left(x^{\varepsilon}\right)_{t}, u^{\varepsilon}(t)\right)\left(w_{\rho}^{\varepsilon}\right)_{t}  \tag{5.15}\\
& +\frac{1}{\rho} \Delta F^{\varepsilon}(t) \chi_{E_{\rho}}(t)-\Delta F^{\varepsilon}(t)+h_{\rho}^{\varepsilon}(t), \quad \text { a.e. } t \in(0, T], \text { in } H \\
w_{\rho}^{\varepsilon}(t)= & 0, \quad t \in[-r, 0]
\end{align*}\right.
$$

where (denoting $\left.(D F)_{\rho}^{\varepsilon}\left(t, x_{t}\right)=(D F)\left(t, x_{t}, u^{\varepsilon}(t)\right)\right)$

$$
\begin{align*}
h_{\rho}^{\varepsilon}(t)= & \int_{0}^{1}\left\{(D F)_{\rho}^{\varepsilon}\left(t,\left(x^{\varepsilon}\right)_{t}+\sigma\left[\left(x_{\rho}^{\varepsilon}\right)_{t}-\left(x^{\varepsilon}\right)_{t}\right]\right)\right. \\
& \left.-(D F)\left(t,\left(x^{\varepsilon}\right)_{t}, u^{\varepsilon}(t)\right)\right\} d \sigma \frac{1}{\rho}\left[\left(x_{\rho}^{\varepsilon}\right)_{t}-\left(x^{\varepsilon}\right)_{t}\right] \tag{5.16}
\end{align*}
$$

Direct computation shows that

$$
\begin{equation*}
\lim _{\rho \rightarrow 0}\left|x_{\rho}^{\varepsilon}(\cdot)-x^{\varepsilon}(\cdot)\right|_{L^{2}(0, T ; \mathscr{D}(A)) \cap C([0, T] ; X)}=0 \tag{5.17}
\end{equation*}
$$

Thus, by (H2), we have

$$
\begin{align*}
\delta_{\rho}(t) \equiv & \int_{0}^{1} \|(D F)_{\rho}^{\varepsilon}\left(t,\left(x^{\varepsilon}\right)_{t}+\sigma\left[\left(x_{\rho}^{\varepsilon}\right)_{t}-\left(x^{\varepsilon}\right)_{t}\right]\right) \\
& -(D F)\left(t,\left(x^{\varepsilon}\right)_{t}, u^{\varepsilon}(t)\right) \|_{\mathscr{L}\left(L^{2}(-r, 0 ; \mathscr{D}(A)) ; H\right)} d \sigma \rightarrow 0, \quad \text { as } \rho \rightarrow 0 \tag{5.18}
\end{align*}
$$

Consequently,

$$
\begin{equation*}
\left|h_{\rho}^{\varepsilon}(\cdot)\right|_{L^{2}(0, T ; H)}^{2} \leq \int_{0}^{T} \delta_{\rho}(t)^{2}\left|\left(w_{\rho}^{\varepsilon}\right)_{t}+\left(\xi^{\varepsilon}\right)_{t}\right|_{L^{2}(-r, 0 ; \mathscr{D}(A))}^{2} d t \tag{5.19}
\end{equation*}
$$

Now, by Lemma 4.3, we obtain (5.14). As a consequence, we have

$$
\begin{equation*}
\xi^{0, \varepsilon} \equiv \lim _{\rho \rightarrow 0} \frac{x_{\rho}^{0, \varepsilon}-x^{0, \varepsilon}}{\rho}=\int_{0}^{T}(D F)^{0, \varepsilon}(t)\left(\xi^{\varepsilon}\right)_{t} d t+\int_{0}^{T} \Delta F^{0, \varepsilon}(t) d t \tag{5.20}
\end{equation*}
$$

where (see (3.3))

$$
(D F)^{0, \varepsilon}(t)\left(\xi^{\varepsilon}\right)_{t}=\left(D F^{0}\right)\left(t, x_{t}^{\varepsilon}, u^{\varepsilon}(t)\right)\left(\xi^{\varepsilon}\right)_{1}
$$

Hence, by taking $\hat{u}(\cdot)=u_{\rho}^{\varepsilon}(\cdot)$ in (5.6), we get

$$
\begin{equation*}
-\sqrt{\varepsilon} T \leq\left[J_{\varepsilon}\left(u_{\rho}^{\varepsilon}(\cdot)\right)-J_{\varepsilon}\left(u^{\varepsilon}(\cdot)\right)\right] / \rho . \tag{5.21}
\end{equation*}
$$

Letting $\rho \rightarrow 0$, we obtain

$$
\begin{equation*}
-\sqrt{\varepsilon} T \leq \psi^{0, \varepsilon} \xi^{0, \varepsilon}+\left\langle\psi^{\varepsilon}, \xi^{\varepsilon}(T)\right\rangle_{X^{\prime}, X}+\left\langle\varphi^{\varepsilon},\left(\xi^{\varepsilon}\right)_{T}\right\rangle_{L^{2}\left(-r, 0, \mathscr{D}(A)^{\prime}\right), L^{2}(-r, 0 ; \mathscr{D}(A))} \tag{5.22}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\psi^{0, \varepsilon}=\frac{\left(x^{0}\left(u^{\varepsilon}(\cdot)\right)-x^{0}(\bar{u}(\cdot))+\varepsilon\right)^{+}}{J_{\varepsilon}\left(u^{\varepsilon}(\cdot)\right)}  \tag{5.23}\\
\binom{\psi^{\varepsilon}}{\varphi^{\varepsilon}(\cdot)}=\frac{d_{Q}\left(x^{\varepsilon}(T),\left(x^{\varepsilon}\right)_{T}\right) \nabla d_{Q}\left(x^{\varepsilon}(T),\left(x^{\varepsilon}\right)_{T}\right)}{J_{\varepsilon}\left(u^{\varepsilon}(\cdot)\right)}
\end{array}\right.
$$

Here we should note that the space $X^{\prime} \times L^{2}\left(-r, 0 ; \mathscr{D}(A)^{\prime}\right)$ is strictly convex (since it is the dual of the Hilbert space $X \times L^{2}(-r, 0 ; \mathscr{D}(A))$ ). Thus, the above second equality makes sense. On the other hand, by the convexity of $Q$, we see that

$$
\begin{align*}
&\left\langle\psi^{\varepsilon}, q_{0}-x^{\varepsilon}(T)\right\rangle_{X^{\prime} \cdot x}+\left\langle\varphi^{\varepsilon}(\cdot),\right.\left.q_{1}(\cdot)-\left(x^{\varepsilon}\right)_{T}\right\rangle_{L^{2}\left(-r, 0 ; \mathscr{O}(A)^{\prime}\right), L^{2}(-r, 0 ; \mathscr{O}(A))} \leq 0  \tag{5.24}\\
& \forall\left(q_{0}, q_{1}(\cdot)\right) \in Q .
\end{align*}
$$

Thus, combining (5.22)-(5.24) and the finite codimensionality of $\mathscr{P}-Q$ in $X \times$ $L^{2}(-r, 0 ; \mathscr{D}(A))$, in a manner similar to that used in [11, 12], for some sequence $\varepsilon \rightarrow 0$, we have

$$
\begin{equation*}
\left(\psi^{0, \varepsilon}, \psi^{\varepsilon}, \varphi^{\varepsilon}(\cdot)\right) \stackrel{w}{\rightharpoonup}\left(\bar{\psi}^{0}, \bar{\psi}, \bar{\varphi}(\cdot)\right) \neq 0 \tag{5.25}
\end{equation*}
$$

Taking limits in (5.22), one has

$$
\begin{equation*}
0 \leq \bar{\psi}^{0} \xi^{0}+\langle\bar{\psi}, \xi(T)\rangle_{X^{\prime}, X}+\left\langle\bar{\varphi}, \xi_{T}\right\rangle_{L^{2}\left(-r, 0, \mathscr{D}(A)^{\prime}\right), L^{2}(-r, 0 ; \mathscr{D}(A))} \tag{5.26}
\end{equation*}
$$

where $\xi^{0} \in \mathbb{R}$ and $\xi(\cdot) \in L^{2}(0, T ; \mathscr{D}(A)) \bigcap W^{1.2}(0, T ; H)$ satisfy

$$
\left\{\begin{array}{l}
\dot{\xi}(t)=A \xi(t)+(D F)\left(t, \bar{x}_{t}, \bar{u}(t)\right) \xi_{t}+\Delta F(t), \quad \text { a.e. } t \in[0, T], \text { in } H  \tag{5.27}\\
\xi(t)=0, \quad t \in[-r, 0]
\end{array}\right.
$$

and

$$
\begin{equation*}
\xi^{0}=\int_{0}^{T}\left[\left(D F^{0}\right)\left(t, \bar{x}_{t}, \bar{u}(t)\right) \xi_{t}+\Delta F^{0}(t)\right] d t \tag{5.28}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\Delta F(t)=F\left(t, \bar{x}_{t}, u(t)\right)-F\left(t, \bar{x}_{t}, \bar{u}(t)\right),  \tag{5.29}\\
\Delta F^{0}(t)=F^{0}\left(t, \bar{x}_{t}, u(t)\right)-F^{0}\left(t, \bar{x}_{t}, \bar{u}(t)\right)
\end{array} \quad t \in[0, T]\right.
$$

We now define a linear functional $\mathscr{F}: L^{2}(0, T ; H) \rightarrow \mathbb{R}$ as follows: for any $\Delta F(\cdot) \in$ $L^{2}(0, T ; H)$, we let $\xi(\cdot) \in L^{2}(0, T ; \mathscr{D}(A)) \cap W^{1,2}(0, T ; H)$ be the solution of (5.27). Then let

$$
\begin{align*}
\mathscr{F}(\Delta F(\cdot))= & -\int_{0}^{T} \bar{\psi}^{0}\left(D F^{0}\right)\left(t, \bar{x}_{t}, \bar{u}(t)\right) \xi_{t} d t-\langle\bar{\psi}, \xi(T)\rangle_{X^{\prime}, X} \\
& -\left\langle\bar{\varphi}, \xi_{T}\right\rangle_{L^{2}\left(-r, 0 ; \mathscr{D}(A)^{\prime}\right), L^{2}(-r, 0 ; \mathscr{D}(A))} \tag{5.30}
\end{align*}
$$

It is immediate that $\mathscr{F}$ is bounded. Thus, by the Riesz representation theorem, we can find a $\psi(\cdot) \in L^{2}(0, T ; H)$, such that

$$
\begin{equation*}
\mathscr{F}(\Delta F(\cdot))=\langle\psi(\cdot), \Delta F(\cdot)\rangle_{L^{2}(0, T ; H)}, \quad \forall \Delta F(\cdot) \in L^{2}(0, T ; H) \tag{5.31}
\end{equation*}
$$

This means that

$$
\begin{align*}
\int_{0}^{T}\langle\psi(t), \dot{\xi}(t)\rangle_{H} d t= & \int_{0}^{T}\left[\left\langle\psi(t), A \xi(t)+(D F)\left(t, \bar{x}_{t}, \bar{u}(t)\right) \xi_{t}\right\rangle_{H}\right. \\
& \left.-\bar{\psi}^{0}\left(D F^{0}\right)\left(t, \bar{x}_{t}, \bar{u}(t)\right) \xi_{t}\right] d t-\langle\bar{\psi}, \xi(T)\rangle_{X^{\prime}, X} \\
& -\int_{-r}^{0}\langle\bar{\varphi}(\theta), \xi(T+\theta)\rangle_{\mathscr{D}(A)^{\prime}, \mathscr{D}(A)} d \theta  \tag{5.32}\\
\forall \xi(\cdot) \in & L^{2}(-r, T ; \mathscr{D}(A)) \cap W^{1,2}(0, T ; H)
\end{align*}
$$

We now set

$$
\begin{equation*}
\psi^{0}=-\bar{\psi}^{0}, \quad \psi(T)=-\bar{\psi}, \quad \varphi(\cdot)=-\bar{\varphi}(\cdot) \tag{5.33}
\end{equation*}
$$

Clearly $\psi(\cdot) \in W^{1,2}\left([0, T] ; \mathscr{D}(A)^{\prime}\right)$. Then, by direct computation, we see that $\psi(\cdot)$ satisfies the adjoint system (3.11). Furthermore,

$$
\begin{align*}
0 \geq & \int_{0}^{T}\left\{\psi^{0}\left[F^{0}\left(t, \bar{x}_{t}, u(t)\right)-F^{0}\left(t, \bar{x}_{t}, \bar{u}(t)\right)\right]+\left\langle\psi(t), F\left(t, \bar{x}_{t}, u(t)\right)\right.\right. \\
& \left.\left.-F\left(t, \bar{x}_{t}, \bar{u}(t)\right)\right\rangle_{H}\right\} d t \tag{5.34}
\end{align*}
$$

The above holds for all $u(\cdot) \in \mathscr{U}$. Thus the maximum condition (3.9) follows. Finally, the transversality condition (3.14) follows from (5.24). Hence the proof of Theorem 3.1 is complete.
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