
r emoved , a r e g r e s s i o n curve was calcula ted to show how the a c c u r a c y of th 
f o r e c a s t s improved with t ime, and how it depended on the d e g r e e of technica l 
novelty and the dura t ion of the development p r o g r a m . 

The third approach is the cons t ruc t ion of a theory of op t ima l strategy.. 
This is the only sect ion with any m a t h e m a t i c a l i n t e r e s t . It cons i s t s of man ipu la t ions 
of va r ious combina t ions of condit ional p robab i l i t i e s , with e m p h a s i s on the "expected 
leas t v a l u e " . All of the d i s t r ibu t ions used a r e pure ly hypothe t ica l . A number of 
" r u l e s of thumb" for s t r a t eg i c choice which appear quite p laus ib le intuit ively a r e 
shown (by the use of some r a t h e r a r t i f i c i a l c o u n t e r - e x a m p l e s ) to be not gene ra l ly 
va l id . 

G . R . Lindsey, Defence R e s e a r c h Analys i s E s t ab l i s h men t , Ottawa 

Bibl iography on t ime s e r i e s and s tochas t i c p r o c e s s e s , edited by H. O. A. Wold, 
published for the In te rna t iona l S ta t i s t i ca l Inst i tute by Oliver and Boyd, Edinburgh 
and London, 1965. 516 + xiv p a g e s . j£5. 1 5 s . 

This b ib l iography was compiled by a ve ry dis t inguished pane l of c o l l a b o r a t o r s , 
The m a i n v i r tue of the b ibl iography is the g r ea t c a r e which was taken in the 
se lec t ion of the e n t r i e s . The t i t les a r e divided into t h r ee g r o u p s : up to 1930, 
1931-1950 and 1951-1959. Included with each ti t le is c e r t a i n coded informat ion 
on the type of p r o c e s s , scient i f ic na tu re of the entry , group of p r o b l e m s , p r e s e n c e 
of e m p i r i c a l appl ica t ions , field of appl ica t ion and language. The rev iew number 
in the Ma thema t i ca l Reviews is a lso given. 

A graphic in t roduct ion to s tochas t i c p r o c e s s e s and t ime s e r i e s is included. 
This in t roduct ion br ief ly r ev i ews the h i s to ry and r u d i m e n t s of the subject and 
conta ins graphs of compute r s imu la t ions of sequences of r andom v a r i a b l e s which 
i l l u s t r a t e the law of l a rge n u m b e r s , the law of the i t e ra ted logar i thm, the a r c s ine 
law, c o r r e l o g r a m s , p e r i o d o g r a m s and Markov c h a i n s . 

It is unlikely that a s i m i l a r b ib l iography will be produced at the end of this 
cen tu ry ~ before then t he r e will be mechan ized informat ion r e t r i e v a l me thods 
of obtaining comple te and u p - t o - d a t e b ib l iograph ies on any spec ia l ized scient if ic 
subject at any t i m e . 

D . A . Dawson, McGil l Un ive r s i t y 

Op t imiza t i on of s tochas t i c s y s t e m s , by M. Aoki. Academic P r e s s , New-
York - London, 1967. xv + 354 p a g e s . 

The book, in e s s e n c e , p r e s e n t s the op t ima l con t ro l and f i l ter ing p r o b l e m 
of s tochas t i c con t ro l s y s t e m s in d i s c r e t e - t i m e . It a l so extends this to the 
p a r a m e t e r adapt ive s y s t e m s . 

The Ka lman f i l ter ing theory is the m a i n theme in this book, but v a r i o u s 
de r iva t ions and ex tens ions of that f i l te r ing theory have been worked out and 
s c a t t e r e d through different c h a p t e r s . The o r d e r of the c h a p t e r s s e e m s to be mixed 
up and it is not s u r p r i s i n g that ve ry lengthy equat ions in d i s c r e t e t i m e a r e evolved. 
The author d i s c u s s e s the op t imal B a y e s i a n con t ro l of s tochas t i c s y s t e m s in g r e a t 
de ta i l in Chapter II then suddenly in Chapter III he goes on to adapt ive con t ro l 
s y s t e m s . Chapter IV goes on to pa r t i a l l y o b s e r v e Markov ian s y s t e m s and in 
Chapter V the e s t ima t ion p r o b l e m . This a p p e a r s to be the r e v e r s a l of o r d e r s ince 
the e s t ima t ion p rob l em is no rma l ly der ived before going on to p a r t i a l l y obse rved 
s y s t e m s . All the i m p o r t a n t r e s u l t s a r e der ived f rom the B a y e s i a n app roach and 
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many i l l u s t r a t ive examples a r e worked out. Other topics include s tochas t ic 
s tabil i ty, convergence quest ions in Bayes ian opt imizat ion p r o b l e m s and some sub-
opt imal contro l pol ic ies . 

The book will be of i n t e r e s t to sc ien t i s t s and engineers working in 
s tochas t ic control sy s t ems and who a r e quite fami l ia r with r e c u r s i o n fo rmulas 
for use in c o m p u t e r s . 

N. Sancho, McGill Univers i ty 

P r o b l e m s in probabil i ty theory, m a t h e m a t i c a l s t a t i s t i c s and theory of random 
functions. Edited by A. A. Sveshnikov. Trans la ted by Scripta Technica Inc. . 
W.B , Saunders Co . , Phi ladelphia , London, Toronto, 1968. ix + 481 p a g e s . 
Can. $ 1 5 . 7 0 . 

This is the t rans la t ion of a col lect ion of p rob l ems which was f i r s t published 
in Russ ian in 1965. The subject m a t t e r is broken up into nine c h a p t e r s : random 
events ; r andom v a r i a b l e s ; sy s t ems of r andom v a r i a b l e s ; numer i ca l c h a r a c t e r 
i s t ics and d is t r ibu t ion laws of functions of random v a r i a b l e s ; entropy and 
information l imit t h e o r e m s ; co r r e l a t i on theory of random functions; Markov 
p r o c e s s e s and methods of data p r o c e s s i n g . Each of the 46 sect ions begins with 
a rev iew of bas ic fo rmulas and definitions and solut ions for typical e x a m p l e s . 
Answers or brief ske tches of solutions to al l the p r o b l e m s a r e given at the end 
of the book. 

The p r o b l e m s a r e p r i m a r i l y computat ional in na tu re and vary f rom c lose to 
t r iv ia l to fa i r ly difficult. The p rob lems of the f i r s t s ix chap te r s would s e r v e as a 
useful supplement to an in t roductory cour se at the level of W. F e l l e r ' s "Introduction 
to P robab i l i ty Theory and its Appl ica t ions" , Vol. I. The chapter on the co r r e l a t i on 
theory of r andom functions would be a very useful supplement to an engineer ing 
cou r se on r andom functions and the chapter on methods of data p rocess ing could 
be used to supplement a bas ic cou r se of s t a t i s t i c s . 

D .A . Dawson, McGill Univers i ty 

An introduct ion to probabi l i ty theory, by P . A. P . Moran . Oxford Univers i ty 
P r e s s , 70 Wynford Dr ive , Don Mil ls , Ontario, 1968. 542 p a g e s . $ 1 5 . 0 0 . 

So many e l e m e n t a r y books on probabi l i ty have recen t ly been published that 
the r ev iewer opened this book with some t rep ida t ion . However, the t i t le of the 
book is r a t h e r mis lead ing as it is anything but an e l emen ta ry introduct ion to the 
subjec t . It contains a comprehens ive coverage of d i s t r ibu t ions , s tochas t ic 
p r o c e s s e s and the main t h e o r e m s of probabi l i ty . The t r ea tmen t is ma thema t i ca l l y 
quite sophis t icated (for example we mee t a <r - field on page 4) and the re is a 
useful introduct ion to m e a s u r e theory . The bibliography is extensive , concentra t ing 
on the appl icat ions of p robabi l i ty . 

The book is ce r ta in ly not sui table for anyone who wishes to be introduced 
to the subject of p robab i l i ty . F o r example , the idea of independence is introduced 
before the idea of condit ional probabi l i ty . However, I think that many s t a t i s t i c i ans 
will find it ex t r eme ly useful as a r e f e r ence text on probabi l i ty . 

C. Chatfield, McGill Univers i ty 
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