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Abstract. We establish asymptotics for Christoffel functions associated with multivariate orthogonal polynomials. The underlying measures are assumed to be regular on a suitable domain. In particular, this is true if they are positive a.e. on a compact set that admits analytic parametrization. As a consequence, we obtain asymptotics for Christoffel functions for measures on the ball and simplex under far more general conditions than previously known. As another consequence, we establish universality type limits in the bulk in a variety of settings.

## 1 Introduction

Let $\mu$ be a positive measure on the real line with infinitely many points in its support, and let $\int x^{j} d \mu(x)$ be finite for $j=0,1,2, \ldots$. Then we may define orthonormal polynomials

$$
p_{n}(x)=\gamma_{n} x^{n}+\cdots, \quad \gamma_{n}>0
$$

satisfying

$$
\int_{-\infty}^{\infty} p_{n} p_{m} d \mu=\delta_{m n}
$$

The $n$-th reproducing kernel is

$$
K_{n}(x, t)=\sum_{j=0}^{n-1} p_{j}(x) p_{j}(t),
$$

and the $n$-th Christoffel function is

$$
\lambda_{n}(\mu, x)=\frac{1}{K_{n}(x, x)}=\inf _{\operatorname{deg}(P)<n} \frac{\int P(t)^{2} d \mu(t)}{P^{2}(x)} .
$$

Asymptotics for Christoffel functions play a crucial role in analysis of orthogonal polynomials and in weighted approximation [12]. The most general asymptotics for

[^0]the case where the support supp $[\mu]$ is compact, require $\mu$ to be regular in the sense of Stahl, Totik, and Ullman, or just regular. This requires [15, p. 66] that
\[

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\sup _{\operatorname{deg}(P) \leq n} \frac{|P(x)|^{2}}{\int|P|^{2} d \mu}\right)^{1 / n} \leq 1, \quad \text { q.e. in } \operatorname{supp}[\mu] \tag{1.1}
\end{equation*}
$$

\]

Here q.e. (quasi-everywhere) means except on a set of logarithmic capacity 0 . This type of regularity should not be confused with the notion of a regular Borel measure. When the complement of supp $[\mu]$ is regular in the sense of the Dirichlet problem (yet another notion of regularity!) [15, p. 68], one may replace (1.1) by

$$
\limsup _{n \rightarrow \infty}\left(\sup _{\operatorname{deg}(P) \leq n} \frac{\|P\|_{L_{\infty}(\operatorname{supp}[\mu])}}{\int|P|^{2} d \mu}\right)^{1 / n} \leq 1
$$

If $\operatorname{supp}[\mu]$ consists of finitely many intervals, a sufficient condition for regularity, called the Erdős-Turán criterion, is that $\mu^{\prime}>0$ a.e. in supp $[\mu]$. See the comprehensive monograph [15].

When $\mu$ is regular and in some subinterval $I$ of the support, we have

$$
\begin{equation*}
\int_{I} \log \mu^{\prime}>-\infty \tag{1.2}
\end{equation*}
$$

Totik [17] proved that for a.e. $x \in I$,

$$
\lim _{n \rightarrow \infty} n \lambda_{n}(\mu, x)=\frac{\mu^{\prime}(x)}{\omega(x)}
$$

Here $\omega$ is the equilibrium density for supp $[\mu]$, in the sense of potential theory. In the special case that the support of $\mu$ is an interval, this result was established earlier by Maté, Nevai, and Totik [10].

One application of asymptotics for Christoffel functions is to universality limits. These arise in analysis of random matrices associated with unitary ensembles and, for compactly supported $\mu$, may be reduced to the limit

$$
\lim _{n \rightarrow \infty} \frac{K_{n}\left(x+\frac{a \mu^{\prime}(x)}{n \omega(x)}, x+\frac{b \mu^{\prime}(x)}{n \omega(x)}\right)}{K_{n}(x, x)}=\frac{\sin \pi(a-b)}{\pi(a-b)}
$$

uniformly for $a, b$ in compact subsets of the real line. For the case of compactly supported $\mu$ that are regular and satisfy (1.2), Totik [18] showed that universality holds for a.e. $x \in I$. The second author showed that universality holds in measure without assuming regularity [9]. We emphasize that there is a vast literature on this topic, and varying measures are of more interest to physicists than fixed measures with compact support. See $[4,5,13,14]$.

In this paper, we shall analyze asymptotics of Christoffel functions for multivariate orthogonal polynomials and apply these to universality type limits. Let $d \geq 2$ and let
$\Pi_{n}^{d}$ denote the space of polynomials in $d$ variables of degree at most $n$. Let $N_{n}^{d}$ denote its dimension, so

$$
N_{n}^{d}=\binom{n+d}{n}
$$

Let $\mu$ be a positive measure on $\mathbb{R}^{d}$ with compact support and $\left\{\mathbf{x} \in \mathbb{R}^{d}: \mu^{\prime}(\mathbf{x})>0\right\}$ having non-empty interior. This ensures that

$$
\int P^{2} d \mu>0
$$

for every non-trivial polynomial $P$.
We let $K_{n}(\mu, \mathbf{x}, \mathbf{y})$ denote the reproducing kernel for $\mu$ and $\Pi_{n}^{d}$, so that for all $P \in$ $\Pi_{n}^{d}$, and all $\mathbf{x} \in \mathbb{R}^{d}$,

$$
P(\mathbf{x})=\int K_{n}(\mu, \mathbf{y}, \mathbf{x}) P(y) d \mu(\mathbf{y})
$$

Note that this notation is different to the one-dimensional case, where we assumed exactness for polynomials of degree $\leq n-1$, in accordance with the standard univariate notation. We adopt this difference to be consistent with the most common multivariate convention.

One of the convenient features of the reproducing kernel is that it is independent of how we order the monomials and generate orthonormal polynomials. The $n$-th Christoffel function for $\mu$ is

$$
\lambda_{n}(\mu, \mathbf{x})=\frac{1}{K_{n}(\mu, \mathbf{x}, \mathbf{x})}
$$

It admits the extremal property

$$
\lambda_{n}(\mu, \mathbf{x})=\inf _{P \in \Pi_{n}^{d}} \frac{\int P(\mathbf{t})^{2} d \mu(\mathbf{t})}{P^{2}(\mathbf{x})}
$$

When $\mu$ is absolutely continuous with respect to $d$ dimensional Lebesgue measure and $\mu^{\prime}=W$, we shall write $\lambda_{n}(W, \mathbf{x})$.

Asymptotics for these multivariate Christoffel functions have been established in a number of papers $[1-3,19,20,23]$ for Jacobi weights and weights that satisfy some structural restriction, such as being radially or centrally symmetric. For our purposes, the most general result is due to Bos, Della Vecchia, and Mastroianni [2]. They showed that for a centrally symmetric weight $W(\mathbf{x})$ on the $d$ dimensional ball, for which $W(\mathbf{x}) \sqrt{1-\|\mathbf{x}\|^{2}}$ satisfies a centrally symmetric Lipschitz condition of some positive order on the unit ball in $\mathbb{R}^{d}$,

$$
\lim _{n \rightarrow \infty}\binom{n+d}{d} \lambda_{n}(W, \mathbf{x})=\frac{\pi^{\frac{d+1}{2}}}{\Gamma\left(\frac{d+1}{2}\right)} \sqrt{1-\|\mathbf{x}\|^{2}} W(\mathbf{x}), \quad\|\mathbf{x}\|<1
$$

Here and in the sequel the norm is the Euclidean norm. Xu [20] established onesided asymptotics under more general conditions.

By using "needle polynomials", we shall generalize the above quoted results to a much larger class of measures. We first extend the notion of regularity to $d$ dimensions. A compactly supported measure $\mu$ on $\mathbb{R}^{d}$ is said to be regular if

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\sup _{P \in \Pi_{n}^{d}} \frac{\|P\|_{L_{\infty}(\operatorname{supp}[\mu])}^{2}}{\int|P|^{2} d \mu}\right)^{1 / n}=1 \tag{1.3}
\end{equation*}
$$

This is often called the Bernstein-Markov condition [3], but we prefer the term regularity.

Our most general ratio asymptotic is the following theorem.
Theorem 1.1 Let $\mu, \nu$ be positive measures whose support is a compact set $\mathcal{K} \subset \mathbb{R}^{d}$ and both are regular. Let $D \subset D_{1} \subset \mathcal{K}$, where $D$ is compact and $D_{1}$ is open. Assume that $\nu$ and that $\mu$ are mutually absolutely continuous in $D$, and the Radon-Nikodym derivative $\frac{d \nu}{d \mu}$ is positive and continuous in $D$, while uniformly in $\overline{D_{1}}$,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0+}\left(\limsup _{n \rightarrow \infty} \frac{\lambda_{[n(1-\varepsilon)]}(\mu, \mathbf{x})}{\lambda_{n}(\mu, \mathbf{x})}\right)=1 \tag{1.4}
\end{equation*}
$$

Then uniformly for $\mathbf{x} \in D$, and $\mathbf{y} \in B\left(\mathbf{x}, \frac{1}{\sqrt{n}}\right)$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\lambda_{n}(\nu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})}=\frac{d \nu}{d \mu}(\mathbf{x}) \tag{1.5}
\end{equation*}
$$

Remark (a) In the statement, [ $s$ ] denotes the greatest integer $\leq s$, while $B(\mathbf{x}, r)$ is the $d$-dimensional open ball with center $\mathbf{x}$, radius $r$.
(b) Note that (1.4) is satisfied if for some $\beta>0$ and positive continuous function $F$,

$$
\lim _{n \rightarrow \infty} n^{\beta} \lambda_{n}(\mu, \mathbf{x})=F(\mathbf{x})
$$

uniformly in $\overline{D_{1}}$.
(c) In Section 7, we shall present a version of Theorem 1.1 in which we replace the continuity of $\frac{d \nu}{d \mu}$ with a Lebesgue point condition.

A sufficient condition for the regularity (1.3) involves a compact set $\mathcal{K}$ with analytic parametrization. This means that for any $\mathbf{x} \in \mathcal{K}$, there exists a curve $\gamma(t) \in$ $\mathbb{R}^{d}, t \in[0,1]$, analytic and bounded in an open set $\Omega \subset \mathbb{C}$ that contains $[0,1]$ and such that $\gamma(0)=\mathbf{x}$, while for all $0<t<1$,

$$
B(\gamma(t), \phi(t)) \subset \mathcal{K}
$$

Here $\Omega$ and the bound on $\gamma$ depend only on $\mathcal{K}$, while $\phi$ is a positive continuous function tending to 0 as $t \rightarrow 0$ and that also depends only on $\mathcal{K}$. In particular, any polygon or convex set with non-empty interior has analytic parametrization. In fact local convexity also suffices; see [6] for details.

Theorem 1.2 Assume that $\mathcal{K} \subset \mathbb{R}^{d}$ is a compact set with analytic parametrization, and that $\mu, \nu$ are positive measures on $\mathcal{K}$ such that $\mu^{\prime}, \nu^{\prime}>0$ a.e. on $\mathcal{K}$. Let $D \subset D_{1} \subset$ $\mathcal{K}$, where $D$ is compact and $D_{1}$ is open. Assume that the Radon-Nikodym derivative $\frac{\nu^{\prime}}{\mu^{\prime}}$ is positive and continuous in $D$, while (1.4) holds uniformly in $\overline{D_{1}}$. Then we have (1.5) uniformly for $\mathbf{x} \in D$ and $\mathbf{y} \in B\left(\mathbf{x}, \frac{1}{\sqrt{n}}\right)$.

The proof of Theorem 1.2 also shows that we may replace the condition that $\mathcal{K}$ has analytic parametrization with a condition that it admits a Remez inequality.

As a consequence, we can deduce asymptotics for Christoffel functions associated with regular measures on the ball and the simplex.
Theorem 1.3 Let $\bar{B}=\overline{B(\mathbf{0}, 1)}=\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{x}\| \leq 1\right\}$. Let $\nu$ be a regular measure on $\bar{B}$ and assume that $D$ is a compact subset of the interior of $\bar{B}$, such that $\nu^{\prime}$ is positive and continuous in $D$. Then, uniformly for $\mathbf{x} \in D$, and for $\mathbf{y} \in B\left(\mathbf{x}, \frac{1}{\sqrt{n}}\right)$,

$$
\lim _{n \rightarrow \infty}\binom{n+d}{d} \lambda_{n}(\nu, \mathbf{y})=\frac{\nu^{\prime}(\mathbf{x})}{W_{0}^{\text {ball }}(\mathbf{x})}
$$

where

$$
W_{0}^{\text {ball }}(\mathbf{x})=\frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{\frac{d+1}{2}}}\left(1-\|\mathbf{x}\|^{2}\right)^{-1 / 2}
$$

Theorem 1.4 Let

$$
\Sigma^{d}=\left\{\mathbf{x} \in \mathbb{R}^{d}: x_{1}, x_{2}, \ldots, x_{d} \geq 0 ; 1-\sum_{j=1}^{d} x_{j} \geq 0\right\}
$$

denote the d-dimensional simplex. Let $\nu$ be a regular measure on $\Sigma^{d}$ and assume that $D$ is a compact subset of the interior of $\Sigma^{d}$, such that $\nu^{\prime}$ is positive and continuous in $D$. Then, uniformly for $\mathbf{x} \in D$ and for $\mathbf{y} \in B\left(\mathbf{x}, \frac{1}{\sqrt{n}}\right)$,

$$
\lim _{n \rightarrow \infty}\binom{n+d}{d} \lambda_{n}(\nu, \mathbf{y})=\frac{\nu^{\prime}(\mathbf{x})}{W_{0}^{\text {simplex }}(\mathbf{x})}
$$

where

$$
W_{0}^{\text {simplex }}(\mathbf{x})=\frac{\Gamma\left(\frac{d+1}{2}\right)}{\pi^{\frac{d+1}{2}}} x_{1}^{-1 / 2} x_{2}^{-1 / 2} \cdots x_{d}^{-1 / 2} x_{d+1}^{-1 / 2}
$$

and

$$
\begin{equation*}
x_{d+1}=1-\sum_{j=1}^{d} x_{j} \tag{1.6}
\end{equation*}
$$

In the second last line, of course $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{d}\right)$.
We next turn to universality limits. We start with a general ratio result.

Theorem 1.5 Let $\mu, \nu$ be positive measures and let $\mathcal{K}, D, D_{1}$ be sets satisfying the hypotheses of Theorem 1.1. Assume moreover, that $\mu$ and $\nu$ are absolutely continuous in $D_{1}$, while $\mu^{\prime}$ and $\nu^{\prime}$ are bounded above and below by positive constants in $D_{1}$. Then, uniformly for $\mathbf{x} \in D$, and for $\mathbf{u}, \mathbf{v}$ in compact subsets of $\mathbb{R}^{d}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{K_{n}\left(\mu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)-\frac{d \nu}{d \mu}(\mathbf{x}) K_{n}\left(\nu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)}{K_{n}(\mu, \mathbf{x}, \mathbf{x})}=0 \tag{1.7}
\end{equation*}
$$

As a consequence, we can prove the following theorem.
Theorem 1.6 Let $\mu, \nu$ be positive measures and $\mathcal{K}, D, D_{1}$ be sets satisfying the hypotheses of Theorem 1.2. Assume moreover, that $\mu$ and $\nu$ are absolutely continuous in $D_{1}$, while $\mu^{\prime}$ and $\nu^{\prime}$ are bounded above and below by positive constants in $D_{1}$. Assume that for some function $F: \mathbb{R}^{2} \rightarrow \mathbb{R}$, uniformly for $\mathbf{x} \in D$ and for $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{n}$,

$$
\lim _{n \rightarrow \infty} \frac{K_{n}\left(\mu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)}{K_{n}(\mu, \mathbf{x}, \mathbf{x})}=F(\mathbf{u}, \mathbf{v}) .
$$

Then, uniformly for $\mathbf{x} \in D$, and for $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{n}$,

$$
\lim _{n \rightarrow \infty} \frac{K_{n}\left(\nu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)}{K_{n}(\nu, \mathbf{x}, \mathbf{x})}=F(\mathbf{u}, \mathbf{v})
$$

It is straightforward to compute universality limits for the Chebyshev weight on the ball and simplex from known representations due to $\mathrm{Y} . \mathrm{Xu}$ for the reproducing kernel for the Chebyshev weight on the ball and simplex. Using these and Theorem 1.5 we can obtain general universality results on the ball and simplex. Somewhat surprisingly, the bulk of the concrete formulations involve the Bessel function

$$
J_{\alpha}(z)=\left(\frac{z}{2}\right)^{\alpha} \sum_{j=0}^{\infty} \frac{\left(-\frac{1}{4} z^{2}\right)^{j}}{j!\Gamma(j+\alpha+1)}
$$

rather than the usual sinc kernel. Of course, on the real line the Bessel function and its associated Bessel kernel arise primarily at the edge of the spectrum. We shall find it convenient to also use

$$
J_{\alpha}^{*}(z)=z^{-\alpha} J_{\alpha}(z)=\left(\frac{1}{2}\right)^{\alpha} \sum_{j=0}^{\infty} \frac{\left(-\frac{1}{4} z^{2}\right)^{j}}{j!\Gamma(j+\alpha+1)}
$$

This has the advantage of being entire, and in particular, non-zero at 0 , with

$$
J_{\alpha}^{*}(0)=\frac{1}{2^{\alpha} \Gamma(\alpha+1)}
$$

In the literature, $j_{\alpha}(x)$ is sometimes used to denote $J_{\alpha}^{*}(x) / J_{\alpha}^{*}(0)$, but we shall not use this.

Theorem 1.7 Let $\mu$ be a regular measure on $\bar{B}$ and assume that $D$ is a compact subset of the interior of $\bar{B}$, such that $\mu^{\prime}$ is positive and continuous in $D$. Then, uniformly for $\mathbf{x} \in D$, and for $\mathbf{u}, \mathbf{v}$ in compact subsets of $\mathbb{R}^{d}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{K_{n}\left(\mu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)}{K_{n}(\mu, \mathbf{x}, \mathbf{x})}=\frac{J_{d / 2}^{*}(\sqrt{G(\mathbf{x}, \mathbf{u}, \mathbf{v})})}{J_{d / 2}^{*}(0)} \tag{1.8}
\end{equation*}
$$

where, if $\cdot$ denotes the standard Euclidean inner product, then

$$
\begin{equation*}
G(\mathbf{x}, \mathbf{u}, \mathbf{v})=\|\mathbf{u}-\mathbf{v}\|^{2}+\frac{(\mathbf{x} \cdot(\mathbf{u}-\mathbf{v}))^{2}}{1-\|\mathbf{x}\|^{2}} \tag{1.9}
\end{equation*}
$$

For the simplex, we have the following theorem.
Theorem 1.8 Let $\mu$ be a regular measure on $\Sigma^{d}$, and assume that $D$ is a compact subset of the interior of $\Sigma^{d}$ such that $\mu^{\prime}$ is positive and continuous in $D$. Then, uniformly for $\mathbf{x} \in D$, and for $\mathbf{u}, \mathbf{v}$ in compact subsets of $\mathbb{R}^{d}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{K_{n}\left(\mu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)}{K_{n}(\mu, \mathbf{x}, \mathbf{x})}=\frac{J_{d / 2}^{*}(\sqrt{H(\mathbf{x}, \mathbf{u}, \mathbf{v})})}{J_{d / 2}^{*}(0)} \tag{1.10}
\end{equation*}
$$

where, with the notation (1.6),

$$
\begin{equation*}
H(\mathbf{x}, \mathbf{u}, \mathbf{v})=\sum_{j=1}^{d+1} \frac{\left(u_{j}-v_{j}\right)^{2}}{x_{j}} \tag{1.11}
\end{equation*}
$$

Of course, in the last line, $x_{j}$ is the $j$-th component of $\mathbf{x}$, and so on, while $u_{d+1}, v_{d+1}$ are given by (1.6) for the vectors $\mathbf{u}, \mathbf{v}$.

This paper is organized as follows: in Section 2, we prove Theorem 1.1. We prove Theorem 1.2 in Section 3, and Theorems 1.3 and 1.4 in Section 4. Theorems 1.5 and 1.6 are proved in Section 5, and Theorems 1.7 and 1.8 are proved in Section 6 . We prove an extension of Theorem 1.1 in Section 7.

Throughout, $c, C, C_{1}, C_{2}, \ldots$ denote positive constants independent of $n$, and vectors $\mathbf{t}, \mathbf{x}, \mathbf{y}, \mathbf{u}, \mathbf{v}$, as well as polynomials $p$. A given constant does not necessarily denote the same constant in different occurrences.

## 2 Proof of Theorem 1.1

We shall use the "needle" polynomials constructed by Kroó and Swetits [7]. We could also have used the fast decreasing polynomials of Ivanov and Totik.

Lemma 2.1 Let $n \geq 1, \delta \in(0,1)$, and $\mathbf{x} \in \bar{B}$. There exists $q_{n} \in \Pi_{n}^{d}$ such that
(i) $\quad q_{n}(\mathbf{x})=1$;
(ii) $0 \leq q_{n} \leq 1$ in $\bar{B}$;
(iii) $\left|q_{n}(\mathbf{y})\right| \leq e^{-c n \delta}, \mathbf{y} \in B \backslash B(\mathbf{x}, \delta)$ (here $c$ is an absolute constant).

Remark We emphasize that $q_{n}$ depends on $\mathbf{x}$ and $\delta$. The theory of fast decreasing polynomials implies that one cannot choose $q_{n}$ independent of $\delta$.

Proof We follow the construction of Lemma 3 and Corollary 2 in [7, pp. 92-93]. Consider the polynomial

$$
r_{m}(t)=\left(\frac{T_{m}\left(1+\delta^{2}-t^{2}\right)}{T_{m}\left(1+\delta^{2}\right)}\right)^{2} \in \Pi_{4 m}^{1}
$$

where $T_{m}$ is the usual Chebyshev polynomial. Here $r_{m}(0)=1$. For $t \in[-1,1]$, we have $0 \leq 1+\delta^{2}-t^{2} \leq 1+\delta^{2}$, and $T_{n}$ is increasing on $[1, \infty)$, so in $[-1,1]$,

$$
0 \leq r_{m} \leq 1
$$

Finally, for $|t| \in[\delta, 1]$, we have $1+\delta^{2}-t^{2} \leq 1$, so

$$
r_{m}(t) \leq \frac{1}{\left(T_{m}\left(1+\delta^{2}\right)\right)^{2}} \leq e^{-C m \delta}
$$

an easy consequence of the identity

$$
T_{m}(t)=\frac{1}{2}\left(\left(t+\sqrt{t^{2}-1}\right)^{m}+\left(t+\sqrt{t^{2}-1}\right)^{-m}\right)
$$

Now we set $m=[n / 4]$, and

$$
q_{n}(\mathbf{y})=r_{m}\left(\frac{\|\mathbf{y}-\mathbf{x}\|}{4}\right) .
$$

Then clearly $q_{n} \in \Pi_{n}^{d}$. Properties (i) and (ii) follow directly from those of $r_{m}$, while if $\mathbf{y} \in B$ and $\|\mathbf{y}-\mathbf{x}\| \geq 4 \delta$,

$$
q_{n}(\mathbf{y}) \leq e^{-C m \delta} \leq e^{-c_{1} n \delta}
$$

Now simply replace $\delta$ by $\frac{\delta}{4}$.
Proof of Theorem 1.1 As the measure $\mu$ is regular, with support $\mathcal{K}$, there exists a sequence $\left\{\delta_{n}\right\}$ with limit 0 such that for $n \geq 1$,

$$
\begin{equation*}
\sup _{P \in \Pi_{n}^{d}} \frac{\left.\|P\|_{L_{\infty}(\operatorname{supp}[\mu]}^{2}\right)}{\int|P|^{2} d \mu} \leq e^{n \delta_{n}^{2}} \tag{2.1}
\end{equation*}
$$

We may assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n \delta_{n}^{2}=\infty \tag{2.2}
\end{equation*}
$$

Since $h=\frac{d \nu}{d \mu}$ is uniformly continuous on $D$,

$$
\begin{align*}
\varepsilon_{n} & =\sup \left\{|h(\mathbf{x})-h(\mathbf{y})|: \mathbf{x} \in D, \mathbf{y} \in \mathcal{K},\|\mathbf{x}-\mathbf{y}\| \leq \delta_{n}\right\}  \tag{2.3}\\
& \rightarrow 0, \quad n \rightarrow \infty
\end{align*}
$$

Let us set $m=m(n)=n-\left[\frac{2 \delta_{n} n}{c}\right]-1$, where $c$ is the absolute constant in Lemma 2.1. We may assume, by a translation and dilation of the support, that $\mathcal{K} \subset B$. Now choose any $\mathbf{x}_{0} \in D$ and any $\mathbf{y} \in B\left(\mathbf{x}_{0}, \frac{\delta_{n}}{2}\right)$. Choose $p_{m} \in \Pi_{n}^{d}$ that is extremal for $\lambda_{m}(\mu, \mathbf{y})$, so that

$$
\lambda_{m}(\mu, \mathbf{y})=\int p_{m}^{2} d \mu \quad \text { and } \quad p_{m}(\mathbf{y})=1
$$

Choose $q_{n-m}$ as in Lemma 2.1, with the properties $q_{n-m}(\mathbf{y})=1,0 \leq q_{n-m} \leq 1$ in $B$, and

$$
\left|q_{n-m}(\mathbf{x})\right| \leq e^{-c(n-m) \frac{\delta_{n}}{2}}, \mathbf{x} \in B \backslash B\left(\mathbf{y}, \frac{\delta_{n}}{2}\right)
$$

Set

$$
S_{n}=p_{m} q_{n-m} \in \Pi_{n}^{d}
$$

We have $S_{n}(\mathbf{y})=1$, and so the extremal property of $\lambda_{n}$, followed by the properties of $q_{n-m}$, give

$$
\begin{aligned}
\lambda_{n}(\nu, \mathbf{y}) & \leq \int_{\mathcal{K}} S_{n}^{2} d \nu \\
& \leq \int_{B\left(\mathbf{x}_{0}, \delta_{n}\right)} p_{m}^{2} h d \mu+e^{-c(n-m) \delta_{n}}\left\|p_{m}\right\|_{L_{\infty}(\mathcal{K})}^{2} \int_{\mathcal{K} \backslash B\left(\mathbf{x}_{0}, \delta_{n}\right)} d \nu \\
& \leq\left(h\left(\mathbf{x}_{0}\right)+\varepsilon_{n}\right) \int_{B\left(\mathbf{x}_{0}, \delta_{n}\right)} p_{m}^{2} d \mu+e^{-c(n-m) \delta_{n}} e^{n \delta_{n}^{2}}\left(\int_{\mathcal{K}} p_{m}^{2} d \mu\right)\left(\int_{\mathcal{K}} d \nu\right)
\end{aligned}
$$

by (2.1) and (2.3). Using our choice of $m$, we continue this as

$$
\begin{aligned}
\lambda_{n}(\nu, \mathbf{y}) & \leq\left(\int_{\mathcal{K}} p_{m}^{2} d \mu\right)\left(h\left(\mathbf{x}_{0}\right)+\varepsilon_{n}+e^{-2 n \delta_{n}^{2}+n \delta_{n}^{2}} \int_{\mathcal{K}} d \nu\right) \\
& =\lambda_{m}(\mu, \mathbf{y})\left(h\left(\mathbf{x}_{0}\right)+\varepsilon_{n}+e^{-n \delta_{n}^{2}} \int_{\mathcal{K}} d \nu\right)
\end{aligned}
$$

Since $\delta_{n}$ and $\varepsilon_{n}$ are independent of $\mathbf{x}_{0} \in D, \mathbf{y} \in B\left(\mathbf{x}_{0}, \frac{\delta_{n}}{2}\right)$, we have

$$
\frac{\lambda_{n}(\nu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})} \leq \frac{\lambda_{m}(\mu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})}\left(h\left(\mathbf{x}_{0}\right)+\varepsilon_{n}+e^{-n \delta_{n}^{2}} \int_{\mathcal{K}} d \nu\right) \leq h\left(\mathbf{x}_{0}\right)+o(1)
$$

uniformly for $\mathbf{x}_{0} \in D, \mathbf{y} \in B\left(\mathbf{x}_{0}, \frac{\delta_{n}}{2}\right)$, because $\frac{m}{n}=1+o(1)$ and by our hypothesis (1.4). Thus we have shown that uniformly for such $\mathbf{x}_{0}, \mathbf{y}$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\lambda_{n}(\nu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})} \leq h\left(\mathbf{x}_{0}\right) \tag{2.4}
\end{equation*}
$$

Since (2.2) holds, $B\left(\mathbf{x}_{0}, \frac{\delta_{n}}{2}\right) \supset B\left(\mathbf{x}_{0}, \frac{1}{\sqrt{n}}\right)$, for large enough $n$. For the converse inequality, we note that with $m_{1}=m_{1}(n)=n+\left[\frac{2 \delta_{n} n}{c}\right]$, we obtain, by swapping the roles of $\mu$ and $\nu$ in the above,

$$
\lambda_{m_{1}}(\mu, \mathbf{y}) \leq \lambda_{n}(\nu, \mathbf{y})\left(h^{-1}\left(\mathbf{x}_{0}\right)+o(1)+e^{-n \delta_{n}^{2}} \int_{\mathcal{K}} d \mu\right)
$$

and hence

$$
\frac{\lambda_{m_{1}}(\mu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})} \leq \frac{\lambda_{n}(\nu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})}\left(h^{-1}\left(\mathbf{x}_{0}\right)+o(1)+e^{-n \delta_{n}^{2}} \int_{\mathcal{K}} d \mu\right)
$$

Here the left-hand side is $1+o(1)$ by our hypothesis (1.4), and, as $\frac{m_{1}}{n}=1+o(1)$,

$$
1 \leq \liminf _{n \rightarrow \infty} \frac{\lambda_{n}(\nu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})} h^{-1}\left(\mathbf{x}_{0}\right)
$$

which, together with (2.4), gives the result.

## 3 Proof of Theorem 1.2

Recall that we defined the notion of analytic parametrization before Theorem 1.2. It suffices to prove the following theorem, and then apply Theorem 1.1.

Theorem 3.1 Assume that $\mathcal{K}$ is a compact set with analytic parametrization and that $\mu$ is a positive measure on $\mathcal{K}$ such that $\mu^{\prime}>0$ a.e. on $K$. Then $\mu$ is regular.
Proof Let $m$ denote Lebesgue measure on $\mathbb{R}^{d}$. The first fact we need is a Remez inequality, proved in [6, Thm. 5, p. 30]. There exists a positive continuous function $\phi^{*}$ defined on $[0, \infty)$, such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0+} \phi^{*}(\varepsilon)=0 \tag{3.1}
\end{equation*}
$$

and if $n \geq 1, P \in \Pi_{n}^{d}$, and $\mathcal{F} \subset \mathcal{K}$ with $m(\mathcal{F}) \leq \varepsilon$, then

$$
\begin{equation*}
\|P\|_{L_{\infty}(\mathcal{K})} \leq e^{n \phi^{*}(\varepsilon)}\|P\|_{L_{\infty}(\mathcal{K} \backslash \mathcal{F})} \tag{3.2}
\end{equation*}
$$

Next, for $\delta>0$, we set

$$
\psi(\delta)=\inf \{\mu(L): L \subset \mathcal{K}, m(L) \geq \delta\}
$$

Since $\mu^{\prime}>0$ a.e. on $\mathcal{K}, \psi(\delta)>0$ for $\delta>0$, and $\psi$ is monotonically increasing, with limit 0 at 0 .

We proceed to prove regularity. Let $\varepsilon \in(0, \min \{1, m(\mathcal{K})\})$ and $P \in \Pi_{n}^{d}$ be a non-constant polynomial. Choose $a=a(\varepsilon) \in(0,1)$ such that

$$
Q_{a}=\left\{\mathbf{x} \in K:|P(\mathbf{x})|>a\|P\|_{L_{\infty}(\mathcal{K})}\right\}
$$

has $m\left(Q_{a}\right)=\varepsilon$. Note that $m\left(Q_{a}\right)$ is a strictly decreasing continuous function of $a$, with limit 0 at 1 and limit $m(K)$ at 0 , so we can choose such an $a$. Now we have

$$
|P| \leq a\|P\|_{L_{\infty}(\mathcal{K})} \text { in } \mathcal{K} \backslash Q_{a}
$$

Moreover, since $m\left(Q_{a}\right)=\varepsilon$, the Remez inequality (3.2) gives

$$
\|P\|_{L_{\infty}(\mathcal{K})} \leq e^{n \phi^{*}(\varepsilon)}\|P\|_{L_{\infty}\left(\mathcal{K} \backslash Q_{a}\right)} .
$$

Combining these two inequalities, yields $a e^{n \phi^{*}(\varepsilon)} \geq 1$. In addition, as $m\left(Q_{a}\right)=\varepsilon$, $\mu\left(Q_{a}\right) \geq \psi(\varepsilon)$. These last two inequalities give

$$
\int_{\mathcal{K}}|P|^{2} d \mu \geq \int_{Q_{a}}|P|^{2} d \mu \geq a^{2}\|P\|_{L_{\infty}(\mathcal{K})}^{2} \mu\left(Q_{a}\right) \geq e^{-2 n \phi^{*}(\varepsilon)}\|P\|_{L_{\infty}(\mathcal{K})}^{2} \psi(\varepsilon)
$$

As $\varepsilon>0, \psi$ and $\phi^{*}$ are independent of $P$, we obtain

$$
\sup _{P \in \Pi_{n}^{d}} \frac{\|P\|_{L_{\infty}(\mathcal{K})}^{2}}{\int_{\mathcal{K}}|P|^{2} d \mu} \leq \frac{1}{\psi(\varepsilon)} e^{2 n \phi^{*}(\varepsilon)}
$$

Taking $n$-th roots and lim sup's gives

$$
\limsup _{n \rightarrow \infty}\left(\sup _{P \in \Pi_{n}^{d}} \frac{\|P\|_{L_{\infty}(\mathcal{K})}^{2}}{\int_{\mathcal{K}}|P|^{2} d \mu}\right)^{1 / n} \leq e^{2 \phi^{*}(\varepsilon)}
$$

Finally, as $\varepsilon$ is arbitrary, and (3.1) holds, we have the result.

## 4 Proofs of Theorems 1.3 and 1.4

It is easily seen that the ball and simplex admit analytic parametrization, and we can take the curve $\gamma$ to be just a straight line segment. All we need are asymptotics for the Christoffel functions for the Chebyshev weight on the ball or simplex, and these have been established by Bos and Xu.

Proof of Theorem 1.3 Bos [1, p. 100] and Xu [20, Theorem 4.1, p. 266] proved that for $\|\mathbf{x}\|<1$,

$$
\lim _{n \rightarrow \infty}\binom{n+d}{d} \lambda_{n}\left(W_{0}^{\text {ball }}, \mathbf{x}\right)=1
$$

Bos states the uniform convergence in compact sets, while Xu omits it from his statement, but it is clear from his proof. Our normalization of $W_{0}^{\text {ball }}$ is that of Xu . Then Theorem 1.1, with $d \mu(\mathbf{x})=W_{0}^{\text {ball }}(\mathbf{x}) d \mathbf{x}$, gives the result. Note that this $\mu$ satisfies (1.4) uniformly in compact subsets of $B$.

Proof of Theorem 1.4 Xu [23, Cor. 2.4, p. 127] proved that for $\mathbf{x}$ in the interior of $\Sigma^{d}$,

$$
\lim _{n \rightarrow \infty}\binom{n+d}{d} \lambda_{n}\left(W_{0}^{\text {simplex }}, \mathbf{x}\right)=1
$$

Again, the uniform convergence in compact sets is obvious from the proof. We note a minor misprint in [23, p. 123] in the definition of $W_{0}^{\text {simplex }}$ : the normalization constant should be replaced by its reciprocal. Again, we can apply Theorem 1.1.

## 5 Proofs of Theorems 1.5 and 1.6

The method follows that in [8]. We begin with the following lemma.
Lemma 5.1 Assume that $\mu, \mu^{*}$ are measures with compact support $\mathcal{K} \subset \mathbb{R}^{d}$, and for some $\rho>0, d \mu \leq \rho \quad d \mu^{*}$ in $\mathcal{K}$. Then for $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{d}$,

$$
\begin{align*}
\left|K_{n}(\mu, \mathbf{x}, \mathbf{y})-\frac{1}{\rho} K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{y}\right)\right| & / K_{n}(\mu, \mathbf{x}, \mathbf{x}) \leq  \tag{5.1}\\
& \left(\frac{K_{n}(\mu, \mathbf{y}, \mathbf{y})}{K_{n}(\mu, \mathbf{x}, \mathbf{x})}\right)^{1 / 2}\left[1-\frac{K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{x}\right)}{\rho K_{n}(\mu, \mathbf{x}, \mathbf{x})}\right]^{1 / 2} .
\end{align*}
$$

Proof This is essentially the same as in [8], but we include the details because of the different setting. Now

$$
\begin{aligned}
\int_{\mathcal{K}} & \left(K_{n}(\mu, \mathbf{x}, \mathbf{t})-\frac{1}{\rho} K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{t}\right)\right)^{2} d \mu(\mathbf{t}) \\
= & \int_{\mathcal{K}} K_{n}^{2}(\mu, \mathbf{x}, \mathbf{t}) d \mu(\mathbf{t})-\frac{2}{\rho} \int_{\mathcal{K}} K_{n}(\mu, \mathbf{x}, \mathbf{t}) K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{t}\right) d \mu(\mathbf{t}) \\
& +\frac{1}{\rho^{2}} \int_{\mathcal{K}} K_{n}^{2}\left(\mu^{*}, \mathbf{x}, \mathbf{t}\right) d \mu(\mathbf{t}) \\
= & K_{n}(\mu, \mathbf{x}, \mathbf{x})-\frac{2}{\rho} K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{x}\right)+\frac{1}{\rho^{2}} \int_{\mathcal{K}} K_{n}^{2}\left(\mu^{*}, \mathbf{x}, \mathbf{t}\right) d \mu(\mathbf{t})
\end{aligned}
$$

by the reproducing kernel property. As $d \mu \leq \rho d \mu^{*}$, we also have

$$
\int_{\mathcal{K}} K_{n}^{2}\left(\mu^{*}, \mathbf{x}, \mathbf{t}\right) d \mu(\mathbf{t}) \leq \rho \int_{\mathcal{K}} K_{n}^{2}\left(\mu^{*}, \mathbf{x}, \mathbf{t}\right) d \mu^{*}(\mathbf{t})=\rho K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{x}\right)
$$

So

$$
\begin{equation*}
\int_{\mathcal{K}}\left(K_{n}(\mu, \mathbf{x}, \mathbf{t})-\frac{1}{\rho} K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{t}\right)\right)^{2} d \mu(\mathbf{t}) \leq K_{n}(\mu, \mathbf{x}, \mathbf{x})-\frac{1}{\rho} K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{x}\right) . \tag{5.2}
\end{equation*}
$$

Next, for any polynomial $P \in \Pi_{n}^{d}$, we have the Christoffel function estimate

$$
|P(\mathbf{y})| \leq K_{n}(\mu, \mathbf{y}, \mathbf{y})^{1 / 2}\left(\int_{\mathcal{K}} P^{2} d \mu\right)^{1 / 2}
$$

Applying this to $P(\mathbf{t})=K_{n}(\mu, \mathbf{x}, \mathbf{t})-\frac{1}{\rho} K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{t}\right)$ and using (5.2) gives, for all $\mathbf{x}, \mathbf{y} \in$ $\mathbb{R}^{d}$,

$$
\begin{aligned}
\left|K_{n}(\mu, \mathbf{x}, \mathbf{y})-\frac{1}{\rho} K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{y}\right)\right| & \leq \\
& K_{n}(\mu, \mathbf{y}, \mathbf{y})^{1 / 2}\left[K_{n}(\mu, \mathbf{x}, \mathbf{x})-\frac{1}{\rho} K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{x}\right)\right]^{1 / 2}
\end{aligned}
$$

Next, we establish an elementary bound on Christoffel functions.
Lemma 5.2 Let $\mu$ be a measure with compact support $\mathcal{K}$, and let $B\left(\mathbf{x}_{0}, \delta\right)$ be a ball inside that support. Assume that $\mu$ is absolutely continuous in $B\left(\mathbf{x}_{0}, \delta\right)$, satisfying a.e. there

$$
0<C_{1} \leq \mu^{\prime} \leq C_{2}<\infty
$$

Then, given $0<\eta<\delta$, there exist $C_{3}, C_{4}>0$, such that for $n \geq 1$,

$$
\begin{equation*}
C_{3} \leq\binom{ n+d}{d} \lambda_{n}(\mu, \mathbf{x}) \leq C_{4} \text { in } B\left(\mathbf{x}_{0}, \eta\right) \tag{5.3}
\end{equation*}
$$

Proof The lower bound follows from Theorem 1.3 and monotonicity of Christoffel functions in the measure. Indeed, let $\nu_{1}^{\prime}=1$ in $B\left(\mathbf{x}_{0}, \delta\right)$ and 0 elsewhere. By a scaled form of Theorem 1.3,

$$
\lim _{n \rightarrow \infty}\binom{n+d}{d} \lambda_{n}\left(\nu_{1}, \mathbf{x}\right)=C \sqrt{1-\left(\frac{\left\|\mathbf{x}-\mathbf{x}_{0}\right\|}{\delta}\right)^{2}}, \quad \mathbf{x} \in B\left(\mathbf{x}_{0}, \delta\right)
$$

where $C$ depends only on $d$ and $\delta$. The convergence is uniform in compact subsets of $B\left(\mathbf{x}_{0}, \delta\right)$. Since $\lambda_{n}(\mu, \mathbf{x}) \geq C_{1} \lambda_{n}\left(\nu_{1}, \mathbf{x}\right)$, the lower bound in (5.3) follows. Next, choose $r>0$ so large that $B\left(\mathbf{x}_{0}, r\right)$ contains $\mathcal{K}$, and let $d \nu_{2}=d \mu_{\mid \mathcal{K} \backslash B\left(\mathbf{x}_{0}, \delta\right)}+C_{2} d \mathbf{x}_{\mid B\left(\mathbf{x}_{0}, r\right)}$. Thus $d \nu_{2}$ is the sum of $\mu$ restricted to $\mathcal{K} \backslash B\left(\mathbf{x}_{0}, \delta\right)$ and a multiple of the Legendre weight for the ball $B\left(\mathbf{x}_{0}, r\right)$. Since $d \nu_{2} \geq C_{2} d \mathbf{x}_{\mid B\left(\mathbf{x}_{0}, r\right)}$, and the latter is regular on $B\left(\mathbf{x}_{0}, r\right)$, it is easily seen that $\nu_{2}$ is also regular. Moreover, $\nu_{2}^{\prime}$ is positive and continuous on $B\left(\mathbf{x}_{0}, \delta\right)$, so Theorem 1.3 gives uniformly on $B\left(\mathbf{x}_{0}, \eta\right)$,

$$
\lim _{n \rightarrow \infty}\binom{n+d}{d} \lambda_{n}\left(\nu_{2}, \mathbf{x}\right)=C \sqrt{1-\left(\frac{\left\|\mathbf{x}-\mathbf{x}_{0}\right\|}{r}\right)^{2}}
$$

for some $C$ depending on $r$. But also $\mu \leq \nu_{2}$, so $\lambda_{n}(\mu, \cdot) \leq \lambda_{n}\left(\nu_{2}, \cdot\right)$, and the upper bound in (5.3) follows.

Proof of Theorem 1.5 Let $\mathbf{x}_{0} \in D, \varepsilon \in(0,1)$ and choose $\delta>0$ such that $h=\frac{d \nu}{d \mu}$ (which is positive and continuous on $D$ ) satisfies

$$
\begin{equation*}
1-\varepsilon \leq h(\mathbf{y}) / h(\mathbf{x}) \leq 1+\varepsilon \text { for } \mathbf{x}, \mathbf{y} \in B\left(\mathbf{x}_{0}, \delta\right) \tag{5.4}
\end{equation*}
$$

Set $\rho=h\left(\mathbf{x}_{0}\right)(1+\varepsilon)$. We shall apply Lemma 5.1 twice. Define a measure $\mu^{*}$ by $d \mu^{*}=d \mu$ in $B\left(\mathbf{x}_{0}, \delta\right)$, and

$$
d \mu^{*}=\max \left\{1, \frac{1}{\rho}\right\}(d \mu+d \nu) \text { in } \mathcal{K} \backslash B\left(\mathbf{x}_{0}, \delta\right)
$$

Step 1: $\mu$ and $\mu^{*}$
Since $\mu^{*} \geq \mu$, we have the inequality (5.1). Moreover, since $\mu$ is regular and $\mu^{*} \geq \mu$, $\mu^{*}$ is also regular. Next, from Theorem 1.1,

$$
\lim _{n \rightarrow \infty} \frac{K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{x}\right)}{K_{n}(\mu, \mathbf{x}, \mathbf{x})}=1
$$

uniformly in $B\left(\mathbf{x}_{0}, \eta\right)$, for any $\eta<\delta$, while from Lemma 5.2, for $\mathbf{x}, \mathbf{y} \in B\left(\mathbf{x}_{0}, \eta\right)$,

$$
\frac{K_{n}(\mu, \mathbf{y}, \mathbf{y})}{K_{n}(\mu, \mathbf{x}, \mathbf{x})} \leq C
$$

It is only here that we need the extra hypothesis in Theorem 1.5 that $\mu^{\prime}$ is bounded above and below by positive constants on $D_{1}$. Then Lemma 5.1, with $\rho=1$ there, shows that for $\mathbf{x} \in B\left(\mathbf{x}_{0}, \eta\right)$, and uniformly for $\mathbf{u}, \mathbf{v}$ in compact subsets of $\mathbb{R}^{n}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{K_{n}\left(\mu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)-K_{n}\left(\mu^{*}, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)}{K_{n}(\mu, \mathbf{x}, \mathbf{x})}=0 \tag{5.5}
\end{equation*}
$$

Step 2: $\nu$ and $\mu^{*}$
Now $d \nu \leq \rho d \mu^{*}$ in $\mathcal{K} \backslash B\left(\mathbf{x}_{0}, \delta\right)$. Also, in $B\left(\mathbf{x}_{0}, \delta\right)$,

$$
d \nu=\frac{d \nu}{d \mu} d \mu \leq \rho d \mu=\rho d \mu^{*}
$$

So in $\mathcal{K}, d \nu \leq \rho d \mu^{*}$. By Theorem 1.1 and (5.4),

$$
\lim _{n \rightarrow \infty} \frac{K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{x}\right)}{\rho K_{n}(\nu, \mathbf{x}, \mathbf{x})}=\frac{1}{\rho} \frac{d \nu}{d \mu^{*}}(\mathbf{x})=\frac{1}{\rho} \frac{d \nu}{d \mu}(\mathbf{x}) \geq \frac{1-\varepsilon}{1+\varepsilon}
$$

uniformly in $B\left(\mathbf{x}_{0}, \eta\right)$, for any $\eta<\delta$. Note that (1.4) holds for $\nu$ and $\mathbf{x}$ in $B\left(x_{0}, \delta\right)$; indeed, this follows from the ratio limit in Theorem 1.1. Furthermore, from Lemma 5.2, for $\mathbf{x}, \mathbf{y} \in B\left(\mathbf{x}_{0}, \eta\right)$,

$$
\frac{K_{n}(\nu, \mathbf{y}, \mathbf{y})}{K_{n}(\nu, \mathbf{x}, \mathbf{x})} \leq C
$$

Here again we need the extra hypothesis in Theorem 1.5 that $\nu^{\prime}$ is bounded above and below by positive constants on $D_{1}$. Then Lemma 5.1 gives

$$
\begin{aligned}
\frac{\left|K_{n}\left(\nu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)-\frac{1}{\rho} K_{n}\left(\mu^{*}, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)\right|}{K_{n}(\nu, \mathbf{x}, \mathbf{x})} & \leq C\left[1-\frac{K_{n}\left(\mu^{*}, \mathbf{x}, \mathbf{x}\right)}{\rho K_{n}(\nu, \mathbf{x}, \mathbf{x})}\right]^{1 / 2} \\
& \leq C_{1}(2 \varepsilon)^{1 / 2}
\end{aligned}
$$

for $n \geq n_{0}, \mathbf{x} \in B\left(\mathbf{x}_{0}, \eta\right)$, and $\mathbf{u}, \mathbf{v}$ in compact subsets of $\mathbb{R}^{d}$. Since $C$ and $C_{1}$ are independent of $\mathbf{u}, \mathbf{v}, \mathbf{x}, n$, we obtain from this, equation (5.5), and the bound on the Christoffel functions in Lemma 5.2,

$$
\frac{\left|\rho K_{n}\left(\nu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)-K_{n}\left(\mu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)\right|}{K_{n}(\mu, \mathbf{x}, \mathbf{x})} \leq C_{1} \varepsilon^{1 / 2}
$$

and hence for large enough $n$, and uniformly for $\mathbf{x} \in B\left(\mathbf{x}_{0}, \eta\right)$, and $\mathbf{u}, \mathbf{v}$ in compact subsets of $\mathbb{R}^{n}$,

$$
\frac{\left|\frac{d \nu}{d \mu}\left(\mathbf{x}_{0}\right) K_{n}\left(\nu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)-K_{n}\left(\mu, \mathbf{x}+\frac{\mathbf{u}}{n}, \mathbf{x}+\frac{\mathbf{v}}{n}\right)\right|}{K_{n}(\mu, \mathbf{x}, \mathbf{x})} \leq C_{1} \varepsilon^{1 / 2}
$$

where $C_{1}$ is independent of $\mathbf{u}, \mathbf{v}, \mathbf{x}, n$. Then using (5.4) again, we obtain (1.7). The uniformity in $B\left(\mathbf{x}_{0}, \eta\right)$ was also established above. As $D$ is compact, uniformity in $D$ follows.

Proof of Theorem 1.6 This follows directly from Theorems 1.5 and 3.1.

## 6 Proofs of Theorems 1.7 and 1.8

We need only compute the universality limit for the Chebyshev weight on the ball or simplex and then apply Theorem 1.5. We make essential use of known representations for the reproducing kernel. These involve the standard Jacobi polynomial $P_{n}^{(\alpha, \beta)}$ of degree $n$ that satisfies the orthogonality relation

$$
\int_{-1}^{1} P_{n}^{(\alpha, \beta)}(x) x^{j}(1-x)^{\alpha}(1+x)^{\beta} d x=0, \quad 0 \leq j \leq n-1
$$

and normalized by

$$
P_{n}^{(\alpha, \beta)}(1)=\binom{n+\alpha}{n}
$$

Lemma 6.1 (i) Let

$$
c_{n}=\frac{\Gamma\left(\frac{d+2}{2}\right)}{\Gamma(d+1)} \frac{\Gamma(n+d)}{\Gamma\left(n+\frac{d}{2}\right)}
$$

Then

$$
\begin{align*}
K_{n}\left(W_{0}^{\text {ball }}, \mathbf{x}, \mathbf{y}\right)=c_{n}\{ & P_{n}^{(d / 2, d / 2-1)}\left(\mathbf{x} \cdot \mathbf{y}+\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)  \tag{6.1}\\
& \left.+P_{n}^{(d / 2, d / 2-1)}\left(\mathbf{x} \cdot \mathbf{y}-\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)\right\}
\end{align*}
$$

(ii) Let

$$
d_{n}=\frac{\Gamma\left(\frac{d}{2}+1\right)}{\Gamma(d+1)} \frac{\Gamma(2 n+d+1)}{\Gamma\left(2 n+\frac{d}{2}+1\right)}
$$

Then

$$
\begin{equation*}
K_{n}\left(W_{0}^{\text {simplex }}, \mathbf{x}, \mathbf{y}\right)=\frac{d_{n}}{2^{2 d+2}} \sum_{\varepsilon_{i}= \pm 1} P_{2 n}^{(d / 2, d / 2)}\left(\sum_{j=1}^{d+1} \sqrt{x_{j} y_{j}} \varepsilon_{j}\right), \tag{6.2}
\end{equation*}
$$

where

$$
x_{d+1}=1-\sum_{j=1}^{d} x_{j} ; y_{d+1}=1-\sum_{j=1}^{d} y_{j} .
$$

Proof (i) See [22, eqn. (3.8), Thm 3.3, p. 2449].
(ii) See [21, Theorem 2.3, p. 3032]. We have also taken account of Xu's convention of replacing integrals by sums in the confluent case " $\alpha_{i}=0$ " when the Jacobi parameters reduce to those of the Chebyshev weight. Note that Xu uses the ultraspherical polynomial $C_{n}^{(\lambda)}$, defined [16, eqn. (4.7.1), p. 80] by

$$
C_{n}^{(\lambda)}(x)=d_{n, \lambda} P_{n}^{\left(\lambda-\frac{1}{2}, \lambda-\frac{1}{2}\right)}(x),
$$

where in our case $\lambda=\frac{d+1}{2}$, and

$$
d_{n, \lambda}=\frac{\Gamma\left(\lambda+\frac{1}{2}\right)}{\Gamma(2 \lambda)} \frac{\Gamma(2 n+2 \lambda)}{\Gamma\left(2 n+\lambda+\frac{1}{2}\right)} .
$$

Next, we turn to asymptotics of Jacobi polynomials.
Lemma 6.2 (i) Let $\alpha>0, \beta>-1$. Uniformly for s in bounded subsets of $[0, \infty)$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{-\alpha} P_{n}^{(\alpha, \beta)}\left(1-\frac{s}{2 n^{2}}\right)=2^{\alpha} J_{\alpha}^{*}(\sqrt{s}) \tag{6.3}
\end{equation*}
$$

(ii) Let $\alpha, \beta \geq-\frac{1}{2}$. Then

$$
\begin{equation*}
\sup _{n \geq 1} n^{1 / 2} \sup _{x \in(-1,1)}\left|P_{n}^{(\alpha, \beta)}(x)\right|(1-x)^{\frac{\alpha+1 / 2}{2}}(1+x)^{\frac{\beta+1 / 2}{2}} \leq C<\infty \tag{6.4}
\end{equation*}
$$

Proof (i) This is Mehler-Heine's asymptotic formula [16, Thm. 8.1.1, p. 192].
(ii) See, for example, [11, Lemma 29, p. 170], and use the fact that if $\rho_{n}$ is the constant such that $\rho_{n} P_{n}^{(\alpha, b)}$ is an orthonormal polynomial, then $\rho_{n}$ grows like $C n^{1 / 2}(1+o(1))$ for some positive C. See, for example, [16, p. 68].

Next, we compute asymptotics for the arguments in the kernel in (6.1) and (6.2):
Lemma 6.3 (i) Assume that $\xi \in B$, and

$$
\begin{equation*}
\mathbf{x}=\xi+\frac{1}{n} \mathbf{u} \quad \text { and } \quad \mathbf{y}=\xi+\frac{1}{n} \mathbf{v} . \tag{6.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbf{x} \cdot \mathbf{y}+\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}=1-\frac{G}{2 n^{2}}+O\left(\frac{1}{n^{3}}\right) \tag{6.6}
\end{equation*}
$$

where $G=G(\xi, \mathbf{u}, \mathbf{v})$ is defined by (1.9).
(ii) Let $\xi$ lie in the interior of $\Sigma^{d}$, and let $\mathbf{x}, \mathbf{y}$ be given by (6.5). Then

$$
\begin{equation*}
\sum_{j=1}^{d+1} \sqrt{x_{j} y_{j}}=1-\frac{H}{8 n^{2}}+O\left(\frac{1}{n^{3}}\right) \tag{6.7}
\end{equation*}
$$

where $H=H(\xi, \mathbf{u}, \mathbf{v})$ is given by (1.11).
Proof (i) We see that

$$
\mathbf{x} \cdot \mathbf{y}=\|\xi\|^{2}+\frac{1}{n} \xi \cdot(\mathbf{u}+\mathbf{v})+\frac{1}{n^{2}} \mathbf{u} \cdot \mathbf{v} .
$$

Also,

$$
\sqrt{1-\|\mathbf{x}\|^{2}}=\sqrt{1-\|\xi\|^{2}-\frac{2}{n} \xi \cdot \mathbf{u}-\frac{1}{n^{2}}\|\mathbf{u}\|^{2}} .
$$

A straightforward computation, using the Maclaurin series $\sqrt{1+t}=1+\frac{t}{2}-\frac{t^{2}}{8}+$ $O\left(t^{3}\right)$, gives

$$
\begin{aligned}
& \sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}} \\
&= 1-\|\xi\|^{2}-\frac{1}{n} \xi \cdot(\mathbf{u}+\mathbf{v})-\frac{1}{2 n^{2}}\left(\|\mathbf{u}\|^{2}+\|\mathbf{v}\|^{2}\right) \\
&+\frac{2(\xi \cdot \mathbf{u})(\xi \cdot \mathbf{v})}{n^{2}\left(1-\|\xi\|^{2}\right)}-\frac{(\xi \cdot(\mathbf{u}+\mathbf{v}))^{2}}{2 n^{2}\left(1-\|\xi\|^{2}\right)}+O\left(\frac{1}{n^{3}}\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
\mathbf{x} \cdot \mathbf{y} & +\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{x}\|^{2}} \\
& =1+\frac{1}{n^{2}} \mathbf{u} \cdot \mathbf{v}-\frac{1}{2 n^{2}}\left(\|\mathbf{u}\|^{2}+\|\mathbf{v}\|^{2}\right)-\frac{1}{2 n^{2}\left(1-\|\xi\|^{2}\right)}(\xi \cdot(\mathbf{u}-\mathbf{v}))^{2}+O\left(\frac{1}{n^{3}}\right) \\
& =1-\frac{G}{2 n^{2}}+O\left(\frac{1}{n^{3}}\right)
\end{aligned}
$$

(ii) For $1 \leq j \leq d$,

$$
\begin{align*}
\sqrt{x_{j} y_{j}} & =\sqrt{\left(\xi_{j}+\frac{u_{j}}{n}\right)\left(\xi_{j}+\frac{v_{j}}{n}\right)}  \tag{6.8}\\
& =\xi_{j}+\frac{1}{2 n}\left(u_{j}+v_{j}\right)+\frac{1}{2 n^{2} \xi_{j}} u_{j} v_{j}-\frac{1}{8 n^{2} \xi_{j}}\left(u_{j}+v_{j}\right)^{2}+O\left(\frac{1}{n^{3}}\right)
\end{align*}
$$

Also,

$$
\begin{align*}
& \sqrt{x_{d+1} y_{d+1}}=  \tag{6.9}\\
& \quad \sqrt{\left(1-\sum_{j=1}^{d} x_{j}\right)\left(1-\sum_{j=1}^{d} y_{j}\right)} \\
& =1-\sum_{j=1}^{d} \xi_{j}-\frac{1}{2 n} \sum_{j=1}^{d}\left(u_{j}+v_{j}\right)+\frac{1}{2 n^{2}\left(1-\sum_{j=1}^{d} \xi_{j}\right)}\left(\sum_{j=1}^{d} u_{j}\right)\left(\sum_{j=1}^{d} v_{j}\right) \\
& \quad-\frac{1}{8 n^{2}\left(1-\sum_{j=1}^{d} \xi_{j}\right)}\left(\sum_{j=1}^{d}\left(u_{j}+v_{j}\right)\right)^{2}+O\left(\frac{1}{n^{3}}\right)
\end{align*}
$$

Combining (6.8) and (6.9) gives

$$
\begin{aligned}
& \sum_{j=1}^{d+1} \sqrt{x_{j} y_{j}}= \\
& 1+\frac{1}{2 n^{2}} \sum_{j=1}^{d} \frac{u_{j} v_{j}}{\xi_{j}}-\frac{1}{8 n^{2}} \sum_{j=1}^{d} \frac{\left(u_{j}+v_{j}\right)^{2}}{\xi_{j}} \\
& \quad+\frac{1}{2 n^{2} \xi_{d+1}}\left(\sum_{j=1}^{d} u_{j}\right)\left(\sum_{j=1}^{d} v_{j}\right)-\frac{1}{8 n^{2} \xi_{d+1}}\left(\sum_{j=1}^{d}\left(u_{j}+v_{j}\right)\right)^{2}+O\left(\frac{1}{n^{3}}\right) \\
& =1-\frac{H}{8 n^{2}}+O\left(\frac{1}{n^{3}}\right)
\end{aligned}
$$

Proof of Theorem 1.7 As remarked before, we need only establish the limit (1.8) for the Chebyshev weight $W_{0}^{\text {ball }}$ and then can apply Theorem 1.5. Let $\mathbf{x}, \mathbf{y}$ be given by (6.5). Now the dominant term in the right-hand side in (6.1) is the term with argument $\mathbf{x} \cdot \mathbf{y}+\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}$. Since $\mathbf{x} \cdot \mathbf{y}-\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}$ remains in a compact subset of $(-1,1)$ as $n \rightarrow \infty$, the bound (6.4) shows that it is of essentially smaller size than the other term. We then have, using (6.6),

$$
\begin{aligned}
n^{-d / 2} & K_{n}\left(W_{0}^{\text {ball }}, \mathbf{x}, \mathbf{y}\right) \\
= & c_{n} n^{-d / 2}\left\{P_{n}^{(d / 2, d / 2-1)}\left(\mathbf{x} \cdot \mathbf{y}+\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)\right. \\
& \left.+P_{n}^{(d / 2, d / 2-1)}\left(\mathbf{x} \cdot \mathbf{y}-\sqrt{1-\|\mathbf{x}\|^{2}} \sqrt{1-\|\mathbf{y}\|^{2}}\right)\right\} \\
= & c_{n}\left\{n^{-d / 2} P_{n}^{(d / 2, d / 2-1)}\left(1-\frac{G(\xi, \mathbf{u}, \mathbf{v})}{2 n^{2}}+O\left(\frac{1}{n^{3}}\right)\right)+o(1)\right\} \\
= & c_{n}\left\{2^{d / 2} J_{d / 2}^{*}(\sqrt{G(\xi, \mathbf{u}, \mathbf{v})})+o(1)\right\},
\end{aligned}
$$

by (6.3). Using this with $\mathbf{u}=\mathbf{v}=\mathbf{0}$ gives

$$
n^{-d / 2} K_{n}\left(W_{0}^{\text {ball }}, \xi, \xi\right)=c_{n}\left\{2^{d / 2} J_{d / 2}^{*}(0)+o(1)\right\}
$$

Then (1.8) follows on changing $\xi$ to $\mathbf{x}$.
Proof of Theorem 1.8 The dominant terms in the right-hand side in (6.2) are the two terms with all $\varepsilon_{j}=1$ or with all $\varepsilon_{j}=-1$. For all other choices of $\left\{\varepsilon_{j}\right\}$, the argument $\sum_{j=1}^{d+1} \sqrt{x_{j} y_{j}} \varepsilon_{j}$ remains in a compact subset of $(-1,1)$ as $n \rightarrow \infty$, so the bound (6.4) shows that the corresponding terms in (6.2) are of essentially smaller size
than the above two terms. Because of the evenness of $P_{2 n}^{(d / 2, d / 2)}$, we have, using (6.7),

$$
\begin{aligned}
& (2 n)^{-d / 2} K_{n}\left(W_{0}^{\text {simplex }}, \mathbf{x}, \mathbf{y}\right) \\
& \quad=\frac{d_{n}}{2^{2 d+1}}(2 n)^{-d / 2} P_{2 n}^{(d / 2, d / 2)}\left(\sum_{j=1}^{d+1} \sqrt{x_{j} y_{j}}\right)(1+o(1)) \\
& \quad=\frac{d_{n}}{2^{2 d+1}}(2 n)^{-d / 2} P_{2 n}^{(d / 2, d / 2)}\left(1-\frac{H(\xi, \mathbf{u}, \mathbf{v})}{2(2 n)^{2}}+O\left(\frac{1}{n^{3}}\right)\right)(1+o(1)) \\
& \quad=\frac{d_{n}}{2^{2 d+1}} 2^{d / 2} J_{d / 2}^{*}(\sqrt{H(\xi, \mathbf{u}, \mathbf{v})})(1+o(1))
\end{aligned}
$$

by (6.3). Using this with $\mathbf{u}=\mathbf{v}=\mathbf{0}$ gives

$$
(2 n)^{-d / 2} K_{n}\left(W_{0}^{\text {simplex }}, \mathbf{x}, \mathbf{y}\right)=\frac{d_{n}}{2^{2 d+1}} 2^{d / 2} J_{d / 2}^{*}(0)(1+o(1))
$$

Then (1.10) for the Chebyshev weight $W_{0}^{\text {simplex }}$ follows. Now apply Theorem 1.5.

## 7 An Extension of Theorem 1.1

We can weaken the continuity of $\frac{d \nu}{d \mu}$ in Theorem 1.1 to a Lebesgue point condition. Recall that $\mathbf{x}_{0}$ is a Lebesgue point of a function $h$ of $d$ variables if

$$
\lim _{r \rightarrow 0+} \frac{\int_{B\left(\mathbf{x}_{0}, r\right)}\left|h\left(\mathbf{x}_{0}\right)-h(\mathbf{t})\right| d \mathbf{t}}{m\left(B\left(\mathbf{x}_{0}, r\right)\right)}=0
$$

where $m$ denotes Lebesgue measure on $\mathbb{R}^{d}$.
Theorem 7.1 Let $\mu, \nu$ be positive measures, whose support is a compact set $\mathcal{K} \subset \mathbb{R}^{d}$, and both are regular. Let $\mathbf{x}_{0} \in \mathcal{K}$ and assume that $\mu, \nu$ are absolutely continuous in some ball $B\left(\mathbf{x}_{0}, \delta\right) \subset \mathcal{K}$, while $\mu^{\prime}, \nu^{\prime}$ are bounded above and below a.e. by positive constants there, and (1.4) holds uniformly in $B\left(\mathbf{x}_{0}, \delta\right) \subset \mathcal{K}$. Assume that $\mathbf{x}_{0}$ is a Lebesgue point of $\frac{\nu^{\prime}}{\mu^{\prime}}$. Then, given $r>0$, we have, uniformly for $\mathbf{y} \in B\left(\mathbf{x}_{0}, \frac{r}{n}\right)$,

$$
\lim _{n \rightarrow \infty} \frac{\lambda_{n}(\nu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})}=\frac{d \nu}{d \mu}\left(\mathbf{x}_{0}\right)
$$

Proof We may assume that $\mathcal{K} \subset B=B(\mathbf{0}, 1)$. Fix $r>0$ and let $\mathbf{y} \in B\left(\mathbf{x}_{0}, \frac{r}{n}\right)$. Let $\tau \geq 2 r$ and $\varepsilon \in(0,1)$. Let $\ell_{n}=\left[\frac{\varepsilon n}{2}\right]$ and $m=m(n)=n-2 \ell_{n}$. Choose $p_{m} \in \Pi_{m}^{d}$ that is extremal for $\lambda_{m}(\mu, \mathbf{y})$, so that

$$
\lambda_{m}(\mu, \mathbf{y})=\int p_{m}^{2} d \mu \text { and } p_{m}(\mathbf{y})=1
$$

Choose $q_{\ell_{n}}^{(k)}, k=1,2$, as in Lemma 2.1, with the properties $q_{\ell_{n}}^{(k)}(\mathbf{y})=1,0 \leq q_{\ell_{n}}^{(k)} \leq 1$ in $B$, and

$$
\begin{align*}
& \left|q_{\ell_{n}}^{(1)}(\mathbf{x})\right| \leq e^{-c \ell_{n} \frac{\tau}{n}} \leq e^{-C \varepsilon \tau}, \mathbf{x} \in B \backslash B\left(\mathbf{y}, \frac{\tau}{n}\right),  \tag{7.1}\\
& \left|q_{\ell_{n}}^{(2)}(\mathbf{x})\right| \leq e^{-c \ell_{n} \delta} \leq e^{-C \varepsilon n}, \mathbf{x} \in B \backslash B(\mathbf{y}, \delta) . \tag{7.2}
\end{align*}
$$

As above, let $h=\frac{d \nu}{d \mu}$ and $S_{n}=p_{m} q_{\ell_{n}}^{(1)} q_{\ell_{n}}^{(2)} \in \Pi_{n}^{d}$. We have $S_{n}(\mathbf{y})=1$, so

$$
\begin{aligned}
& \lambda_{n}(\nu, \mathbf{y}) \\
& \leq \int_{\mathcal{K}} S_{n}^{2} d \nu \\
& \leq h\left(\mathbf{x}_{0}\right) \int_{B\left(\mathbf{y}, \frac{\tau}{n}\right)} p_{m}^{2} d \mu+\left\|p_{m}\right\|_{L_{\infty}\left(B\left(\mathbf{y}, \frac{\tau}{n}\right)\right)}^{2} \int_{B\left(\mathbf{y}, \frac{\tau}{n}\right)}\left|h\left(\mathbf{x}_{0}\right)-h(t)\right| d \mu(t) \\
& \quad+e^{-C \varepsilon \tau} \int_{B\left(\mathbf{x}_{0}, 2 \delta\right) \backslash B\left(\mathbf{y}, \frac{\tau}{n}\right)} p_{m}^{2} h d \mu+\left\|p_{m}\right\|_{L_{\infty}(\mathcal{K})}^{2} e^{-C \varepsilon n} \int_{\mathcal{K} \backslash B\left(\mathbf{x}_{0}, 2 \delta\right)} d \nu \\
&= T_{1}+T_{2}+T_{3}+T_{4},
\end{aligned}
$$

by (7.1), (7.2). First, $T_{1} \leq h\left(\mathbf{x}_{0}\right) \lambda_{m}(\mu, \mathbf{y})$. Next, Lemma 5.2 gives

$$
\begin{aligned}
\left\|p_{m}\right\|_{L_{\infty}\left(B\left(\mathbf{y}, \frac{\tau}{n}\right)\right)}^{2} & \leq\left\|\lambda_{m}^{-1}(\mu, \cdot)\right\|_{L_{\infty}\left(B\left(\mathbf{y}, \frac{\tau}{n}\right)\right)} \int p_{m}^{2} d \mu \\
& \leq C n^{d} \lambda_{m}(\mu, \mathbf{y})
\end{aligned}
$$

so as $\tau>r$ and $\left\|\mathbf{y}-\mathbf{x}_{0}\right\|<\frac{r}{n}$,

$$
T_{2} \leq C n^{d} \lambda_{m}(\mu, \mathbf{y})\left\|\mu^{\prime}\right\|_{L_{\infty}\left(B\left(\mathbf{x}_{0}, \delta\right)\right)} \int_{B\left(\mathbf{x}_{0}, \frac{2 \pi}{n}\right)}\left|h\left(x_{0}\right)-h(t)\right| d \mathbf{t}=o\left(\lambda_{m}(\mu, \mathbf{y})\right)
$$

as $\mathbf{x}_{0}$ is a Lebesgue point of $h$. Next, by (7.1),

$$
T_{3} \leq e^{-C \varepsilon \tau}\|h\|_{L_{\infty}\left(B\left(\mathbf{x}_{0}, \delta\right)\right)} \int_{B\left(\mathbf{x}_{0}, \delta\right) \backslash B\left(\mathbf{y}, \frac{\tau}{n}\right)} p_{m}^{2} d \mu \leq C_{1} e^{-C \varepsilon \tau} \lambda_{m}(\mu, \mathbf{y})
$$

Finally, using the regularity of $\mu$,

$$
T_{4} \leq(1+o(1))^{n}\left(\int p_{m}^{2} d \mu\right) e^{-C \varepsilon n} \int_{\mathcal{K} \backslash B\left(\mathbf{x}_{0}, \delta_{n}\right)} d \nu=o\left(\lambda_{m}(\mu, \mathbf{y})\right)
$$

Combining all the above estimates gives

$$
\frac{\lambda_{n}(\nu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})} \leq \frac{\lambda_{m}(\mu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})}\left(h\left(\mathbf{x}_{0}\right)+C_{1} e^{-C \varepsilon \tau}+o(1)\right)
$$

Here $\tau$ is independent of $\varepsilon$ and may be chosen as large as we please. We deduce that

$$
\limsup _{n \rightarrow \infty} \frac{\lambda_{n}(\nu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})} \leq h\left(\mathbf{x}_{0}\right) \limsup _{n \rightarrow \infty} \frac{\lambda_{n-2\left[\frac{\varepsilon n}{2}\right]}(\mu, \mathbf{y})}{\lambda_{n}(\mu, \mathbf{y})}
$$

The proof may now be completed as in Theorem 1.1.
We note that the absolute continuity of $\mu$ and boundedness below of $\mu^{\prime}$, were needed only for the upper bound for $\left\|\lambda_{m}^{-1}(\mu, \cdot)\right\|_{L_{\infty}\left(B\left(\mathbf{y}, \frac{\tau}{n}\right)\right)}$. If we assumed a suitable bound for this, we could allow $\mu$ to have a singular part.
Acknowledgment The authors thank the referee for helpful comments and most especially for suggesting use of the Mehler-Heine formula to shorten Lemma 6.2.

## References

[1] L. Bos, Asymptotics for Christoffel functions for Jacobi like weights on a ball in $\mathbb{R}^{m}$. New Zealand J. Math. 23(1994), no. 2, 99-109.
[2] L. Bos, B. Della Vecchia, and G. Mastroianni, On the asymptotics of Christoffel functions for centrally symmetric weights functions on the ball in $\mathbb{R}^{n}$. Rend. Circ. Mat. Palermo 52(1998), 277-290.
[3] T. Bloom and N. Levenberg, Asymptotics for Christoffel functions of planar measures, J. Anal. Math. 106(2008), 353-371. http://dx.doi.org/10.1007/s11854-008-0052-2
[4] P. Deift, Orthogonal polynomials and random matrices: A Riemann-Hilbert approach. Courant Institute Lecture Notes, 3, New York University, Courant Institute of Mathematical Sciences, New York; American Mathematical Society, Providence, RI, 1999.
[5] P. J. Forrester, Log-gases and random matrices. London Mathematical Society Monographs Series, 34, Princeton University Press, Princeton, NJ, 2010.
[6] A. Kroó, Extremal properties of multivariate polynomials on sets with analytic parametrization. East J. Approx. 7(2001), no. 1, 27-40.
[7] A. Kroó and J. J. Swetits, On density of interpolation points, a Kadec-type theorem, and Saff's principle of contamination in $L_{p}$ approximation. Constr. Approx. 8(1992), no. 1, 87-103. http://dx.doi.org/10.1007/BF01208908
[8] D. S. Lubinsky, A new approach to universality limits involving orthogonal polynomials. Ann. of Math. 170(2009), no. 2, 915-939. http://dx.doi.org/10.4007/annals.2009.170.915
[9] , Bulk universality holds in measure for compactly supported measures. J. Anal. Math. 116(2012), 219-253. http://dx.doi.org/10.1007/s11854-012-0006-6
[10] A. Maté, P. Nevai, and V. Totik, Szegő's extremum problem on the unit circle. Ann. of Math. 134(1991), no. 2, 433-453. http://dx.doi.org/10.2307/2944352
[11] P. G. Nevai, Orthogonal polynomials. Mem. Amer. Math. Soc. 18(1979), no. 213.
[12] , Géza Freud, orthogonal polynomials and Christoffel functions: A case study. J. Approx. Theory 48(1986), no. 1.
[13] B. Simon, Two extensions of Lubinsky's universality theorem. J. Anal. Math. 105(2008), 345-362. http://dx.doi.org/10.1007/s11854-008-0039-z
[14] ——Szegö's theorem and its descendants. Spectral theory for $L^{2}$ perturbations of orthogonal polynomials. M. B. Porter Lectures, Princeton University Press, Princeton, NJ, 2011.
[15] H. Stahl and V. Totik, General orthogonal polynomials. Encyclopedia of Mathematics and its Applications, 43, Cambridge University Press, Cambridge, 1992
[16] G. Szegő, Orthogonal polynomials. Fourth ed., American Mathematical Society, Providence, RI, 1975.
[17] V. Totik, Asymptotics for Christoffel functions for general measures on the real line. J. Anal. Math. 81(2000), 283-303. http://dx.doi.org/10.1007/BF02788993
[18] V. Totik, Universality and fine zero spacing on general sets. Ark. Mat. 47(2009), no. 2, 361-391. http://dx.doi.org/10.1007/s11512-008-0071-3
[19] Y. Xu, Christoffel functions and Fourier series for multivariate orthogonal polynomials. J. Approx. Theory 82(1995), no. 2, 205-239. http://dx.doi.org/10.1006/jath.1995.1075
[20] Asymptotics for orthogonal polynomials and Christoffel functions on a ball. Methods Appl. Anal. 3(1996), no. 2, 257-272.
[21] Summability of Fourier orthogonal series for Jacobi weight functions on the simplex in $\mathbb{R}^{d}$. Proc. Amer. Math. Soc. 128(1998), no. 10, 3027-3036. http://dx.doi.org/10.1090/S0002-9939-98-04415-3
$\qquad$ , Summability of Fourier orthogonal series for Jacobi weight on a ball in $\mathbb{R}^{d}$. Trans. Amer. Math. Soc. 351(1999), no. 6, 2439-2458. http://dx.doi.org/10.1090/S0002-9947-99-02225-4
[23] , Asymptotics of the Christoffel functions on a simplex in $\mathbb{R}^{d}$. J. Approx. Theory 99 (1999), no. 1, 122-133. http://dx.doi.org/10.1006/jath.1998.3312

Alfred Renyi Institute of Mathematics, Hungarian Academy of Sciences, Reáltanoda u.13-15, Budapest H1053, Hungary
e-mail: kroo@renyi.hu
School of Mathematics, Georgia Institute of Technology, Atlanta, GA 30332-0160, USA
e-mail: lubinsky@math.gatech.edu


[^0]:    Received by the editors November 22, 2011; revised May 18, 2012.
    Published electronically August 25, 2012.
    Research of the first author supported by OTKA Grant T77812. Written during the first author's visit to the School of Mathematics, Georgia Institute of Technology. Research of the second author supported by NSF grant DMS1001182 and US-Israel BSF grant 2008399.

    AMS subject classification: 42C05, 42C99, 42B05, 60B20.
    Keywords: orthogonal polynomials, random matrices, unitary ensembles, correlation functions, Christoffel functions.

