## 1

## Spin and helicity

Traditionally, in textbooks on quantum mechanics, spin is introduced via an idealized Stern-Gerlach experiment in which a non-relativistic beam of silver atoms passes through an inhomogeneous magnetic field. Each atom is treated as a single valence electron of charge $-e$ in an $s$-state. The subsequent splitting of the beam into two indicates the two-valuedness of $s_{z}$, which is related to the value $1 / 2$ for $s$, and the magnitude of the splitting shows that the magnetic moment $\mu$ is related to $\mathbf{s}$ by

$$
\boldsymbol{\mu}=-\frac{e}{m c} \mathbf{s},
$$

the proportionality factor (the gyromagnetic ratio) being twice as big as the factor that classically gives the magnetic moment due to the orbital angular momentum of a point charge.

Historically, however, it seems that the early Stern-Gerlach experiments, begun in 1922, had no influence at all upon the discovery of spin, simply because they were too imprecise. Rather, the concept of spin appeared after a long and tedious battle to understand the splitting patterns and separations in line spectra. Several people had for various reasons discussed classical models of rotating charge distributions but Kronig, in 1924, was the first to show that an electron with spin $1 / 2$ would explain the pattern of what we would today call $\mathbf{L} \cdot \mathbf{S}$ splitting, as well as anomalies in the Zeeman effect. He realized, though, that the gyromagnetic ratio ( $-e / m c$ ) needed for the latter would give $\mathbf{L} \cdot \mathbf{S}$ splittings twice as big as those observed. It is said that Pauli expressed his negative reaction to Kronig's idea with such vehemence that Kronig never published his work (Mehra and Rechenberg, 1982). Soon thereafter, in 1925, the same idea occurred to Uhlenbeck and Goudsmit (1925), who proceeded to a detailed analysis of the splittings, concluding at first that everything worked beautifully, but then becoming aware, as a consequence of a comment by Heisenberg, of the factor-of-2 inconsistency mentioned above.

Some months later Thomas demonstrated that a careful relativistic treatment produced exactly the factor of one half needed to bring about agreement between the theory of $\mathbf{L} \cdot \mathbf{S}$ splitting and experiment (Thomas, 1926).

In this work appears for the first time the infamous 'Thomas precession', which is mentioned, yet almost never explained, in all textbooks on quantum mechanics. We shall return to it later, but we should like, immediately, to demistify one aspect of it. It is usually said that relativistic effects produce a factor of one half. Now that would indeed be mysterious! What is forgotten is the fact that the $\mathbf{L} \cdot \mathbf{S}$ coupling is itself a relativistic effect. By means of a Lorentz transformation, we can understand that the electron, moving through the Coulomb field of the nucleus, sees a magnetic field in its rest frame. So the Thomas result is simply a correction to an already intrinsically relativistic effect.

### 1.1 Spin and rotations in non-relativistic quantum mechanics

In non-relativistic quantum mechanics the spin of a particle is introduced as an additional rotational degree of freedom. Analogously to orbital angular momentum one introduces three spin operators

$$
\hat{\mathbf{s}} \equiv\left(\hat{s}_{x}, \hat{s}_{y}, \hat{s}_{z}\right) ;
$$

the spin states $|s m\rangle$ are the simultaneous eigenstates of the commuting operators $\hat{\mathbf{s}}^{2}$ and $\hat{s}_{z}$, with eigenvalues $s(s+1)$ and $m$ respectively. The spin $s$ of the particle can be zero or a positive integer or half integer, while $m$ can take values $-s \leq m \leq s$ in unit steps. The quantity $m$ is referred to as the ' $z$-component of the spin'.

The three spin operators $\hat{s}_{j}$ satisfy the usual angular momentum commutation relations

$$
\begin{equation*}
\left[\hat{s}_{j}, \hat{s}_{k}\right]=i \epsilon_{j k \mid} \hat{s}_{l} . \tag{1.1.1}
\end{equation*}
$$

For a free particle the spin degree of freedom is totally decoupled from the usual kinematic degrees of freedom, and this fact is implemented by writing the state vector in the form of a product, one factor referring to the usual degrees of freedom and the other to the spin degree of freedom. Thus, for a particle of momentum $\mathbf{p}$,

$$
\begin{equation*}
|\mathbf{p} ; s m\rangle=|\mathbf{p}\rangle \otimes|s m\rangle \tag{1.1.2}
\end{equation*}
$$

or, equivalently, for the wave function,

$$
\begin{equation*}
\psi_{\mathbf{p} ; s m}(\mathbf{x})=\varphi_{\mathbf{p}}(\mathbf{x}) \eta_{(m)} \tag{1.1.3}
\end{equation*}
$$

where $\eta_{(m)}$ is a $(2 s+1)$-component spinor and $\varphi_{\mathbf{p}}(\mathbf{x})$ is a standard Schrödinger wave function.

Since the labelling of the above spin states uses $m=\hat{s}_{z}$ and therefore makes reference to 'the $z$-direction' it is tacitly assumed that we are working in a well-defined, fixed coordinate reference system with origin $O$.

We wish now to discuss the effect of rotations upon the spin states. To begin with we recall the well-known rules for ordinary vectors. We shall denote by $r$ the physical operation of a rotation. Thus, if we say that an object is rotated by e.g. $r_{z}(\theta)$, where $\theta$ is positive, then we mean that we are to physically push that object around the $Z$-axis through an angle $\theta$ in the sense of a right-hand screw advancing along OZ .

If we apply $r$ to a given three-dimensional vector $\mathbf{A}$ we shall call the resultant rotated vector $r \mathbf{A}$ or $\mathbf{A}^{r}$. The action we have described is often referred to in the literature as the 'active' point of view as distinct from the 'passive' one, in which the axis system is rotated. We think that this is a confusing nomenclature. All our rotations act as described in the previous paragraph and if we wish to rotate axes we shall simply state that $r$ acts on the coordinate axes.
The components of the rotated vector are related to the components $A_{i}$ of $\mathbf{A}$ by

$$
\begin{equation*}
(r \mathbf{A})_{i} \equiv \mathbf{A}_{i}^{r}=R_{i j} A_{j} \tag{1.1.4}
\end{equation*}
$$

where the $3 \times 3$ matrix $R$ with elements $R_{i j}$ depends, of course, on $r$. Strictly speaking, we should write it as $R(r)$. Sometimes it is convenient to write the components $A_{i}$ in the form of a column vector

$$
A=\left(\begin{array}{l}
A_{x}  \tag{1.1.5}\\
A_{y} \\
A_{z}
\end{array}\right)
$$

in which case (1.1.4) can be written in matrix notation as

$$
\begin{equation*}
A^{r}=R A . \tag{1.1.6}
\end{equation*}
$$

As an example, if $r=r_{y}(\theta)$ then

$$
R\left[r_{y}(\theta)\right]=\left(\begin{array}{ccc}
\cos \theta & 0 & \sin \theta  \tag{1.1.7}\\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{array}\right) .
$$

For a tensor $T$, say of rank 2 , the components of the rotated tensor $T^{r}$ will be given by

$$
\begin{equation*}
T_{i j}^{r}=R_{i k} R_{j m} T_{k m} \tag{1.1.8}
\end{equation*}
$$

with obvious generalization to tensors of higher rank. It should be noted that tensors of rank $\geq 2$ do not transform irreducibly under rotations. (The irreducible representations of the rotation group are discussed briefly in Appendix 1.)

Often one wishes to utilize a set of three orthogonal unit 'basis vectors' $\mathbf{e}_{(i)}$ along the three coordinate axes. If we rotate one of them, say $\mathbf{e}_{(j)}$, the $n$ components of $\mathbf{e}_{(j)}^{r}$ will be related to those of $\mathbf{e}_{(j)}$ by (1.1.4). But we can also consider $\mathbf{e}_{(j)}^{r}$ as a linear superposition of the $\mathbf{e}_{(i)}$, and one easily shows that

$$
\begin{equation*}
\mathbf{e}_{(j)}^{r}=R_{i j} \mathbf{e}_{(i)}=\left(\mathbf{R}^{T}\right)_{j i} \mathbf{e}_{(i)} \tag{1.1.9}
\end{equation*}
$$

where $R^{T}$ is the transpose of the matrix $R$. (Recall that for rotations $R$ is orthogonal i.e. $R^{T} R=R R^{T}=I$.)

Note that whereas $R$ appears in (1.1.4) it is $R^{T}$ that occurs in (1.1.9).
We come now to the physical rôle of rotations. We are interested in the relationship between the descriptions that different observers give to the same physical phenomenon. Let $\mathbf{A}$ be a fixed vector, which observer $O$ in our fundamental reference system $S$ describes as having components $A_{j}$. Thus

$$
\begin{equation*}
\mathbf{A}=\sum_{j} A_{j} \mathbf{e}_{(j)} \tag{1.1.10}
\end{equation*}
$$

Let $O^{r}$ be an observer using a reference system $S^{r}$ that has been rotated from $S$ by a rotation $r$. Using the basis vectors $\mathbf{e}_{(l)}^{r}$ the observer describes A as having components $\left(A_{l}\right)_{S^{r}}$. Thus

$$
\begin{equation*}
\mathbf{A}=\sum_{l}\left(A_{l}\right)_{S^{r}} \mathbf{e}_{(l)} \tag{1.1.11}
\end{equation*}
$$

and via (1.1.9) one finds, using $[R(r)]^{-1}=R\left(r^{-1}\right)$, that

$$
\begin{equation*}
\left(A_{i}\right)_{S^{r}}=R_{i j}\left(r^{-1}\right) A_{j} . \tag{1.1.12}
\end{equation*}
$$

Although slightly misleading it is convenient to abbreviate (1.1.12) in the form

$$
\begin{equation*}
(A)_{S^{r}}=r^{-1} A \tag{1.1.13}
\end{equation*}
$$

In summary, if the reference system is rotated by $r$ then the components of a fixed vector, as described in $S^{r}$ and in $S$, are related via $R\left(r^{-1}\right)$, in contradistinction to (1.1.4) in which $R$ is shorthand for $R(r)$.

Spin-s spinors are dealt with in complete analogy to the above. We introduce $2 s+1$ unit basis spinors $\eta_{(m)}$, where

$$
\eta_{(s)}=\left(\begin{array}{c}
1 \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right), \quad \eta_{(s-1)}=\left(\begin{array}{c}
0 \\
1 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right), \quad \ldots, \quad \eta_{(-s)}=\left(\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right) ;
$$

the $\eta_{(s)}$ represent eigenstates of $\hat{s}_{z}$. We write for a general spinor

$$
\begin{equation*}
\chi=\sum_{m} \chi_{m} \eta_{(m)} \tag{1.1.14}
\end{equation*}
$$

The numbers $\chi_{m}$ are the 'components' of $\chi$. The components $\left(\chi_{m}\right)_{S^{r}}$ attributed to the spinor $\chi$ in the rotated reference frame $S^{r}$ are related to $\chi_{m}$ analogously to (1.1.12):

$$
\begin{equation*}
\left(\chi_{i}\right)_{S^{r}}=\mathscr{D}_{i j}^{(s)}\left(r^{-1}\right) \chi_{j} \tag{1.1.15}
\end{equation*}
$$

where the matrices $\mathscr{D}^{(s)}(r)$ are the $(2 s+1)$-dimensional representation matrices of the rotations $r$. (See Appendix 1 ; recall that the $\mathscr{D}$ are unitary matrices, i.e. $\mathscr{D}^{\dagger} \mathscr{D}=1$.) By analogy with the inverse of (1.1.9) we have

$$
\begin{equation*}
\eta_{(m)}=\mathscr{D}_{m^{\prime} m}^{(s)}\left(r^{-1}\right) \eta_{\left(m^{\prime}\right)}^{r} \tag{1.1.16}
\end{equation*}
$$

The physical interpretation of (1.1.16) is that the state described by observer $O$ in the frame $S$ as $\eta_{(m)}$ is described by the rotated observer $O^{\prime}$ as a superposition of the states $\eta_{\left(m^{\prime}\right)}^{r}$.

Because of its importance we restate this in more general terms. If an observer $O$ with reference system $S$ sees a spin $s$ particle in a state $|s m\rangle$ then the observer $O^{r}$ whose reference frame $S^{r}$ is rotated from $S$ by the rotation $r$ describes the state of the particle as $|s m\rangle_{S^{r}}$, where

$$
\begin{equation*}
|s m\rangle_{S^{r}}=\mathscr{D}_{m^{\prime} m}^{(s)}\left(r^{-1}\right)\left|s m^{\prime}\right\rangle \tag{1.1.17}
\end{equation*}
$$

It is implicit in (1.1.17) that the states on the right-hand side are the $|s m\rangle$ of $O^{r}$.

Although it is not simple to see what we mean by physically rotating a spinor, by analogy with the vector case we shall talk about the active rotation of a state $|s m\rangle$ to $|s m\rangle^{r}$. Comparing with eqn (1.1.9) for the vector case, we shall interpret $|s m\rangle^{r}$ as given by

$$
\begin{equation*}
|s m\rangle^{r}=\mathscr{D}_{m^{\prime} m}^{(s)}(r)\left|s m^{\prime}\right\rangle \tag{1.1.18}
\end{equation*}
$$

It is very convenient in quantum mechanics to represent the effect of an operation by an operator acting directly on the state vectors. Thus we rewrite (1.1.18) in the form

$$
\begin{equation*}
|s m\rangle^{r}=U(r)|s m\rangle \tag{1.1.19}
\end{equation*}
$$

where $U(r)$ is the operator representing the rotation $r$.
From (1.1.18) and (1.1.19) follows the well-known relation

$$
\begin{equation*}
\mathscr{D}_{m^{\prime} m}^{(s)}(r)=\left\langle s m^{\prime}\right| U(r)|s m\rangle \tag{1.1.20}
\end{equation*}
$$

In this operator notation (1.1.17) becomes

$$
\begin{equation*}
|s m\rangle_{S^{r}}=U\left(r^{-1}\right)|s m\rangle \tag{1.1.21}
\end{equation*}
$$

In the case of spin $1 / 2$, the spin operators $\hat{S}_{j}$ when acting on the twodimensional spinors $\chi^{1 / 2}$ are represented by the set $\sigma / 2$ of $2 \times 2$ hermitian matrices $\sigma_{j} / 2$, the $\sigma_{j}$ being the usual Pauli matrices. In the case of arbitrary spin $\mathbf{s}$ the operators $\hat{s}_{j}$ when operating on the $(2 s+1)$-dimensional spinor $\chi^{s}$ can similarly be represented by a set of three $(2 s+1)$-dimensional hermitian matrices $S_{j}$, the $S_{j}$ being the generalization of the Pauli matrices $\sigma_{j}$. There is an important and vital distinction, however, between the $\sigma_{j}$ and the $S_{j}$, which in a sense makes the spin- $1 / 2$ case unique. It is a fact that the most general $2 \times 2$ hermitian matrix $M$ can be specified by four independent real parameters and, as a consequence, because the $\sigma_{j}$ are hermitian and independent, such a matrix $M$ can always be written as

$$
\begin{equation*}
M=\frac{1}{2}(a I+\mathbf{b} \cdot \boldsymbol{\sigma}) \tag{1.1.22}
\end{equation*}
$$

where the factor $1 / 2$ is for convenience, $I$ is the unit matrix, $\mathbf{b} \cdot \boldsymbol{\sigma}$ is short for $b_{j} \sigma_{j}$ and the four numbers $a, b_{j}$ are all real. The form of (1.1.22) is particularly convenient since it is trivial to solve for $a$ and $b_{j}$. One has

$$
\begin{equation*}
a=\operatorname{Tr} M, \quad b_{j}=\operatorname{Tr}\left(\sigma_{j} M\right) \tag{1.1.23}
\end{equation*}
$$

where $\mathrm{Tr} \equiv$ trace means the sum of the diagonal elements of the matrix.
The Pauli $\sigma_{j}$ thus play a dual rôle. On the one hand, they represent the spin operators $\hat{s}_{j}$; on the other they furnish a basis for expressing any $2 \times 2$ hermitian matrix. It is the confusion of these two rôles that sometimes leads to difficulties in understanding spin effects in relativistic situations.

In the case of higher spin $s$ the most general hermitian matrix is specified by $(2 s+1)^{2}$ real parameters, so the set of the three $S_{j}$ matrices is far from adequate as a basis for an expansion analogous to (1.1.22).

The special rôle of spin $1 / 2$ shows itself in yet another way. The most general two-component spinor $\chi$ can be specified by four-real parameters, of which one, the overall phase, is totally irrelevant.

If, further, the spinor is normalized to unity, i.e.

$$
\chi^{\dagger} \chi=1
$$

we are left with two independent real parameters. Thus we can write, without loss of generality,

$$
\begin{equation*}
\chi=\binom{\cos \frac{1}{2} \theta e^{-i \phi / 2}}{\sin \frac{1}{2} \theta e^{i \phi / 2}} \tag{1.1.24}
\end{equation*}
$$

If now we compute the spin-polarization vector $\mathcal{P}_{\chi}$ defined by

$$
\begin{equation*}
\mathcal{P}_{\chi} \equiv\langle\boldsymbol{\sigma}\rangle_{\chi} \equiv \chi^{\dagger} \boldsymbol{\sigma} \chi \tag{1.1.25}
\end{equation*}
$$

we shall find that

$$
\begin{equation*}
\mathcal{P}_{\chi}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \tag{1.1.26}
\end{equation*}
$$

with $\mathcal{P}_{\chi}^{2}=1$. We see trivially that a knowledge of $\mathcal{P}_{\chi}$ completely specifies the quantum state $\chi$. In the case of higher spin, one can still define a spin-polarization vector for a state $\chi$ such that

$$
\begin{equation*}
\mathcal{P}_{\chi} \equiv\langle\hat{\mathbf{s}}\rangle_{\chi} / s \equiv \mathbf{s}_{\chi} / s \tag{1.1.27}
\end{equation*}
$$

where $\mathbf{s}$ is the mean spin vector, but now the three components of $\mathcal{P}$ are insufficient to fix the $2(2 s+1)-2$ independent parameters of the $(2 s+1)$-dimensional spinor $\chi$. Besides the case of spin $1 / 2$ there is no other situation in nature where a knowledge of the spin-polarization vector completely specifies the quantum state. (Of course $\mathcal{P}$ and $\mathbf{s}$ are really pseudovectors. $\mathcal{P}$ is commonly referred to as the polarization vector but it is not at all the same thing as the polarization vector $\varepsilon$ used in the description of photons or massive spin-1 particles. For this reason we shall refer to it as the spin-polarization vector.)

Finally we note a very important property of the matrices $S_{i}$ representing the spin operator $\hat{s}_{i}$ for spin $s$, namely that they 'transform as vectors under rotation'. More precisely:

$$
\begin{equation*}
\mathscr{D}^{(s)}(r) S_{i} \mathscr{D}^{(s) \dagger}(r)=R_{i j}\left(r^{-1}\right) S_{j} . \tag{1.1.28}
\end{equation*}
$$

This relation is best known in the spin- $1 / 2$ case in the simpler looking, but really equivalent, form

$$
\begin{equation*}
\left\langle\sigma_{i}\right\rangle_{\mathbf{s}^{r}}=R_{i j}\left(r^{-1}\right)\left\langle\sigma_{j}\right\rangle \tag{1.1.29}
\end{equation*}
$$

relating expectation values in $S^{r}$ to those in $S$.

### 1.2 Spin and helicity in a relativistic process

The pioneering work of Dirac (1927) showed that spin emerges automatically in a relativistic theory and that it could no longer be treated as an independent additional degree of freedom. Nevertheless it is not trivial to see precisely how the spin is to be described relativistically, nor how it is to be interpreted physically. We shall give a brief discussion of this question, and then turn to consider the helicity states of Jacob and Wick (1959). Here our emphasis will be upon the physical interpretation and is somewhat complementary to the approach used by other authors.

We assume that the reader has some familiarity with homogeneous and inhomogeneous Lorentz transformations. A clear account can be found in Gasiorowicz (1967).

In a relativistic quantum theory the fundamental operators are the generators of the inhomogeneous Lorentz transformations. There are 10 of these. The three momentum operators $\hat{P}^{j}$ and the hamiltonian operator $\hat{P}^{0}$ generate translations in space and time respectively, and the six operators $\hat{M}^{\mu \nu}\left(=-\hat{M}^{\nu \mu}\right)$ generate the homogeneous Lorentz transformations. It
is physically more revealing to work not with the $\hat{M}^{\mu \nu}$ but with the combinations

$$
\begin{equation*}
\hat{J}_{i} \equiv-\frac{1}{2} \epsilon_{i j k} \hat{M}^{j k}, \quad \hat{K}_{i} \equiv \hat{M}^{i 0} \tag{1.2.1}
\end{equation*}
$$

which can be shown to be the generators of pure rotations and of pure Lorentz transformations ('boosts') respectively. Thus the $\hat{J}_{i}$ are identified as the total angular momentum operators.

As a consequence of the inherent characteristics of the inhomogeneous Lorentz transformations, one can derive commutation relations that must be satisfied by the generators. In particular, and in accordance with the interpretation of the $\hat{J}_{i}$ as angular momentum operators, one naturally finds

$$
\begin{equation*}
\left[\hat{J}_{j}, \hat{J}_{k}\right]=i \epsilon_{j k l} \hat{J}_{l} . \tag{1.2.2}
\end{equation*}
$$

The operator $\hat{P}_{\mu} \hat{P}^{\mu}$ is invariant, i.e. it commutes with all the generators and its eigenvalues can thus be used to label states. Indeed, what we mean when we talk of an elementary particle of mass $m$ is nothing other than matter that is an eigenstate of $\hat{P}_{\mu} \hat{P}^{\mu}$ with eigenvalue $m^{2}$.

The question that now arises is the following. If the theory already contains the spin then which operators are to be identified as the spin operators? Is there a set of operators $\hat{s}_{i}$, with commutation relations akin to eqn (1.2.2)?

The nearest one can get to a covariant spin operator is the set of Pauli-Lubanski operators $\hat{W}_{\mu}$, defined as follows:

$$
\begin{equation*}
\hat{W}_{\sigma}=-\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} \hat{M}^{\mu \nu} \hat{P}^{\rho} \tag{1.2.3}
\end{equation*}
$$

(with $\epsilon_{0123}=+1$ ), whose commutation relations can be shown to be

$$
\begin{equation*}
\left[\hat{W}_{\lambda}, \hat{W}_{\mu}\right]=i \epsilon_{\lambda \mu \rho \sigma} \hat{W}^{\rho} \hat{P}^{\sigma} . \tag{1.2.4}
\end{equation*}
$$

These are not quite what we hoped for, but we notice that if we consider the action of these operators on states of momentum $\mathbf{p}=0$, i.e. on 'rest' states, then for the space parts of the commutation relations (1.2.4) one will have

$$
\begin{equation*}
\left[\hat{W}_{j}, \hat{W}_{k}\right]=i \epsilon_{j k \rho 0} \hat{W}^{\rho} m=-i m \epsilon_{j k l} \hat{W}_{l} . \tag{1.2.5}
\end{equation*}
$$

Thus, for the case $m \neq 0$ the three operators

$$
\begin{equation*}
\hat{s}_{i}=\frac{1}{m} \hat{W}^{i} \tag{1.2.6}
\end{equation*}
$$

have the commutation relations

$$
\begin{equation*}
\left[\hat{s}_{j}, \hat{s}_{k}\right]=i \epsilon_{j k l} \hat{s}_{l} \tag{1.2.7}
\end{equation*}
$$

provided they act on the states of particles at rest.

Further, the operator $\hat{W}_{\mu} \hat{W}^{\mu}$ is invariant ${ }^{1}$ and its eigenvalues, as can be deduced from(1.2.4)-(1.2.7), are of the form $m^{2} s(s+1)$ with $s=0, \frac{1}{2}, 1, \ldots$. It is the number $s$ that is defined as the 'spin' of a particle in a relativistic theory.

In summary, in a relativistic theory a particle is assigned an invariant spin quantum number $s$. But only when the particle is at rest can one identify a set of spin operators $\hat{s}_{i}$ and proceed to invoke the usual formalism of non-relativistic quantum mechanics. Indeed from (1.2.3) one sees that when $\hat{W}_{\mu}$ acts upon a particle at rest it has the form

$$
\hat{W}_{\sigma}=-\frac{m}{2} \epsilon_{\mu v 0_{\sigma}} \hat{M}^{\mu \nu}
$$

or, from (1.2.1)

$$
\begin{equation*}
\hat{W}^{i}=m \hat{J}_{i} . \tag{1.2.8}
\end{equation*}
$$

Thus the $\hat{s}_{i}$ when acting on states at rest are just the $\hat{J}_{i}$, so that all the rotational properties of non-relativistic spin hold for particles at rest. The possibility that a particle at rest has non-zero total angular momentum has emerged automatically.

For a particle at rest it is convenient to fix a reference frame and then to classify the states of the particle as in the non-relativistic case, i.e. using eigenstates $\left|s_{z}\right\rangle$ of $\hat{s}^{2}$ and $\hat{s}_{z}$. For a particle in motion, however, the labelling of the states is not so clear cut.

The standard approach is to generate states of arbitrary momentum by acting upon the rest states with suitable Lorentz transformations. We shall adopt an equivalent but more physical approach, considering Lorentz transformations in a similar spirit to our discussion of rotations in Section 1.1.

We denote an arbitrary physical Lorentz transformation by $l$. We continue to denote physical rotations by $r$, and we denote by $l_{j}, j=x, y, z$, physical pure Lorentz transformations ('boosts') along the axes. We remind the reader that care must be taken when specifying a sequence of operations acting on the reference system. For example, if we first rotate a system $S$ about its $Y$ axis through angle $\theta$ (call this frame $S^{\prime}$ ) and then boost to a new frame $S^{\prime \prime}$ moving with speed $v$ along the $Z$-axis of $S^{\prime}$, then we should represent the complete transformation from $S$ to $S^{\prime \prime}$ as

$$
S \rightarrow S^{\prime \prime}=l_{z^{\prime}}(v) r_{y}(\theta) S ;
$$

it is essential for clarity to use the primed label $z^{\prime}$ on $l$. A pure Lorentz transformation or boost in an arbitrary direction is denoted by $l(\mathbf{v})$, where

[^0]conventionally
\[

$$
\begin{equation*}
l(\mathbf{v}) \equiv\left[r^{-1}(\mathbf{v})\right]^{\prime \prime} l_{z^{\prime}}(v) r(\mathbf{v}) \tag{1.2.9}
\end{equation*}
$$

\]

Here $r(\mathbf{v})$ is the rotation about $\mathbf{e}_{(z)} \times \mathbf{v}$ that rotates the $Z$-axis into the direction of $\mathbf{v}$ and $\left(r^{-1}(\mathbf{v})\right)^{\prime \prime}$ is its inverse, applied to the boosted frame. We shall refer to (1.2.9) as a canonical boost.

The reason for calling (1.2.9) a pure boost is clear from Fig. 1.1, which shows (for the case of $\mathbf{v}$ lying in the $X Z$ plane) that the final reference system $S^{\prime \prime \prime}$ has its $Z$-axis at the same angle $\theta$ to $\mathbf{v}$ as did $O Z$ of $S$.

If a 4 -vector $A$ is acted upon by a physical Lorentz transformation $l$ then it is transformed to a new vector, which we shall denote by $l A$ or $A_{l}$. Its components are related to those of $A$ by

$$
\begin{equation*}
(l A)^{\mu} \equiv A_{l}^{\mu}=\Lambda_{v}^{\mu}(l) A^{v} \tag{1.2.10}
\end{equation*}
$$

When using matrix notation we shall denote by $\Lambda$ the $4 \times 4$ matrix whose elements are $\Lambda^{\mu}{ }_{v}, \mu$ referring to the row, $v$ to the column. The column matrix $A$ is defined to have as components the contravariant components $A^{v}$. Thus (1.2.10) reads as

$$
A_{l}=\Lambda(l) A
$$

Explicit forms for $\Lambda^{\mu}{ }_{v}$ for a few cases of special importance follow. If $l$ is simply a rotation $r$, then we have

$$
\Lambda=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{1.2.11}\\
0 & & & \\
0 & & R & \\
0 & & &
\end{array}\right)
$$

where $R$ is the matrix defined in (1.1.4).


Fig. 1.1. A canonical boost along $\mathbf{v}$ to $S \rightarrow S^{\prime \prime \prime}$ as shown.

If $l$ is a boost of speed $v$ along the $Z$ axis then

$$
\Lambda\left[l_{z}(v)\right]=\left(\begin{array}{cccc}
\gamma & 0 & 0 & \gamma \beta  \tag{1.2.12}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\gamma \beta & 0 & 0 & \gamma
\end{array}\right)
$$

where $\gamma=\left(1-\beta^{2}\right)^{-1 / 2}, \beta=v / c$.
For the canonical boost (1.2.9) one has

$$
\Lambda[l(\mathbf{v})]=\left(\begin{array}{cccc}
\gamma & \gamma \beta_{x} & \gamma \beta_{y} & \gamma \beta_{z}  \tag{1.2.13}\\
\gamma \beta_{x} & 1+\alpha \beta_{x}^{2} & \alpha \beta_{x} \beta_{y} & \alpha \beta_{x} \beta_{z} \\
\gamma \beta_{y} & \alpha \beta_{y} \beta_{x} & 1+\alpha \beta_{y}^{2} & \alpha \beta_{y} \beta_{z} \\
\gamma \beta_{z} & \alpha \beta_{z} \beta_{x} & \alpha \beta_{z} \beta_{y} & 1+\alpha \beta_{z}^{2}
\end{array}\right)
$$

where $\boldsymbol{\beta}=\mathbf{v} / c, \gamma=\left(1-\beta^{2}\right)^{-1 / 2}$ and $\alpha=\gamma^{2}(\gamma+1)^{-1}$.
If $S^{l}$ is a frame obtained by applying a Lorentz transformation $l$ to a frame $S$ then analogously to (1.1.12) a fixed 4 -vector $A$ in $S$ will appear in $S^{l}$ to have components

$$
\begin{equation*}
\left(A^{\mu}\right)_{S^{l}}=\Lambda_{v}^{\mu}\left(l^{-1}\right) A^{v} \tag{1.2.14}
\end{equation*}
$$

which for convenience will be written, somewhat loosely, as

$$
\begin{equation*}
(A)_{S^{l}}=l^{-1} A \tag{1.2.15}
\end{equation*}
$$

A brief discussion of the finite-dimensional representations of the Lorentz group is given in Appendix 2.

### 1.2.1 Particles with non-zero mass

Let us suppose that we are given a definite reference frame $S_{A}$ in which a particle $A$ of mass $m$ is at rest in state $\left|s ; s_{z}\right\rangle$. Let $O$ be an observer moving at velocity $-\mathbf{v}$ with respect to $O_{A}$. Choose $\mathbf{v}=\mathbf{p} / \sqrt{\mathbf{p}^{2}+m^{2}}$ where $\mathbf{p}$ is some arbitrary momentum. Then observer $O$ looking at $A$ which is at rest in $S_{A}$, will see a particle moving with momentum $\mathbf{p}$. Thus in describing this state $O$ will use a label $\mathbf{p}$, i.e. $|\mathbf{p} ; \cdots\rangle$. However, there are infinitely many reference frames $S$ all attached to $O$ and moving with velocity $-\mathbf{v}$ with respect to $O_{A}$ in which particle $A$ will still appear to have momentum $\mathbf{p}$ : if $S_{1}$ is one such frame then so will be any other frame obtained by rotating $S_{1}$ bodily about $\mathbf{p}$. Clearly, although all these observers report $A$ as having momentum $\mathbf{p}$ they will each report a different spin state since their reference frames are all rotated from each other. Thus the 'spin' label given to the state of motion of $A$ must depend on a choice as to which reference frame $O$ is using. This choice is a matter of convention.

There are two main choices in the literature.
(1) The canonical choice. Here $O$ chooses his/her reference frame $S$ in such a way that it is obtained from $S_{A}$ by a pure Lorentz transformation $l(-\mathbf{v})$ as in (1.2.9). $O$ then labels the state of motion that he/she sees as $\left|\mathbf{p} ; s_{z}\right\rangle$.
(2) The helicity choice. Let $\mathbf{p}$ have polar angles $\theta, \phi$. Then $O$ chooses his frame $S$ as follows. To begin with, $O$ transforms to a frame $S^{\prime}$ boosted by a speed

$$
v=|\mathbf{p}| / \sqrt{\mathbf{p}^{2}+m^{2}}
$$

in the direction of the negative $Z$-axis of $S_{A}$.
$O$ then applies a rotation to $S^{\prime}$ designed to make the momentum of $A$ appear as $\mathbf{p}=(p, \theta, \phi)$. The rotation we use is the simplest one: first through angle $-\theta$ about $O Y^{\prime}$ then through $-\phi$ about the new $Z$-axis $O Z^{\prime \prime}$, i.e. the overall transformation is

$$
\begin{equation*}
S_{A} \rightarrow S=r_{z^{\prime \prime}}(-\phi) r_{y^{\prime}}(-\theta) l_{z}^{-1}(v) S_{A} \tag{1.2.16}
\end{equation*}
$$

We note that if the usual notation $r(\alpha, \beta, \gamma)$ is used for a rotation through the Euler angles $\alpha, \beta, \gamma$, i.e.

$$
\begin{equation*}
r(\alpha, \beta, \gamma)=r_{z^{\prime \prime}}(\gamma) r_{y^{\prime}}(\beta) r_{z}(\alpha)=r_{z}(\alpha) r_{y}(\beta) r_{z}(\gamma) \tag{1.2.17}
\end{equation*}
$$

(the latter equality is explained in Hamermesh (1964)) then

$$
\begin{equation*}
S=r^{-1}(\theta, \phi, 0) l_{z}^{-1}(v) S_{A} \tag{1.2.18}
\end{equation*}
$$

If the state $A$ in the rest frame $S_{A}$ is $\left|\stackrel{\circ}{p} ; s, s_{z}=\lambda\right\rangle$, where $\stackrel{\circ}{p}=(m, 0,0,0)$, then $O$ using the frame $S$ sees the state $\left|\stackrel{\circ}{p} ; s, s_{z}=\lambda\right\rangle_{S}$, which $O$ labels as $|\mathbf{p} ; \lambda\rangle$, i.e. the helicity state $|\mathbf{p} ; \lambda\rangle$ is defined by

$$
\begin{equation*}
|\mathbf{p} ; \lambda\rangle \equiv\left|\stackrel{\circ}{p} ; s, s_{z}=\lambda\right\rangle_{S} \tag{1.2.19}
\end{equation*}
$$

in which $S$ is specified as above. The mathematical relationship between $|\mathbf{p} ; \lambda\rangle$ and $\left|\stackrel{\circ}{p} ; s_{z}=\lambda\right\rangle$ will be given later.

In what follows we shall seldom use the canonical basis, so that, unless specifically indicated, all our states are helicity states. The formalism is much simplified thereby and the treatment of massive and massless particles is unified.

It should be noted that the rotation defined in (1.2.16) is simpler than the one used in the original paper of Jacob and Wick. Their rotation corresponds to having $r^{-1}(\phi, \theta,-\phi)$ in (1.2.18). However, both Jacob and Wick in later papers adopted the simpler rotation given in (1.2.16).

### 1.2.2 The physical interpretation of helicity and canonical spin states

Equations (1.2.18) and (1.2.19) are the crucial tools in understanding the physical content of a helicity state. Suppose in a frame $S$ we are told that the particle $A$ is in a state of motion described by $|\mathbf{p} ; \lambda\rangle$. Then, according to eqns (1.2.18) and (1.2.19), particle $A$ will be found at rest with spin component $s_{z}=\lambda$ if one observes it in the frame $S_{A}$ related to $S$ by (1.2.16), i.e. in the frame

$$
\begin{equation*}
S_{A}=l_{z^{\prime}}(v) r(\phi, \theta, 0) S . \tag{1.2.20}
\end{equation*}
$$

We refer to this particular one of the infinitely many rest frames for $A$ as its 'helicity rest frame'.

The relation between $S_{A}$ and $S$, for the case $\phi=0$, can be seen in Fig. 1.2. In general, for arbitrary $\phi, Z_{A}$ will lie along $\mathbf{p}$ and $Y_{A}$ along $\mathbf{e}_{(z)} \times \mathbf{p}$. For $\theta=0$ or $\pi$ we take $Y_{A}$ along or opposite to $O Y$ respectively. The transformation in (1.2.20) is often given the special symbol $h(\mathbf{p})$, i.e.

$$
\begin{equation*}
h(\mathbf{p}) \equiv l_{z^{\prime}}(v) r(\phi, \theta, 0) . \tag{1.2.21}
\end{equation*}
$$

Another way of specifying $h(\mathbf{p})$, which is more common in the literature, is to refer all the operations involved to just one reference frame. In this case it can be shown (Hamermesh, 1964) that

$$
\begin{equation*}
h(\mathbf{p})=r(\phi, \theta, 0) l_{z}(v), \tag{1.2.22}
\end{equation*}
$$



Fig. 1.2 Definition of the helicity rest frame $S_{A}$ for particle $A$, which has momentum $\mathbf{p}$ in a reference frame $S$.
where the absence of primes on the axis labels is crucial. We note that

$$
\Lambda[h(\mathbf{p})]=\left(\begin{array}{cccc}
\gamma & 0 & 0 & \beta \gamma  \tag{1.2.23}\\
\gamma \beta_{x} & \cos \theta \cos \varphi & -\sin \varphi & \gamma \beta_{x} / \beta \\
\gamma \beta_{y} & \cos \theta \sin \varphi & \cos \varphi & \gamma \beta_{y} / \beta \\
\gamma \beta_{z} & -\sin \theta & 0 & \gamma \beta_{z} / \beta
\end{array}\right)
$$

where $\boldsymbol{\beta}=\mathbf{p} / E$ has polar angles $\theta, \varphi$ and $\gamma=E / m$. Note that the form for $\boldsymbol{\beta}$ and $\gamma$ for massless particles will be given in subsection 1.2.3.

We note also, that by its very construction, $h(\mathbf{p})$ operating on the 4 -vector $\stackrel{\circ}{p}$ turns it into $p$.

We now have

$$
\begin{equation*}
S=h^{-1}(\mathbf{p}) S_{A} \tag{1.2.24}
\end{equation*}
$$

and therefore in complete analogy with eqn (1.1.21)

$$
\begin{equation*}
|\mathbf{p} ; \lambda\rangle \equiv\left|\stackrel{\circ}{p} ; s, s_{z}=\lambda\right\rangle_{S}=U[h(\mathbf{p})]\left|\stackrel{\circ}{p} ; s, s_{z}=\lambda\right\rangle \tag{1.2.25}
\end{equation*}
$$

where $U$ is the unitary operator corresponding to the Lorentz transformation $h(\mathbf{p})$.

In the usual treatment of helicity states, the $|\mathbf{p} ; \lambda\rangle$ are simply defined by eqn (1.2.25). The advantage of our treatment is that it clarifies the interpretation of the label $\lambda$.

We must at this point add a note of warning to the reader. In building up helicity states for two particles, Jacob and Wick (1959) make a distinction between the states for what they call 'particle 1' and 'particle 2'. For us the definition of a helicity state of any particle is the same.

For the moment the crucial point to be drawn from the above is simply that if a helicity state for a particle $A$ is defined in some frame $S$ by

$$
\begin{equation*}
|\mathbf{p} ; \lambda\rangle=U\left[h_{A}(\mathbf{p})\right]\left|\stackrel{\circ}{p} ; s_{z}=\lambda\right\rangle \tag{1.2.26}
\end{equation*}
$$

then $\lambda$ is the $z$-component of the spin of the particle $A$ when measured in the helicity rest frame $S_{A}$ obtained from $S_{A}$ via

$$
\begin{equation*}
S \rightarrow S_{A}=h_{A}(\mathbf{p}) S \tag{1.2.27}
\end{equation*}
$$

and illustrated in Fig. 1.2.
Because of the subtle question of phases, some care must be exercised in talking about the vector $-\mathbf{p}$. If $\mathbf{p}=(p, \theta, \phi)$ then we shall always use $-\mathbf{p} \equiv(p, \pi-\theta, \phi+\pi)$ even when $\theta=\phi=0$.

The canonical spin states $\left|\mathbf{p} ; s_{z}\right\rangle_{\text {can }}$ are introduced in complete analogy with the above, the only difference being that $h_{A}(\mathbf{p})$ is replaced by the pure boost $l(\mathbf{v})$ where $\mathbf{v}=\mathbf{p}_{A} / \sqrt{\mathbf{p}_{A}^{2}+m^{2}}$. Thus instead of (1.2.26) we have for a particle $A$

$$
\begin{equation*}
\left|\mathbf{p} ; s_{z}\right\rangle_{\mathrm{can}}=U\left[l_{A}(\mathbf{v})\right]\left|\stackrel{\circ}{p} ; s_{z}\right\rangle \tag{1.2.28}
\end{equation*}
$$

and the physical interpretation is that $s_{z}$ is the spin component of $A$ as measured in its canonical rest frame $S_{A}^{0}$ reached from $S$ by the boost $l_{A}(\mathbf{v})$. If $\mathbf{v}$ in Fig. 1.1 refers to particle $A$ then the frame $S^{\prime \prime \prime}$ is just $S_{A}^{0}$. Comparing Figs. 1.1 and 1.2 we see that the two rest frames differ by a rotation and thus the physical situations described by say $\left|\mathbf{p} ; \lambda=\frac{1}{2}\right\rangle$ and $\left|\mathbf{p} ; s_{z}=\frac{1}{2}\right\rangle_{\text {can }}$ are different. In classical physics what is loosely termed 'the rest frame' or 'a comoving frame' is what we have called the canonical rest frame.

Finally we note that it is easy to show that the state $|\mathbf{p} ; \lambda\rangle$ is an eigenstate of the helicity operator $\hat{\mathbf{J}} \cdot \hat{\mathbf{P}} /|\hat{\mathbf{P}}|$, i.e.

$$
\begin{equation*}
\frac{\hat{\mathbf{J}} \cdot \hat{\mathbf{P}}}{|\hat{\mathbf{P}}|}|\mathbf{p} ; \lambda\rangle=\lambda|\mathbf{p} ; \lambda\rangle . \tag{1.2.29}
\end{equation*}
$$

Thus the helicity is the projection of the total angular momentum onto the direction of the linear momentum, for a free particle.

### 1.2.3 Particles with zero mass

In all the above we leant heavily upon the existence of a rest frame for our particle. In fact helicity states can still be defined for massless particles and this is one of the many reasons for preferring them to canonical states. They unify completely the treatment of spin for particles of any spin and mass.

The generalization to mass-zero particles starts from the realization that the helicity states defined by (1.2.25) are eigenstates of the helicity operator $\hat{\mathbf{J}} \cdot \hat{\mathbf{P}} /|\hat{\mathbf{P}}|$.

With this interpretation there is no reference to the mass or a rest frame. We may therefore adopt eqn (1.2.29) as the definition of a helicity state for a massless particle. There is to begin with just one value of $\lambda$, and the $\operatorname{spin} s$ is defined by $s=|\lambda|$. If, however, the interactions of the particle are invariant under space reflection then the state obtained by acting with the parity operator $\mathscr{P}$ on $|\mathbf{p} ; \lambda\rangle$ must also be a physical state.

Since $\hat{\mathbf{J}} \cdot \hat{\mathbf{P}} /|\hat{\mathbf{P}}|$ is manifestly invariant under rotations and is a pseudoscalar under space reflection, it is clear that for the state with $\mathbf{p}_{z}=(0,0, p)$,

$$
\begin{equation*}
\mathscr{G}\left|\mathbf{p}_{z} ; \lambda\right\rangle \equiv e^{-i \pi \hat{J}_{y}} \mathscr{P}\left|\mathbf{p}_{z} ; \lambda\right\rangle \tag{1.2.30}
\end{equation*}
$$

has momentum $\mathbf{p}_{z}$ and is an eigenstate of $\hat{\mathbf{J}} \cdot \hat{\mathbf{P}} /|\hat{\mathbf{P}}|$ with eigenvalue $-\lambda$. It can thus be written as

$$
\begin{equation*}
\mathscr{Y}\left|\mathbf{p}_{z} ; \lambda\right\rangle=\eta\left|\mathbf{p}_{z} ;-\lambda\right\rangle, \tag{1.2.31}
\end{equation*}
$$

where $\eta$ is called the 'intrinsic parity factor' of the massless particle.
In summary, if its interactions conserve parity then a massless particle of spin $s$ has two independent helicity states for a given momentum, namely $|\mathbf{p} ; \lambda=s\rangle$ and $|\mathbf{p} ; \lambda=-s\rangle$, and they are related by (1.2.31). Thus a
photon, whose interactions conserve parity, has two helicity states $\lambda= \pm 1$ whereas a neutrino, whose interactions violate parity, can exist only as a 'left-handed particle', i.e. $\lambda=-\frac{1}{2}$ only.

Although (1.2.29) gives a meaning to $\lambda$, it does not specify the state $|\mathbf{p} ; \lambda\rangle$ uniquely.

In order to specify the relationship between states seen by different observers we can begin in some standard reference frame $S_{\text {st }}$ in which the particle is moving in the $Z$-direction with some definite momentum $p_{\text {st }}=(\bar{p}, 0,0, \bar{p})$. This state is labelled $\left|\mathbf{p}_{\text {st }} ; \lambda\right\rangle$.

In analogy with (1.2.25) the helicity state $|\mathbf{p} ; \lambda\rangle$ can be defined by

$$
\begin{equation*}
|\mathbf{p} ; \lambda\rangle=U\left[h\left(\mathbf{p}, \mathbf{p}_{\mathrm{st}}\right)\right]\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle \tag{1.2.32}
\end{equation*}
$$

where now $h\left(\mathbf{p}, \mathbf{p}_{\mathrm{st}}\right)$ is the Lorentz transformation of the form

$$
r(\phi, \theta, 0) l_{z}(v)
$$

such that $h^{-1}\left(\mathbf{p}, \mathbf{p}_{\text {st }}\right)$ changes the frame $S_{\text {st }}$ to the frame $S$ in which the momentum is $\mathbf{p}^{\mu}=(p, \mathbf{p})$ with $\mathbf{p}=(p, \theta, \phi)$. Alternatively, $h\left(\mathbf{p}, \mathbf{p}_{\mathrm{st}}\right)$ acting on $p_{\text {st }}$ turns it into $p$. One can of course show that the $|\mathbf{p} ; \lambda\rangle$ defined in (1.2.32) do satisfy (1.2.29). But (1.2.32) goes beyond (1.2.29) in that it specifies also the relative phases of the states.

The matrix $\Lambda\left[h\left(\mathbf{p}, \mathbf{p}_{\text {st }}\right)\right]$ is still given by (1.2.23) but now

$$
\beta=\left(p^{2}-\bar{p}^{2}\right) /\left(p^{2}+\bar{p}^{2}\right)
$$

For a massless particle it is not possible to define the spin $s$ directly from the eigenvalues of $\hat{W}_{\mu} \hat{W}^{\mu}$. This can be seen as follows. From (1.2.4) we have that

$$
\left[\hat{W}_{\mu}, \hat{W}_{v}\right]\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle=\overline{\bar{p}}\left[\epsilon_{\mu \nu \rho 0}+\epsilon_{\mu \nu \rho 3}\right] \hat{W}^{\rho}\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle
$$

Therefore one has the following commutation relations for the $\hat{W}^{\mu}$ when acting on the $\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle$ :

$$
\begin{equation*}
\left[\hat{W}^{1}, \hat{W}^{2}\right]=0 \tag{1.2.33}
\end{equation*}
$$

and

$$
\begin{align*}
{\left[\hat{W}^{3}, \hat{W}^{1}\right] } & =i \bar{p} \hat{W}^{2} \\
{\left[\hat{W}^{3}, \hat{W}^{2}\right] } & =-i \bar{p} \hat{W}^{1} \tag{1.2.34}
\end{align*}
$$

Now consider the fundamental commutation relations of the translation generators with the angular momentum operators. One has

$$
\begin{equation*}
\left[\hat{M}^{\mu \nu}, \hat{P}^{\rho}\right]=i\left(g^{\mu \rho} \hat{P}^{v}-g^{v \rho} \hat{P}^{\mu}\right) \tag{1.2.35}
\end{equation*}
$$

and of course

$$
\begin{equation*}
\left[\hat{P}^{\mu}, \hat{P}^{v}\right]=0 \tag{1.2.36}
\end{equation*}
$$

It follows from (1.2.35) and (1.2.1) that

$$
\begin{align*}
{\left[\hat{J}_{3}, \hat{P}^{1}\right] } & =i \hat{P}^{2} \\
{\left[\hat{J}_{3}, \hat{P}^{2}\right] } & =-i \hat{P}^{1} \tag{1.2.37}
\end{align*}
$$

and

$$
\left[\hat{P}^{1}, \hat{P}^{2}\right]=0
$$

On comparing (1.2.37) with (1.2.34) and (1.2.33) we see that, acting on the states $\left|\mathbf{p}_{\text {st }} ; \lambda\right\rangle$ the set of operators $\left(\hat{W}^{3} / \bar{p}, \hat{W}^{1}, \hat{W}^{2}\right)$ obeys an algebra isomorphic to that of ( $\hat{J}_{3}, \hat{P}^{1}, \hat{P}^{2}$ ). Thus the eigenvalues of $\hat{W}^{1}, \hat{W}^{2}$ will be, just like momentum eigenvalues, unquantized! It is postulated that the physical massless particles in nature correspond to eigenvalue zero for $\hat{W}^{1,2}$ :

$$
\begin{equation*}
\hat{W}^{1,2}\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle=0 \tag{1.2.38}
\end{equation*}
$$

It then follows from (1.2.3) that, when acting on these physical states $\left|\mathbf{p}_{\text {st }} ; \lambda\right\rangle$,

$$
\begin{equation*}
\hat{W}^{\mu}\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle=\left(\bar{p} J_{3}, 0,0, \bar{p} J_{3}\right)\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle \tag{1.2.39}
\end{equation*}
$$

so that

$$
\begin{equation*}
\hat{W}^{\mu} \hat{W}_{\mu}\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle=0 \tag{1.2.40}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\hat{W}^{3}}{\bar{p}}\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle & =\hat{J}_{3}\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle=\frac{\hat{\mathbf{J}} \cdot \hat{\mathbf{P}}}{|\hat{\mathbf{P}}|}\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle \\
& =\lambda\left|\mathbf{p}_{\mathrm{st}} ; \lambda\right\rangle \tag{1.2.41}
\end{align*}
$$

Thus the physical helicity states may be thought of as eigenstates of $\left(\hat{W}^{3} / \bar{p}, \hat{W}^{1}, \hat{W}^{2}\right)$ with eigenvalues $(\lambda, 0,0)$.

Since $s$ is not now given by its usual rules, i.e. as the eigenvalue $s(s+1)$ of the square of some spin operator, we have to ask how we determine that $s$ is to have only integer or half-integer values.

The answer can be seen as follows: although the value of $\lambda$ is clearly invariant under rotations (of course for both zero-mass and massive cases) the helicity states do pick up a phase under some rotations. Thus from (1.2.29) it is clear that for a rotation by angle $\alpha$ about the direction of $\mathbf{p}$ one will have

$$
\begin{equation*}
|\mathbf{p} ; \lambda\rangle \rightarrow \exp (-i \alpha \hat{\mathbf{J}} \cdot \mathbf{p} /|\mathbf{p}|)|\mathbf{p} ; \lambda\rangle=e^{-i \alpha \lambda}|\mathbf{p} ; \lambda\rangle . \tag{1.2.42}
\end{equation*}
$$

For a rotation of $2 \pi$ we require that this phase be equal to $\pm 1$ in the bosonic and fermionic cases respectively and conclude that $\lambda$ must be an integer or half integer.


[^0]:    ${ }^{1} \hat{W}_{\mu} \hat{W}^{\mu}$ and $\hat{P}_{\mu} \hat{P}^{\mu}$ are the only invariant operators of the inhomogeneous Lorentz group.

