
Nagoya Math. J., 253 (2024), 48–90
DOI 10.1017/nmj.2023.18

ON THE DISTRIBUTION OF IWASAWA INVARIANTS
ASSOCIATED TO MULTIGRAPHS
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Abstract. Let � be a prime number. The Iwasawa theory of multigraphs is

the systematic study of growth patterns in the number of spanning trees in

abelian �-towers of multigraphs. In this context, growth patterns are realized

by certain analogs of Iwasawa invariants, which depend on the prime � and the

abelian �-tower of multigraphs. We formulate and study statistical questions

about the behavior of the Iwasawa μ and λ invariants.

§1. Introduction

1.1 Classical Iwasawa theory

Let � be a prime number, let K be a number field, and let Z� denote the ring of �-adic

integers. A Z�-tower over K consists of a sequence of abelian extensions

K =K0 ⊂K1 ⊂K2 ⊂K3 ⊂ ·· · ⊂Kn ⊂Kn+1 ⊂ . . . ,

such that for all values of n, the Galois group Gal(Kn/K) is isomorphic to Z/�nZ. The

union K∞ :=
⋃

n≥1Kn is an infinite Galois extension of K with Galois group Gal(K∞/K)

isomorphic to Z�. We refer to K∞ as a Z�-extension of K. For n≥ 0, we denote by Cl�(Kn),

the Sylow �-subgroup of the ideal class group of Kn, and by h�(Kn) the cardinality of

Cl�(Kn). In his seminal work [10], Iwasawa studied growth patterns for h�(Kn), as n→∞.

More specifically, it is shown in [10] that there are invariants μ, λ, and ν, which only depend

on the prime � and the extension K∞ (and independent of n), such that for n� 0,

h�(Kn) = �(μ�
n+λ�+ν). (1.1)

The quantities μ and λ are nonnegative integers, whereas the quantity ν is an integer,

possibly negative.

Of special interest is the case when K∞/K is the cyclotomic Z�-extension of K, in

which case, we simply denote the Iwasawa invariants by μ�(K), λ�(K), and ν�(K). By

the celebrated result of Ferrero and Washington [5], μ�(K) is equal to 0 for all abelian

extensions K/Q. Moreover, it is conjectured in [11] that μ�(K) is 0 for all number fields

K. The λ-invariant is more subtle, and it is natural to study statistical questions about its

average behavior.

Let n > 0 be an integer, and let F be a family of number fields of fixed degree n. We

do not provide an explicit definition of what constitutes a family, however, it is natural to

study number fields satisfying prescribed splitting conditions at a fixed set of primes. For

instance, it is natural to consider the case when F is the family of imaginary quadratic
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fields in which p is inert (or split). For a number field K, we let |ΔK | be the absolute

discriminant. Given a real number x > 0, let F≤x be the subset of F consisting of number

fields K such that |ΔK | ≤ x. Given μ0 ≥ 0 and λ0 ≥ 0 and a real number x > 0, we let

F≤x(μ0,λ0, �) consist of K ∈ F≤x such that μ�(K) = μ0 and λ�(K) = λ0. Note that both

F≤x and F≤x(μ0,λ0, �) are finite sets. The following question motivates the line of inquiry

in this manuscript.

Question 1.1. Fix a prime number �. Can one compute the proportion of number fields

K in F such that μ = μ0 and λ = λ0. In greater detail, one is interested in computing the

density defined as follows:

d(μ0,λ0, �) = lim
x→∞

#F≤x(μ0,λ0, �)

#F≤x
,

in cases when the above limit exists.

This can be regarded as an analog of similar questions on classical Iwasawa invariants

of number fields. The heuristics for the distribution of these arithmetic Iwasawa invariants

have been studied by Ellenberg, Jain, and Venkatesh [4]. One may attempt to compute

the limit above for various choices of (μ0,λ0). Of course, the μ= 0 conjecture would imply

that d(μ0,λ0, �) = 0 if μ0 > 0. It turns out that the above question, though of considerable

interest, leads to difficulties that are yet to be resolved systematically.

1.2 Iwasawa theory of multigraphs

In the present article, we consider graph-theoretic analogs of Iwasawa invariants, for

which questions similar to Question 1.1 become tractable for certain families of multigraphs.

What might be called the Iwasawa theory of multigraphs is a recent area of research. The

reader may refer to [19], [20], and [26] where the approach via Artin–Ihara L-functions is

introduced and to [8] where the module theoretical approach was initiated. Other articles

on the subject where the reader can find more information are [3], [12], [14], [16], and [22].

However, at present, there is no standard text on the subject.

A finite multigraph X consists of a finite set of vertices joined by directed edges and an

inversion map satisfying prescribed properties. For the precise definition of a multigraph,

the reader is referred to Definition 2.1. In this article, we allow there to be more than one

edge joining any two vertices. We also allow for loops based at a single vertex. It is assumed

that there are only finitely many edges, and the multigraph is connected. Given a prime �,

a connected Z�-tower over X consists of a sequence of covers of connected multigraphs

X =X0 ←X1 ←X2 ← ·· · ←Xn ←Xn+1 ← . . . ,

such that for every integer n ≥ 0, the Galois group Gal(Xn/X) is isomorphic to Z/�nZ.

Note that such a tower is not necessarily unique. The multigraphs Xn can be constructed

from a Z�-valued voltage assignment on the edges of X. For further details, please refer to

§2.2 where this construction is summarized. We establish a sufficient condition for Xn to

be connected for all n ≥ 0 (see Theorem 2.15). This particular criterion is potentially of

independent interest. The inverse limit lim←−n
Gal(Xn/X) is isomorphic to Z�, and thus, a

Z�-tower of a multigraph is analogous to a Z�-extension of a number field. The Picard group
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Pic0(Xn) has cardinality equal to the number of spanning trees in Xn, for more details,

compare [24, Th. 10.8]. The cardinality of the Sylow �-subgroup of Pic0(Xn) is denoted by

κ�(Xn). It is shown by McGown and the fourth named author (cf. [19], [20], [26]) that there

are invariants μ,λ ∈ Z≥0 and ν ∈ Z such that

κ�(Xn) = �(μ�
n+λ�+ν) (1.2)

for n� 0. This establishes an analog of Iwasawa’s formula (1.1) in the setting of multigraphs.

The formula (1.2) was also independently obtained by Gonet (see [7], [8]). We prove that

when � is odd, the invariant λ is in fact always an odd integer (see Theorem 2.18), which

again may be of independent interest.

1.3 Main results

The main goal of the present article is to study the distribution of Iwasawa μ and

λ-invariants for multigraphs that feature in (1.2). We study two related questions in this

context. First, we fix a multigraph X and allow the Z�-tower over X to vary in a natural

way and study the variation of Iwasawa invariants. These investigations are carried out for

multigraphs with one or two vertices as well as certain families of Z�-towers of complete

graphs. We expect that the methods developed in the present article can be generalized to

many more families of multigraphs. However, the calculations may become cumbersome for

general multigraphs. The second theme is more closely related to arithmetic statistics. Here,

we consider all multigraphs with a given number of vertices, and their connected Z�-towers

and study the variation of μ and λ-invariants for this entire family. This question can be

formulated for multigraphs with a fixed number of vertices N for any number N. However,

we find that the computations are significantly involved even in the case when N = 1. We

refer to question (2) for the precise formulation of the problem in this setting. Below is a

more detailed description of the results we prove.

1. In §4, we give a detailed analysis of the setting where X is a bouquet (a multigraph

with a single vertex). In particular:

(a) We first establish several sufficient and/or necessary conditions for μ = 0. This

allows us to prove that μ is always zero and give an upper bound on λ under the

hypothesis that � is larger than the number of loops in a bouquet (see Corollary 4.3

and Theorem 4.13 for the precise statements). Without this hypothesis, we show

that both μ and λ can be arbitrarily large (see Lemma 2.17), which mirrors similar

results in the setting of Iwasawa theory of number fields and elliptic curves (see [11],

[13], [15], [18]).

(b) Let t be the number of loops in a bouquet. We study the distribution of μ and

λ as the Z�-tower varies. As we shall see in §2.2, where we review the Iwasawa

theory of multigraphs, the connected Z�-towers of a bouquet with t loops are in

one–one correspondence with Zt
� \ (�Z�)

t. In particular, the Haar measure on Z�

gives a measure on the set of all connected Z�-towers of a given bouquet. Under

this measure, we are able to obtain an upper bound on the probability for μ > 0,

and for μ= 0 with a fixed choice of λ which is sufficiently small (see Theorems 4.6

and 4.16). For μ= 0 and λ= 1, we are able to prove a precise formula (see Theorem

4.18). We also investigate the cases where t= 2,3 separately in §4.3.
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(c) Specializing to the case where the Z�-towers correspond to the vectors α =

(α1, . . . ,αt) ∈ Zt \ (�Z)t, we show in Theorem 4.21 that as both t and α vary, the

probability of μ=0 and λ= 1 is equal to 1−�−1, mirroring a similar result obtained

by the first and third named authors in the context of 2-bridge links (see [2, Th.

5.4]).

2. In §5, we study multigraphs with two vertices. In particular, we determine a precise

formula for the probability of a Z�-tower of a given multigraph with two vertices to have

μ = 0 and λ = 1 via the theory of quadratic forms over finite fields (see, in particular,

Theorem 5.3).

3. Finally, we study Z�-towers of complete graphs. In particular, Theorem 6.4 gives a precise

description of the distribution of μ and λ for certain families including the so-called cyclic

voltage covers of the complete graph Ku with u vertices (which were initially studied

by Gonet [6]) as u varies.

1.4 Outlook

The present article initiates the study of distributions of Iwasawa invariants of multi-

graphs and answers several statistical questions in some special cases. Our main results rely

crucially on studying the power series in Z�[[T ]] that governs the growth formula (1.2). For

example, in order to study when μ = 0 and λ = 1 occurs, we are faced with the task of

analyzing whether the leading term of the aforementioned power series is divisible by �. In

the cases being treated, we are able to reformulate this question in terms of explicit quadratic

forms over F� and employ results on finite fields (e.g., the Chevalley–Warning theorem). On

developing further results on systems of equations over finite fields in several variables, one

may study more than one coefficient of a power series in Z�[[T ]] simultaneously. This should

then allow us to extend our results on μ = 0 and λ = 1 to more general combinations of

Iwasawa invariants. As mentioned above, carrying out similar calculations beyond the cases

we have studied so far can potentially be cumbersome. It would be desirable to develop

a systematic approach to study the questions inaugurated in the present article for more

general families of graphs and multigraphs. For example, it would be very interesting to

extend our methods to study distributions of Iwasawa invariants that arise from Erdös–

Rényi random graphs. We plan to study some of these questions in the future.

§2. Preliminaries

This section is dedicated to the discussion of preliminary notions in this article.

2.1 Basic properties of multigraphs

Fix a prime number �. We introduce basic notions in the theory of multigraphs and

Iwasawa theory of Z�-towers. For further details, the reader may refer to [16, Sec. 2] and

[20, Sec. 4]. A finite undirected graph X consists of a finite set VX of vertices {v1, . . . ,vn},
and a finite number of edges EX joining the vertices. For such a graph, there is at most

one edge which joins vi and vj . Thus, in this context, we may view EX as a subset of

VX ×VX . More specifically, if there is an edge joining vi to vj , then (vi,vj) belongs to EX .

Since the graph X in question is undirected, we have that (vi,vj) ∈ EX if and only if

(vj ,vi) ∈EX . An edge from vi to vi is referred to as a loop. The graph X is fully described

by the pair (VX ,EX). On the other hand, a directed graph is a graph for which there is at

most one directed edge from vi to vj . In this case, the set of edges is denoted E+
X , and is a
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subset of VX ×VX . More specifically, there is a directed edge joining vi to vj precisely when

(vi,vj) ∈ E+
X . A multigraph is a graph with possibly multiple directed edges joining any

two vertices, subject to some further conditions. In this case, the set E+
X is not a subset of

VX ×VX , but simply admits a map to VX ×VX . The notion of a multigraph is more general

than that of a graph. We give the precise definition below.

Definition 2.1. A finite multigraph X is the data consisting of a finite set of vertices

VX and a finite set of directed edges E+
X along with functions:

i : E+
X → VX ×VX ,

ι : E+
X → E+

X .

Here, i and ι are the incidence and inversion functions, respectively, and are subject to the

following conditions:

1. ι2 = idE+
X
,

2. ι(e) 
= e for all e ∈ E+
X ,

3. i(ι(e)) = τ(i(e)) for all e ∈ E+
X ,

where τ(x,y) := (y,x).

Given a directed edge e ∈ E+
X , the incidence function maps e to i(e) = (v,v′). The edge

starts at v and ends at the vertex v′. We define functions o, t : E+
X → VX , such that i(e) =

(o(e), t(e)). In other words, o(e) (resp. t(e)) is the projection of i(e) to the first (resp. second)

coordinate. We refer to the function o (resp. t) as the source (resp. target) function. The

inversion map ι satisfies the property that i(ι(e)) = (t(e),o(e)). We shall occasionally denote

the inverse ι(e) by ē. These two conventions will be used interchangeably throughout.

The set of directed edges e starting at a vertex v and ending at a vertex v′ are the edges

which satisfy the relation i(e) = (v,v′). We note that there may be any number of directed

edges joining two vertices v and v′, thus the graph X is referred to as a multigraph. We

allow for there to be edges to start and end at the same vertex v, and such edges are referred

to as loops based at v. We note that for distinct vertices v and v′, there are as many directed

edges starting at v and ending at v′ as there are from v′ to v. Moreover, given a vertex v,

there are an even number of directed loops starting and ending at v.

Example. Let us illustrate the above definitions through an example. The set of vertices

is VX = {v1,v2}. There are a total of six directed edges E+
X = {a,b,c, ā, b̄, c̄}, as depicted in

the figure below.

v1 v2

c̄

b

c

b̄

āa

With respect to notation above, i(a) = (v1,v1), i(b) = i(c) = (v1,v2).
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2.2 Iwasawa theory of multigraphs

In this section, we discuss the Iwasawa theory of multigraphs. The basic object of study is

a Z�-tower of multigraphs. Let X be a multigraph. Recall from the previous section that the

data associated with X consists of a finite set of vertices VX = {v1, . . . ,vn} and finitely many

directed edges E+
X , along with an incidence map i : E+

X → VX ×VX , and an inversion map

ι : E+
X → E+

X . These maps are subject to further conditions. Before introducing Z�-towers

of multigraphs, we first discuss the notion of a Galois cover of multigraphs. For v ∈ VX , let

EX,v := {e ∈ E+
X | o(e) = v}.

Let X and Y be two multigraphs. A morphism of graphs f : Y →X consists of two functions

fV : VY → VX and fE : E+
Y → E+

X satisfying:

1. fV (o(e)) = o(fE(e)),

2. fV (t(e)) = t(fE(e)),

3. fE(e) = fE(ē),

for all e ∈ E+
X . We will often write f for both fV and fE .

Definition 2.2. Let X and Y be two graphs, and let f : Y → X be a morphism of

graphs. If f satisfies the following conditions:

1. f : VY → VX is surjective,

2. for all w ∈ VY , the restriction f |EY,w
induces a bijection

f |EY,w
: EY,w

≈→ EX,f(w),

then f is said to be a cover.

If Y/X is a cover and Y is connected, then there exists a positive integer d such that

|f−1(v)|= d for all v ∈ VX . The integer d is called the degree of Y/X and will be denoted

by [Y :X]. If f : Y →X is a cover, then we let

Autf (Y/X) = {σ ∈Aut(Y ) : f ◦σ = f}.

Definition 2.3. The cover f : Y →X is called Galois if the following two conditions

are satisfied.

1. The graphs X and Y are connected.

2. The group Autf (Y/X) acts transitively on the fiber f−1(v) for all v ∈ VX .

If Y/X is a Galois cover, then [Y : X] = |Autf (Y/X)|, and we write Galf (Y/X),

or Gal(Y/X) if f is understood, instead of Autf (Y/X). One has the usual Galois

correspondence between subgroups of Gal(Y/X) and equivalence classes of intermediate

covers of Y/X.

Galois covers of a multigraph can be constructed from certain combinatorial data

associated with a multigraph, as we now explain. Define an equivalence relation on E+
X ,

by setting e ∼ e′ if e = e′ or e = ē′. The set of equivalence classes EX := E+
X/ι is the set

of undirected edges, and let π : E+
X → EX be the 2 : 1 natural quotient map, mapping a

directed edge to the associated undirected edge. Choose a section γ : EX → E+
X to π, and

set S := γ(EX). Our main reference for voltage assignments and derived multigraphs is [9],

but we rephrase everything in the formalism used in [24].
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Definition 2.4. Let G be a finite abelian group. With respect to notation above, a

voltage assignment is a function α : S →G.

We extend α to all of E+
X by setting α(s̄) = α(s)−1. To this data, one can associate a

multigraph X(G,S,α) as follows. The set of vertices is V = VX ×G and the set of directed

edges is E+ = E+
X ×G. The directed edge (e,σ) connects (o(e),σ) to (t(e),σ ·α(e)) (where

we recall that o(e) and t(e) denote the origin and the target of the edge e, respectively),

and the inversion map is given by

(e,σ) = (ē,σ ·α(e)).

If G1 is another finite abelian group and f :G→G1 is a group morphism, then one obtains

a morphism of multigraphs f∗ :X(G,S,α)→X(G1,S,f ◦α) that is defined via

f∗(v,σ) = (v,f(σ)) and f∗(e,σ) = (e,f(σ)).

If both X(G,S,α) and X(G,S,f ◦ α) are connected and f is surjective, then f∗ is a

cover in the sense of Definition 2.2 and in fact is a Galois cover with group of covering

transformations isomorphic to ker(f). In particular, if f :G→ {1} is the group morphism

into the trivial group and both X and X(G,S,α) are connected, then we get a Galois cover

f∗ :X(G,S,α)→X with group of covering transformation isomorphic to G.

We now recall the notion of a Z�-tower of multigraphs.

Definition 2.5. Let � be a rational prime, and let X be a connected graph. A Z�-tower

above X consists of a sequence of covers of connected graphs

X =X0 ←X1 ← ·· · ←Xn ← . . . ,

such that for all positive integer n, the cover Xn/X obtained from composing the covers

Xn →Xn−1 → ·· ·→X1 →X is Galois with Galois group Gal(Xn/X) isomorphic to Z/�nZ.

We specialize the above construction to the case when G = Z�. Set α/n to denote the

mod-�n reduction of α. We obtain a Z�-tower above X :

X ←X(Z/�Z,S,α/1)←X(Z/�2Z,S,α/2)← ·· · ←X(Z/�kZ,S,α/k)← . . . .

Set t := |S| and enumerate S = {s1, . . . , st}, and let αi denote α(si). We may view

α as a vector α = (α1,α2, . . . ,αt) ∈ Zt
�. The following assumption on the multigraphs

X(Z/�nZ,S,α/n) is necessary to relate the growth patterns in Picard groups to Iwasawa

invariants. In §2.3, we introduce conditions under which the following assumption is

satisfied.

Assumptions 2.6. Let � be a prime (with � = 2 allowed), and let α : S → Z� be a

function. We assume that the derived multigraphs X(Z/�nZ,S,α/n) are connected for all

n≥ 0.

Examples. Let us illustrate the above construction of a Z�-tower through some explicit

examples.

1. Let X be a bouquet with two loops, and choose an orientation S = {s1, s2} of E+
X . Let

�= 3, and consider the function α : E+
X → Z⊆ Z3 given by

s1 �→ α(s1) = 1 and s2 �→ α(s2) = 11.
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By Corollary 2.16, all the graphs X(Z/3nZ,S,α/n) are connected. We obtain a Z3-tower

above the bouquet graph X which can be pictured as follows:

2. Let �= 3 again, and let now X be the dumbbell multigraph

,

the section be

s1 s3
s2

,

and take the function α : S → Z⊆ Z3 given by

s1 �→ α(s1) = 1, s2 �→ α(s2) = 0, and s3 �→ α(s3) = 11.

By Theorem 2.15, all the multigraphs X(Z/3nZ,S,α/n) are connected. We obtain a

Z3-tower above the dumbbell multigraph X which can be pictured as follows:

Note that the graphs X(Z/3nZ,S,α/n) are precisely the generalized Petersen graphs

G(3n,11).

Let uX be the number of vertices of X and label VX = {v1, . . . ,vuX
}. Let o, t : E+

X →
VX be the origin and terminus functions taking an edge to its source and target vertex,

respectively. Thus, we have that i(e) = (o(e), t(e)). For v ∈ VX , set Ev := {e∈E+
X | o(e) = v},

and let valX(v) := #Ev be the valency of v. The divisor group Div(X) is the free abelian

group on the vertices VX of X. It consists of formal sums of the form D =
∑

v∈VX
nvv,

where nv ∈ Z for all v. The degree of D is the sum deg(D) :=
∑

v nv ∈ Z, and this defines a

homomorphism

deg : Div(X)→ Z,

the kernel of which is denoted Div0(X). Let M(X) be the abelian group of Z-valued

functions on VX . The discrete Laplacian map div :M(X)→ Div(X) is defined as follows.

For f ∈M(X), one sets

div(f) =−
∑
v

mv(f) ·v,
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where

mv(f) =
∑

e∈EX,v

(f(t(e))−f(o(e))) .

We let Pr(X) be the image of div. It is easy to see that Pr(X) is a subgroup of Div0(X), since

the subjacent directed graph is Eulerian, meaning that every vertex has in-degree equals

to its out-degree. The Picard group is taken to be the quotient Pic(X) := Div(X)/Pr(X),

and we set Pic0(X) := Div0(X)/Pr(X). Set κX to be the cardinality of Pic0(X), which is

a finite group and is equal to the number of spanning trees in X.

The valency matrix is the uX ×uX diagonal matrix D = (di,j), with

di,j =

{
valX(vi), for i= j,

0, for i 
= j.

The adjacency matrix A= (ai,j) is given by

ai,j =

{
Twice the number of undirected loops at i, i= j,

The number of undirected edges connecting the ith and jth vertices, i 
= j.

The matrix Q :=D−A is called the Laplacian matrix.

We let Z�[x] (resp. Z��T �) denote the polynomial ring (resp. formal power series ring) in

the indeterminate x (resp. T ) with coefficients in Z�. Denote by Z�[x;Z�] the ring whose

elements are expressions of the form f(x) =
∑

a cax
a, where a runs over a finite set in Z�

and the coefficient ca is in Z�. Here, multiplication is defined by setting xaxb = xa+b for

a,b ∈ Z�. Associate a matrix M(x) to the pair (X,α) as follows:

M(x) =MX,α(x) :=D−

⎛⎜⎜⎝ ∑
s∈S

i(s)=(vi,vj)

xα(s)+
∑
s∈S

i(s)=(vj ,vi)

x−α(s)

⎞⎟⎟⎠ ∈Mu×u(Z[x;Z�]). (2.1)

For b ∈ Z�, let
(
b
n

)
∈ Z� be given by(

b

n

)
:=

b(b−1) . . .(b−n+1)

n!
.

Let (1+T )b be the formal power series

(1+T )b :=
∞∑

n=0

(
b

n

)
Tn.

With this convention in place, we define the characteristic series to be

f(T ) = fX,α(T ) = detM(1+T ), (2.2)

which is a formal power series in Z��T �. The convention used in this article differs from that

used in [20], where −T is used in place of T. This convention simplifies our calculations.

Lemma 2.7. Let X be a multigraph, � be a prime and α :S→Z� a function. The constant

term of the characteristic series f(T ) (see (2.2)) is equal to 0.
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Proof. Note that the constant term of f(T ) is det(Q). The vector (1, . . . ,1)t is in the

null-space of Q (see [1, proof of Cor. 9.10] for further details). Therefore, Q is singular and

the result follows.

The following result shows that fX,α(T ) 
= 0 under the assumptions imposed on α. The

proof is essentially contained in [19], [20], and [26], we recall these details. First, we introduce

some further notation. Let Y/X be an abelian cover of multigraphs and set G :=Gal(Y/X).

Let Ĝ be the group of characters ψ : G → C×. Given ψ ∈ Ĝ, denote the Artin–Ihara

L-function by

LX(z,ψ) :=
∏
c

(
1−ψ

((
Y/X

c

))
zl(c)

)−1

.

Here, the product runs over all primes c of X, l(c) is the length of c and
(

Y/X
c

)
is the

Frobenius automorphism at c. (Recall that a prime in a multigraph is an equivalence class

of closed paths that have no backtrack or tail, and that are not multiples of a strictly smaller

closed path, where two such paths are identified if they are the same up to their starting

vertex. For further details, the reader is referred to [25, Ch. 18].) Let χ(X) denote the Euler

characteristic of X, which is defined as follows:

χ(X) := |VX |− |EX |.

We shall impose the following assumption without further mention.

Assumptions 2.8. Throughout, we assume that χ(X) 
= 0.

That χ(X) 
= 0 means that X does not consist of a single cycle, or a “cycle with hair,”

compare [25, Fig. 2.1]. When χ(X) = 0, X is referred to as a “bad graph,” compare [25]

(and the references therein), since many arithmetic properties of zeta functions are not

satisfied in this case. For instance, the analog of the prime number theorem for such bad

graphs does not hold, compare [25, Th. 10.1].

Definition 2.9. Let Y/X be an abelian cover of multigraphs with automorphism group

G, and for each i= 1, . . . ,uX , let wi be a fixed vertex in the fiber of vi.

1. For σ ∈ G, we let the matrix A(σ) to be the uX ×uX matrix A(σ) = (ai,j(σ)) defined

via

ai,j(σ) =

{
Twice the number of undirected loops at wi, if i= j and σ = 1,

The number of undirected edges connecting wi to wσ
j , otherwise.

2. For ψ ∈ Ĝ, we set

Aψ =
∑
σ∈G

ψ(σ) ·A(σ).

Lemma 2.10. Let α : S → Z� be a function for which Assumption 2.6 is satisfied, then

fX,α(T ) 
= 0.

Proof. The relationship between the power series Q(T ) of [20, Th. 6.1] and fX,α(T )

is Q(T ) = fX,α(−T ). If Y/X is an abelian cover of multigraphs and ψ is a character of
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G = Gal(Y/X), then the three-term determinant formula [25, Th. 18.15] for the Artin–

Ihara L-function gives

LX(z,ψ)−1 = (1−z2)−χ(X) ·det(I−Aψz+(D− I)z2),

where Aψ is the twisted adjacency matrix of Definition 2.9, D is the valency matrix of X,

and χ(X) is the Euler characteristic of X. From now on, we let

hX(z,ψ) = det(I−Aψz+(D− I)z2) ∈ Z[ψ][z].

Coming back to the abelian �-tower

X ←X(Z/�Z,S,α/1)←X(Z/�2Z,S,α/2)← ·· · ←X(Z/�nZ,S,α/n)← . . .

associated with α, for all positive integer n, [20, Cor. 5.6] implies

Q(1− ζ�n) = hX(1,ψn), (2.3)

where ψn is the character of Z/�nZ�Gal(X(Z/�nZ,S,α/n)/X) satisfying ψn(1̄) = ζ�n . Here,

it is understood that ζ�n = exp(2πi/�n) and that an embedding of Q into Q� has been fixed

once and for all so that we view ζ�n and the values of the characters ψn inside Q�. From

[26, Sec. 3], one has

�n ·κn = κX ·
∏

ψ 
=ψ0

hX(1,ψ),

where the product is over all nontrivial characters of Z/�nZ, and κn denotes the

number of spanning trees of X(Z/�nZ,S,α/n). The above formula crucially requires the

Assumption 2.8. It follows that

hX(1,ψ) 
= 0

for all nontrivial characters, and thus Q(T ) 
= 0 by (2.3).

Associated with the characteristic series, are the Iwasawa μ and λ invariants, which we

now proceed to define. A polynomial is said to be a distinguished polynomial if it is monic

and all non-leading coefficients are divisible by �.

Definition 2.11. By the Weierstrass Preparation theorem, we may factor the charac-

teristic polynomial as follows: f(T ) = �μg(T )u(T ), where g(T ) is a distinguished polynomial

in Z��T �, and u(T ) is a unit in Z��T �. Since u(T ) is a unit in Z��T �, the constant term

u(0) is a unit in Z�. According to Lemma 2.7, the constant term of f(T ) is equal to 0, and

hence, T divides g(T ). In particular, we have that degg ≥ 1. The number μ ∈ Z≥0 is the

μ-invariant and depends on (�,α). Throughout, it is assumed that Assumption 2.6 is satisfied

for α. Thus, we denote this invariant by μ�(X,α), however, when �, X and α : S → Z� are

understood, we simply denote it by μ. On the other hand, the λ-invariant is defined to be

the quantity

λ= λ�(X,α) := degg(T )−1.

Remark 2.12.

• According to Lemma 2.10, we have that f(T ) 
= 0, and thus the μ and λ invariants are

defined.

https://doi.org/10.1017/nmj.2023.18 Published online by Cambridge University Press

https://doi.org/10.1017/nmj.2023.18


ON THE DISTRIBUTION OF IWASAWA INVARIANTS ASSOCIATED TO MULTIGRAPHS 59

• The ν-invariant is not detectable from the characteristic series, and we postpone its

definition till Definition 2.14.

• In our setting the λ-invariant is not the degree of g(T ), that is, the conventional definition

of the λ-invariant of a power series f(T ). The shift by −1 is necessary in studying the

growth of Picard numbers in a Z�-tower.

Let α : S → Z� be a function such that Assumption 2.6 is satisfied. Given n ≥ 0, let

Xn = X(Z/�nZ,S,α/n) and write κn for the number of spanning trees of Xn. Let | · |� :
Q� →R≥0 be the absolute value normalized by setting |�|−1

� = �. The �-part of κn is defined

as κ�(Xn) := |κn|−1
� . The following result is [20, Th. 6.1].

Theorem 2.13 (McGown–Vallières). Let � be a prime and α be as above. Then, there

exist n0 > 0 and ν ∈ Z, such that

κ�(Xn) = �(μ�
n+λn+ν), (2.4)

for all n≥ n0. The invariants μ and λ are given as in Definition 2.11.

Definition 2.14. The ν-invariant is the uniquely determined constant for which the

asymptotic formula (2.4) holds.

2.3 Connectedness of multigraphs in abelian �-towers

Let X be a connected multigraph, let � be a prime number, and let α : S → Z�. In this

section, we introduce explicit conditions on X which are sufficient for Assumption 2.6 to

hold. Let

X =X0 ←X1 ←X2 ← ·· · ←Xn ← . . .

be an abelian �-tower over X. Set also Gn =Gal(Xn/X). We have natural group morphisms

γn :H1(X,Z)→Gn

that are compatible so that we get a group morphism

γ :H1(X,Z)→ lim←−
n

Gn � Z�.

Fix now a spanning tree of X, say T⊆EX , a section γ :EX →E+
X , and set S := γ(EX). We

let S(T) be the collection of s ∈ S such that π(s) ∈ T. For each s ∈ S, let cs = ds · s be the

closed path in X, where ds is the unique geodesic path in T going from t(s) to o(s). Let 〈cs〉
be the corresponding cycle in H1(X,Z). Note that if s ∈ S(T), then 〈cs〉= 0. The collection

{〈cs〉 |s ∈ S \S(T)}

forms a basis of H1(X,Z) (cf. [24, Sec. 4.3]), so that, in particular,

rankZ(H1(X,Z)) = |S \S(T)|= |EX |− |VX |+1.

Define now α : S →Z� via s �→ α(s) = γ(〈cs〉). By successively lifting, the tree T to X1, then

to X2 and so on, one can construct isomorphisms of multigraphs

φn :X(Z/�n,S,α/n)
∼−→Xn
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for which all the squares and the triangle in the diagram

X(Z/�Z,S,α/1) X(Z/�2Z,S,α/2) · · · X(Z/�nZ,S,α/n) . . .

X

X1 X2 · · · Xn . . .

φ1 φ2 φn

commute. In other words, once a spanning tree T for X has been fixed (which also specifies

a Z-basis for H1(X,Z)), every abelian �-tower over X arises from a function α : S → Z�

satisfying α(s) = 0 for all s ∈ S(T).

Theorem 2.15. Let X be a connected multigraph, and let T ⊆ EX be a fixed spanning

tree of X. Furthermore, let S be the image of a section as above, and let α : S → Z� be a

function satisfying α(s) = 0 for all s ∈ S(T). Then X(Z/�nZ,S,α/n) is connected for all

positive integer n if and only if there exists s ∈ S \S(T) such that α(s) ∈ Z×
� .

Proof. Let us assume first that there exists s ∈ S \S(T) such that (α(s), �) = 1. Let also

Xn =X(Z/�nZ,S,α/n). Let v ∈ VX , e ∈E+
X and ā ∈ Z/�nZ. The map pn :Xn →X defined

via

pn ((v, ā)) = v and pn ((e, ā)) = e

is a morphism of multigraphs (recall that the vertices and (directed) edges of Xn consist of

elements in VX ×Z/�nZ and E+
X ×Z/�nZ, respectively). Furthermore, for all w ∈ VXn , the

restriction pn|EXn,w
induces a bijection

pn|EXn ,w : EXn,w
∼−→ EX,pn(w).

It follows that every path c in X has a unique lift c̃ to Xn once the starting point in the

fiber of o(c) is fixed. Furthermore, since pn is a morphism of multigraphs one has

pn(o(c̃)) = o(c) and pn(t(c̃)) = t(c). (2.5)

Now, Z/�nZ acts on Xn via

ā · (v, b̄) = (v, ā+ b̄) and ā · (e, b̄) = (e, ā+ b̄),

which gives an injective group morphism

Z/�nZ ↪→Autpn(Xn/X).

Let v1,v2 ∈ VX be arbitrary. Since X is connected, there is a path c in X satisfying o(c) = v1
and t(c) = v2. Thus, by lifting c and using (2.5), for any vertex w ∈ p−1

n (v1), there exists a

path c̃ in Xn going from w to another vertex in p−1
n (v2). It follows that in order to show

that Xn is connected, it suffices to show that every vertex in a single fiber can be joined

via a path in Xn. Under our assumption, there exists s0 ∈ S \S(T) such that (α(s0), �) = 1,

and thus, α/n(s0) is a generator for Z/�nZ. Let v ∈ VX be such that v = t(s0), and let

σ0 = α/n(s0) ∈ Z/�nZ. The closed path cs0 = ds0 · s0 can be lifted to a path c̃s0 in Xn

starting at (v, 0̄). Furthermore, since α(s) = 0 for all s ∈ S(T), we have t(c̃s0) = (v,σ0). The

path c̃s0 ·σ0(c̃s0) will start at (v, 0̄) and end at (v,2 ·σ0). Keeping going like this, we can find

a path in Xn going from (v, 0̄) to (v,m ·σ0) for all positive integer m. Since σ0 generates

https://doi.org/10.1017/nmj.2023.18 Published online by Cambridge University Press

https://doi.org/10.1017/nmj.2023.18


ON THE DISTRIBUTION OF IWASAWA INVARIANTS ASSOCIATED TO MULTIGRAPHS 61

Z/�nZ, this shows that every vertex in the fiber of v can be joined via a path in Xn. It

follows that Xn is connected.

Conversely, assume that all multigraphsXn are connected. In particular,X1 is connected.

To simplify the notation, write S \S(T) = {s1, . . . , st}. The function α induces a function

on C1(X,Z) and thus also on H1(X,Z) by restriction. Let also v ∈ VX be a fixed vertex.

Since we are assuming that X1 is connected, there exists a path c̃ in X1 going from (v, 0̄)

to (v, 1̄). The path c= p1(c̃) is then a closed path in X, and α(〈c〉) = 1̄. Since the 〈csi〉 for
i= 1, . . . , t form a Z-basis of H1(X,Z), we have

〈c〉= n1〈cs1〉+ · · ·+nt〈cst〉,

for some ni ∈ Z. Applying α/1 to this last equation gives

1̄ = n1α/1(s1)+ · · ·+ntα/1(st).

Now, if all the α(si) were divisible by �, then we would get a contradiction.

The following corollary is most likely well known, we list it here for convenience.

Corollary 2.16. Let X be a bouquet and α : S→Z�. Then, Assumption 2.6 is satisfied

if and only if there exists s ∈ S for which � � α(s).

Proof. Since X is a bouquet, the only possible spanning tree consists of the single vertex

of X (and no edges). The result follows from Theorem 2.15.

2.4 Basic properties of Iwasawa invariants

In this section, we prove a number of basic results about the Iwasawa μ and λ invariants

associated with multigraphs. The graph X is called a bouquet if there is one vertex, in which

case M(x) is a 1×1-matrix. Suppose that there are t loops in total, labeled e1, . . . , et and

α = (α1, . . . ,αt) sends ei �→ αi. We denote the corresponding bouquet by Xt. We shall set

μ := μ�(Xt;α) and λ := λ�(Xt;α). Given a ∈ Z�, let

fa(T ) = 2− (1+T )a− (1+T )−a =−
∑
i≥2

((
a

i

)
+

(
−a

i

))
T i.

We have that f(T ) =
∑t

j=1 fαj (T ), and therefore, we may write

f(T ) =
∑
n≥2

βnT
n

with β2 = −
(∑

j α
2
j

)
. In particular, we find that ordT=0 f(T ) ≥ 2, and thus λ ≥ 1. It is

easy to see that μ = 0 and λ = 1 if and only if β2 is a unit in Z�. These are the minimal

values of the Iwasawa invariants attainable by a bouquet. The following result shows that

the Iwasawa invariants μ and λ can be arbitrarily large.

Lemma 2.17. Let n1 ∈ Z≥0, n2 ∈ Z≥1, and let � be a prime number. There is a bouquet

Xt consisting of t= �n1+1+�n1 loops and a choice of vector α ∈ (Zt
�\(�Z�)

t) (which depends

on both n1 and n2) such that the associated Iwasawa invariants satisfy

μ�(Xt,α) = n1, λ�(Xt,α) = 2�n2 −1.
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Proof. Set t= �n1+1+ �n1 and let α= (α1, . . . ,αt) with

αi =

{
1, if i≤ �n1+1,

�n2 , if i > �n1+1.

We have that

f1(T ) = 2− (1+T )− (1+T )−1 =−(1+T )−1T 2,

and that

f�n2 (T ) = 2− (1+T )�
n2 − (1+T )−�n2

=−(1+T )−�n2
(
1− (1+T )�

n2
)2

.

As a result, we find that

f(T ) = �n1 (�f1(T )+f�n2 (T )) ,

=− �n1(1+T )−�n2

(
�(1+T )�

n2−1

T 2+
(
1− (1+T )�

n2
)2)

.

The degree of
(
1− (1+T )�

n2
)2

is 2�n2 , which is larger than the degree of (1+T )�
n2−1

T 2.

Furthermore, all non-leading coefficients of
(
1− (1+T )�

n2
)2

are divisible by �. We have

shown that P (T ) := �(1+T )�
n2−1

T 2+
(
1− (1+T )�

n2
)2

is a distinguished polynomial. Thus,

f(T ) = �n1u(T )P (T ), where u(T ) = −(1 + T )−�n2
is a unit in the Iwasawa algebra and

P (T ) is a distinguished polynomial of degree 2�n2 . Thus, we have shown that μ = n1 and

λ= 2�n2 −1.

Theorem 2.18. Let X be a multigraph, let � be an odd prime, and let α : S → Z� be a

function such that Assumption 2.6 is satisfied. Then, λ�(X,α) is odd.

Proof. Set Ṫ := (1+T )−1−1 and note that

(1+ Ṫ )a+(1+ Ṫ )−a = (1+T )−a+(1+T )a (2.6)

for all a ∈ Z�. Note that M(x)t =M(x−1) and it follows from (2.6) that

f(Ṫ ) = detM(1+ Ṫ ) = detM
(
(1+T )−1

)
= detM(1+T ) = f(T ).

Write f(T ) = �μP (T )u(T ), where P (T ) =
∑λ

j=0 ξjT
j+Tλ+1 and ξj are all divisible by �.

Note that

(1+T )λ+1P (Ṫ ) =
λ∑

j=0

(−1)jξj(1+T )λ+1−jT j +(−1)λ+1Tλ+1.

We see that P (−1) =
∑λ

j=0 ξj(−1)j + (−1)λ+1 ≡ (−1)λ+1 mod �, and hence, P (−1) is a

unit in Z�. The above relation shows that P (−1)−1(1+ T )λ+1P (Ṫ ) is the distinguished

polynomial dividing f(Ṫ ) = f(T ), thus

P (T ) = P (−1)−1(1+T )λ+1P (Ṫ )

and

u(T ) = P (−1)(1+T )−λ−1u(Ṫ ).
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The latter relation specialized to T = 0 gives P (−1) = 1. Thus, we have shown that

1≡ (−1)λ+1 mod �, and since � is assumed to be odd, it follows that λ is odd.

§3. Equations over finite fields

Let � be a prime (�= 2 is allowed), and let q be a power of �. Denote by Fq the finite field

with q elements, and let f1, . . . ,fm ∈ Fq[x1, . . . ,xn]. In this section, we catalog some well-

known results on the number of solutions to the system of equations f1 = f2 = · · ·= fm = 0.

3.1 Systems of equations

We begin with a generalization of the Chevalley–Warning theorem to a system of

equations in many variables. Associate to I = (i1, . . . , in) ∈ Zn
≥0, the monomial xI :=

xi1
1 xi2

2 . . .xin
n , then define the degree to be the sum

deg(xI) := i1+ i2+ · · ·+ in.

Given f(x1, . . . ,xn) =
∑

I cIxI , the degree of f is defined as follows:

degf := max{deg(xI) | cI 
= 0} .

The polynomial is homogenous of degree d if deg(xI) = d for all I such that cI 
= 0. The

following is often referred to as Warning’s second theorem, compare [27].

Theorem 3.1. Let m,n ∈ Z≥1 and f1, . . . ,fm ∈ Fq[x1, . . . ,xn]. Assume that

d :=
m∑
i=1

deg(fi)< n,

and that for all i, we have that fi(0,0, . . . ,0) = 0. Let N be the number of solutions of

f1 = f2 = · · ·= fm = 0. Then, N is divisible by � and N ≥ qn−d.

Proof. The result follows from [17, Th. 6.11].

3.2 Quadratic forms and their solutions

A quadratic form is a homogenous polynomial of degree 2. Assume throughout that q is

odd, let η : F×
q →{±1} be the quadratic character of Fq, and extend η to a function on Fq

by setting η(0) = 0. Given a quadratic form Q(x1, . . . ,xn) over Fq, express Q as

Q(x1, . . . ,xn) =
∑
i,j

ai,jxixj ,

with ai,j = aj,i. The rank of Q is the rank of the associated matrix A= (ai,j) over Fq. We

let detQ denote the determinant of A. The form Q is nondegenerate if rankA= n, that is,

A is non-singular. On the other hand, Q is diagonal if ai,j = 0 unless i= j.

Proposition 3.2. Suppose that � is odd and q is a power of �. Then, any quadratic

form over Fq is equivalent to a diagonal form.

Proof. The above result is [17, Th. 6.21].

Let v : Fq → Z be the function defined by

v(b) :=

{
−1, if b 
= 0,

(q−1), if b= 0.
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Theorem 3.3. Let Q(x1, . . . ,xn) be a nonzero quadratic form over Fq, and assume that

q is odd and n is even. For b ∈ Fq, let N (Q(x1, . . . ,xn) = b) be the number of solutions to

Q(x1, . . . ,xn) = b. Then, we have that

N (Q(x1, . . . ,xn) = b) = qn−1+v(b)q
n−2
2 η

(
(−1)n/2Δ

)
,

where η is the quadratic character of Fq and Δ= detQ.

Proof. The result above is [17, Th. 6.26].

Given a degenerate quadratic form Q(x1, . . . ,xn), we let r denote the rank of Q. According

to Proposition 3.2, Q is equivalent to the form
∑r

i=1aix
2
i , where ai are all nonzero. We

set Q0(x1, . . . ,xr) ∈ Fq[x1, . . . ,xr] to be the nondegenerate form Q0(x1, . . . ,xr) =
∑r

i=1aix
2
i ,

with discriminant Δ(Q0) =
∏r

i=1ai 
= 0.

Proposition 3.4. Let � be odd, and let Q(x1, . . . ,xn) ∈ Fq[x1, . . . ,xn] be a quadratic

form. Setting r := rankQ, we denote by N(Q= 0) the number of solutions of Q= 0. Then,

we have that

N(Q= 0) =

{
qn−1+(q−1)qn−r/2−1η

(
(−1)r/2Δ(Q0)

)
, if r is even,

qn−1, if r is odd.

Proof. Let r denote the rank of Q, and first consider the case when r is even. According

to Proposition 3.2, Q is equivalent to a diagonal form. Thus, without loss of generality,

assume that there are nonzero constants a1, . . . ,ar such that

Q(x1, . . . ,xr, . . . ,xn) =
r∑

i=1

aix
2
i .

Thus, for every solution to

Q0(x1, . . . ,xr) =
r∑

i=1

aix
2
i = 0,

there are qn−r solutions to Q(x1, . . . ,xr, . . . ,xn) = 0. As a consequence, we find that

N(Q=0)= qn−rN(Q0 =0). Since Q0 is nondegenerate, the result follows from Theorem 3.3,

according to which

N(Q0 = 0) = qr−1+(q−1)q(r−2)/2η
(
(−1)r/2Δ(Q0)

)
.

On the other hand, if r is odd, we have that N(Q0 = 0) = qr−1, according to

[17, Th. 6.27].

§4. Statistics for the Iwasawa invariants of bouquets

Fix an odd prime number �. Recall that a bouquet is a multigraph with a single vertex.

As a multigraph, each undirected edge corresponds to a pair of edges oriented in opposite

directions, starting and ending at the unique vertex. Thus, in particular, a bouquet is

uniquely determined by the number of undirected loops. Let Xt be the bouquet with t

undirected loops labeled e1, . . . , et. Associated with a vector α = (α1, . . . ,αt) ∈ Zt
� is a Z�-

tower of Xt. We say that α is admissible if for some coordinate αi, we have that � � αi. Note
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that according to Corollary 2.16, α is admissible if and only if Assumption 2.6 is satisfied.

Let τ = τ� be the Haar measure on Zt
� and note that τ (Zt

� \ (�Z�)
t) = 1− �−t.

In this section, we study two related questions:

1. Given a fixed bouquetXt, how do the Iwasawa invariants μ and λ vary, as α=(α1, . . . ,αt)

varies over the set of admissible vectors in Zt
�? It follows from Theorem 2.18 that the

λ-invariant for a bouquet is odd. Thus, in particular, the λ invariant is ≥ 1. We fix

constants μ0 ∈ Z≥0 and λ0 ∈ Z≥1, let S(μ0,λ0, �, t) be the set of vectors α ∈ Zt
�\(�Z�)

t

such that μ�(Xt,α) = μ0 and λ�(Xt,α) = λ0. This probability is computed as follows:

Prob� (Xt;μ= μ0,λ= λ0) :=
τ (S(μ0,λ0, �, t))

τ (Zt
� \ (�Z�)t)

=(1− �−t)−1τ (S(μ0,λ0, �, t)) .

The above formula does make sense since in the cases of interest, we shall implicitly

show that S(μ0,λ0, �, t) is measurable. Our computations are possible for certain values

of μ0 and λ0. The probabilities Prob�(Xt;μ > μ0), Prob�(Xt;μ= μ0), Prob�(Xt;μ= μ0,

λ≥ λ0), etc. are defined similarly.

2. Let T (μ0,λ0, �) be the set of pairs (t,α), where t∈Z≥2 and admissible α= (α1, . . . ,αt)∈
Zt such that μ�(Xt,α) =μ0 and λ�(Xt,α) = λ0. Fix δ ∈ (0,1), and let T≤x(μ0,λ0, �) be the

set of (t,α)∈ T (μ0,λ0, �) such that t≤ xδ and max{|α1|, . . . , |αt|} ≤ x. Let A≤x(�) be the

tuples (t,α) for which α is admissible and such that t≤ xδ and max{|α1|, . . . , |αt|} ≤ x.

The density of T≤x(μ0,λ0, �) is given by

d�(μ0,λ0) := lim
x→∞

(
#T≤x(μ0,λ0, �)

#A≤x(�)

)
,

provided the above limit exists.

4.1 The vanishing of the μ-invariant

In this section, we study when the μ-invariant of a Z�-tower of a bouquet Xt vanishes.

We are interested in the power series

f(T ) = fXt,α(T ) =
t∑

k=1

fαk
(T ) ∈ Z�[[T ]], (4.1)

where we recall that

fa(T ) = 2− (1+T )a− (1+T )−a =−
∑
n≥2

((
a

n

)
+

(
−a

n

))
Tn.

Upon expanding the binomial coefficients, we deduce that the coefficient of Tn in fa(T ) is

of the form

2

n!

�n/2∑
i=1

cn,ia
2i,

where cn,i ∈ Z is independent of a. More precisely, cn,i is the coefficient of x2i in −x(x−1)

. . .(x− n+1). Furthermore, if n = 2m is even, then the highest term in a is a2m with
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coefficient c2m,m = −1, whereas if n = 2m+1 is odd, then the highest term is a2m with

coefficient c2m+1,m =m(2m+1). We write f(T ) =
∑

n≥2βnT
n, in particular, we have

βn =

t∑
k=1

2

n!

�n/2∑
i=1

cn,iα
2i
k .

Lemma 4.1. Let � be an odd prime number, and let f(T ) be the power series associated

with the Z�-tower of the bouquet Xt given by the admissible vector α= (α1, . . . ,αt). Suppose

that the associated μ-invariant μ�(Xt,α) is positive. Then, for all m≥ 1, we have that∑
k

α2m
k ≡ 0 mod �μ.

Proof. If μ> 0, then, all coefficients βn are divisible by �μ. Setting pi :=
∑

kα
2i
k , we find

that

βn =
2

n!

�n/2∑
i=1

cn,ipi ≡ 0 mod �μ.

Then, we find that
∑�n/2

i=1 cn,ipi ≡ 0 mod �μ. Set n= 2m, and obtain from the above that

pm =−c2m,mpm ≡
m−1∑
i=1

c2m,ipi mod �μ.

Therefore, by induction on m, we find that pm ≡ 0 mod �μ for all m.

Next, we prove a result on the μ-invariant. Note that since α is assumed to be admissible,

we have that #{k : αk 
≡ 0 mod �}> 0.

Proposition 4.2. Assume that � is odd. If μ> 0, then #{k :αk 
≡ 0 mod �} is a multiple

of �.

Proof. Let us write pi :=
∑t

k=1α
2i
k . By Lemma 4.1, we find that pi ≡ 0 mod �μ for all

i≥ 1.

Let us write N = #{k : αk 
≡ 0 mod �}. For 1 ≤ i ≤ N , let p′i denote the power sum∑
��αk

α2i
k and let ei denote the symmetric sum

∑
k1<···<ki

α2
k1
. . .α2

ki
of the same elements. In

particular, p′i ≡ 0 mod � for all i. Newton’s identities (see [21]) say that

iei =
i∑

j=1

(−1)j−1ei−jp
′
j , 1≤ i≤N,

where e0 is defined to be 1. In particular, NeN ≡ 0 mod �. By definition,

eN =
∏
��αk

α2
k 
≡ 0 mod �.

Thus, we deduce that �|N .

The result below improves upon (see [26, Cor. 5.8]).

Corollary 4.3. Let � be an odd prime. If t < �, then μ= 0.
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Proof. Note that since there exists some value αk such that � � αk, we find that #{k :

αk 
≡ 0 mod �}> 0. According to Proposition 4.2,

t≥#{k : αk 
≡ 0 mod �} ≥ �,

and the result follows.

The following result is a refinement of Proposition 4.2.

Proposition 4.4. Let � be an odd prime, and suppose that μ > 0. Let Q� be the set

of nonzero quadratic residues modulo �. For each x ∈ Q�, let rx := #{αk : α2
k ≡ x mod �}.

Then rx ≡ 0 mod �μ for all x ∈Q�.

Proof. Recall from the proof Proposition 4.2 that we have

t∑
k=1

α2i
k ≡ 0 mod �μ, i≥ 1.

This implies that ∑
x∈Q�

rx ·xi ≡ 0 mod �μ, i= 1, . . . ,(�−1)/2.

The determinant of the Vandermonde matrix (xi)x∈Q�,1≤i≤(�−1)/2 is nonzero mod �.

Therefore, we deduce that rx ≡ 0 mod �μ for all x.

Remark 4.5. The converse to the statement in Proposition 4.4 is not true. For instance,

let �= t= 3 and α= (1,1,2), we find that

f(T ) =2
(
2− (1+T )− (1+T )−1

)
+
(
2− (1+T )2− (1+T )−2

)
≡ 2T 4

(T +1)2
mod 3.

In particular, the μ-invariant is zero. This also gives a counterexample for the converse of

both Lemma 4.1 and Proposition 4.2.

Theorem 4.6. Suppose that � is odd, and let m= (�−1)/2. We have

Prob�(Xt;μ > 0)≤
�t/�∑
i=1

2i�
(
t

i�

) ∑
a1+···+am=i

(i�)!∏m
i=1(aj�)!(�

t−1)
,

where the second sum runs over nonnegative integers aj ≥ 0.

Proof. If μ > 0, then Proposition 4.2 tells us that #{k : αk 
≡ 0 mod �} is a multiple of

�. Since each residue class modulo � in α ∈ Zt
� \ (�Z�)

t has the same measure, it is enough to

count the number of elements in (r1, . . . , rt) ∈ Ft
� \{0} such that #{k : rk 
= 0} is a multiple

of � and
∑t

k=1 r
2i
k = 0, for all i≥ 1.

For each 1 ≤ i ≤ �t/��, we may choose i� indices k1, . . . ,ki� so that rj 
= 0 if and only if

j ∈ {kb | b= 1, . . . , i�}. By Proposition 4.4, amongst these i� elements, we have to distribute

r2j over the m classes in Q� so that the number of times each quadratic residue occurs is a

multiple of �.

Let a1�, . . . ,am� be the number of times the residue classes in Q� occur. We have

a1+ · · ·+am = i.
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There are (i�)!/
∏m

i=1(aj�)! ways to distribute i� distinguishable elements in m distinguish-

able sets so that the number of elements in these sets are given by a1�, . . . ,am�. Once we

have distributed the i� elements amongst the m classes, each element has two possible

values modulo �, giving us 2i� choices. Summing up all possible choices of aj ’s gives the

expression on the right-hand side of the inequality.

Remark 4.7. Our numerical calculations suggest that for a given �, the right-hand side

of the inequality given by Theorem 4.6 tends to 1
�(�−1)/2 as t→∞.

Numerical estimation of the bound in Theorem 4.6 for t= 1,000

� bound �−(�−1)/2

3 0.333333333333333 0.3
5 0.04 0.04
7 0.00291545189504373 0.00291545189504373
11 6.20923395131559×10−6 6.20921323059155×10−6

13 2.07220439470374×10−7 2.07176211033003×10−7

In what follows, we prove a necessary and sufficient condition for μ > 0 in the special

case where αk ∈ Z for all k. Given an integer a ∈ Z, let us write dk(a) for the coefficient of

Xk in the shifted Chebyshev polynomial Pa(X) used in [19, Sec. 2]. More explicitly,

Pa(X) = 2−2Ta(1−X/2) = d1(a)X+d2(a)X
2+ · · ·+da(a)X

a,

where the Chebyshev polynomials Ta(X)∈Z[X] of the first kind are defined by the relation

Ta(cos(θ)) = cos(aθ)

for all θ ∈ R (see [19, Sec. 2]).

Lemma 4.8. Let m≥ 1 be an integer. Let b1, . . . , bm be distinct positive integers, then

(dbi(bj)) ∈GL(m,Z).

Proof. Indeed, if we list the bi in increasing order, then the matrix (dbi(bj)) is upper-

triangular with ±1 on the diagonal, since dn(n) = (−1)n−1 for all n ∈ N.

Proposition 4.9. Let α : S → Z be a function for which there exists at least one s ∈ S

such that (α(s), �) = 1. Let b1, . . . , bm be the nonzero distinct elements of the set {|α(s)| :
s∈ S}. For j =1, . . . ,m, let tj =#{s∈ S : |α(s)|= bj}. Then, the polynomial

∑
s∈S Pα(s)(X)

belongs to �Z[X] if and only if � | tj for all j = 1, . . . ,m.

Proof. We have Pa(X) = P−a(X) for all a ∈ Z. Thus,∑
s∈S

Pα(s)(X) =
m∑
j=1

tjPbj (X). (4.2)

It is clear that � | tj for all j = 1, . . . ,m implies that the polynomial above belongs to �Z[X].

Conversely, if
∑

s∈S Pα(s)(X) ∈ �Z[X], then (4.2) implies that

m∑
j=1

dk(bj)tj ≡ 0 (mod �) (4.3)
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for all k ≥ 1. If we let b be the maximal value of the bj , then the matrix (dk(bj)+ �Z) ∈
Mb×m(F�) has rank m over F� by Lemma 4.8. Therefore, the system of linear equations (4.3)

has a unique solution modulo �. This tells us that � | tj for all j = 1, . . . ,m and concludes

the proof.

Corollary 4.10. Let b1, . . . , bm be the nonzero distinct elements of the set {|α(s)| :
s ∈ S} and write tj =#{s ∈ S : |α(s)|= bj} for j = 1, . . . ,m. Then μ�(Xt,α)> 0 if and only

if �|tj for all j = 1, . . . ,m.

Proof. By [26, Th. 5.6], μ�(Xt,α)> 0 if and only if
∑

s∈S Pα(s)(X) ∈ �Z[X]. Therefore,

the result follows from Proposition 4.9.

4.2 The distribution of Iwasawa invariants of a fixed Xt varying α

In this section, we fix an odd prime number � and fix an integer t ≥ 2. We let Xt be

the bouquet with t undirected loops and we study question (1). Note that Assumption 2.8

requires that χ(Xt) 
= 0, and hence, we avoid the case when t = 1 (see §4.3 for a separate

discussion on this case).

We begin by considering S(μ0,λ0, �, t). Throughout, it shall be assumed that α : S → Z�

is an admissible function. We compute the probability Prob(Xt;μ= μ0,λ= λ0) for various

values of (μ0,λ0) ∈ Z≥0×Z≥0. Note that according to Theorem 2.18, λ is odd, and thus,

the minimal values of μ and λ are 0 and 1, respectively.

Lemma 4.11. Suppose that � is a prime number and f(T ) is the power series defined

above (see (4.1)). Then, λ= λ�(Xt,α)≥ 1 and the following conditions are equivalent:

1. μ= 0 and λ= n,

2. � | βi for all i≤ n and βn+1 ∈ Z×
� .

Proof. Theorem 2.18 asserts that λ is odd, thus λ≥ 1. Alternatively, this may be directly

shown as follows. Express f(T ) as �μP(T )u(T ), where P(T ) is a distinguished polynomial

and u(T ) is a unit in Λ. Here, μ= μ�(Xt,a) is the μ-invariant and λ= λ�(Xt,a) = degP−1.

Note that since βi = 0 for i≤ 2, it follows that T 2 divides P(T ), and thus degP(T )≥ 2 and

λ≥ 1.

Since T 2 divides P(T ), we have that μ = 0 and λ = 1, if and only if f(T ) = T 2u(T ),

where u(T ) is a unit in Λ. This is the case precisely when β2 is a unit in Z�. More generally,

if μ = 0 and λ = n, then, f(T ) = P(T )u(T ). Reducing modulo �, we find that P(T ) ≡
Tn+1 mod �, whereby, � | βi for i ≤ n and βn+1 ∈ Z×

� . The converse follows from the same

argument.

Lemma 4.12. Let � be an odd prime number, set μ= μ�(Xt,α) and λ= λ�(Xt,α). Then,

the following assertions hold.

1. Suppose that k is an integer such that 0 < 2k < �. Then, the following assertions are

equivalent:

(a) μ= 0 and λ= 2k−1,

(b) for all i < k,

t∑
j=1

α2i
j ≡ 0 mod �
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and

t∑
j=1

α2k
j 
≡ 0 mod �.

2. If 2k ≥ �, μ= 0 and λ= 2k−1, then for all i < k,

t∑
j=1

α2i
j ≡ 0 mod �.

Proof. First, assume that μ= 0 and λ= 2k−1. Setting pi :=
∑

j α
2i
j , we find that

βn =
2

n!

�n/2∑
i=1

cn,ipi.

According to Lemma 4.11, βn is divisible by � for all values of n< 2k, and β2k is not divisible

by �. The assertion of part (2) follows immediately from this.

We now prove (1). In particular, we assume that 2k < �. Then, 2
n! is an �-adic unit for

all integers n such that 0≤ n≤ 2k.

Suppose that (b) holds. Then, pi is divisible by � for all i < k, whereas pk is not divisible

by �. It follows that � divides βn for all n< 2k, but β2k is not divisible by �. Thus, (a) holds

by Lemma 4.11.

Conversely, suppose that (a) holds. Then

� |
�n/2∑
i=1

cn,ipi, n < 2k, � �
k∑

i=1

c2k,ipi.

Recall that c2m,m =−1 for all m≥ 1. An inductive argument shows that �|pi for i < k, and

� � pk. In particular, (b) holds.

Theorem 4.13. We let � be an odd prime and μ and λ denote the Iwasawa invariants

μ�(Xt,α) and λ�(Xt,α), respectively. If � > t, then λ < 2t.

Proof. By Corollary 4.3, � > t implies that the μ-invariant of f(T ) is zero. Assume by

way of contradiction that λ≥ 2t. Then, β2, . . . ,β2t ≡ 0 mod �. Under the same notation as

in the proof of Proposition 4.2, we have

pi ≡ 0 mod �, i= 1,2, . . . , t

forcing NeN ≡ 0 mod � once again by Newton’s identities (see [21]). But this is impossible

if � > t, proving the affirmation of the theorem.

Remark 4.14. Without the condition � > t, it is possible that μ= 0 and λ> 2t. In fact,

applying Lemma 2.17 with n1 = 0 shows that it is possible to find examples with μ= 0 and

λ arbitrarily large when t= �+1. When t= �= 2, we have found examples with μ= 0 and

λ= 5,9,17,33,65,129,257.

Whereas when t= 3, for �= 2, we have found examples with μ= 0 and

λ= 3,5,7,9,15,17,31,33,63,65,127,129,255,257,
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and for �= 3, we have found examples with μ= 0 and

λ= 3,5,9,17,27,53,81,161,243.

For instance, if we take t= 3, �= 3, with the voltage assignment on the three edges given

by 1, 8, and 10, respectively, then we get:

The power series f(T ) starts as follows:

f(T ) =−165T 2+165T 3−1,326T 4+ · · ·+3,470,655T 17−5,167,526T 18+ . . . ,

where 3 divides all the coefficients up to and including 3,470,655, but it does not divide

5,167,526. Thus, μ= 0 and λ= 17. Furthermore, since

log3

(
3

2
·18

)
= 3,

[19, Th. 4.1] implies that if n≥ 3, we have

ord3(κn) = 17n+ν

for some ν ∈ Z. Using SageMath [23], we calculate

κ0 = 1,κ1 = 33,κ2 = 310,κ3 = 218 ·327,

and

κ4 = 218 ·344 ·1632 ·4872 ·37,9072 ·799,4712.

Thus, we have

ord3(κn) = 17n−24,

for all n≥ 2.

Remark 4.15. It directly follows from Theorem 4.13 that if � > t, then Prob�(Xt;μ=

μ0,λ= λ0) = 0 unless μ0 = 0 and λ0 < 2t.

We wish to estimate the probability Prob�(Xt;μ=0,λ= λ0). Note that by Theorem 2.18,

Prob�(Xt;λ= λ0) = 0 whenever λ0 is even. Therefore, we assume that λ0 = 2k−1 is odd.

Theorem 4.16. Let Xt be a bouquet and k > 1. Assume that � is odd, 2k− 1 < � and

k(k−1)< t. Then, we have that

Prob�(Xt;μ= 0,λ < 2k−1)≤ (1− �−t)−1(1− �−k(k−1)).

Proof. Note that since � is assumed to be odd and 2k− 1 < �, it is automatically true

that 2k−1< �−1. Let α : S →Z� be an admissible function for which μ= 0 and λ< 2k−1.
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We set λ0 := 2k−1, note that by assumption, λ0 < �−1. Let ᾱ= (ᾱ1, . . . , ᾱt) be the mod-�

reduction of α. According to Lemma 4.12, ᾱ is not a solution to all of the equations

Qi(x1, . . . ,xt) =
t∑

j=1

x2i
j = 0

for i < k. Then, since λ0 < �−1, it follows that βn is divisible by � for n≤ λ0. Let N be the

number of nonzero solutions ᾱ such that Qi(ᾱ) = 0 for all i < k. We find that

Prob�(Xt;μ= 0,λ < 2k−1)≤ 1− N

�t−1
.

The sum of degrees
∑k−1

i=1 deg(Qi) =
∑k−1

i=1 2i= k(k−1). Since k(k−1)< t by assumption,

it follows from Theorem 3.1 that N ≥ �t−k(k−1)−1, and therefore,

Prob�(Xt;μ= 0,λ < 2k−1)≤ 1− �t−k(k−1)−1

�t−1
= (1− �−t)−1(1− �−k(k−1)).

Example 4.17. Let us now illustrate the above result through an example. Let t= 10

and k = 3. We study the proportion of admissible vectors for which μ= 0 and λ < 5. Note

that k(k−1) = 6< t= 10. Thus, for all primes � > 2k−1 = 7, we have that

Prob�(Xt;μ= 0,λ < 5)≤ (1− �−10)−1(1− �−6).

Next, we study the proportion of admissible vectors α = (α1, . . . ,αt) such that μ = 0

and λ= 1. This case is of particular interest, since it is indeed the case when the Iwasawa

invariants take on their minimal values.

Theorem 4.18. Let � be an odd prime number and t ∈ Z≥2. Then, we have that

Prob�(Xt;μ= 0,λ= 1) =

⎧⎨⎩1− �t−1+(−1)
t(�−1)

4 (�−1)�
t
2
−1−1

�t−1 , if t is even,

1− �t−1−1
�t−1 , if t is odd.

Proof. Consider the quadratic form Q(x1, . . . ,xt) =
∑t

i=1x
2
i defined over F�. Then μ= 0

and λ= 1 if and only if Q(ā1, . . . , āt) 
= 0. Therefore,

Prob�(Xt;μ= 0,λ= 1) = 1− N(Q= 0)−1

�t−1
.

Therefore, the theorem is now a direct consequence of Proposition 3.4.

4.3 Results for small values of t

In this section, we study the distribution of the λ-invariant in greater detail for various

values of t, starting with t=1. Throughout, it is assumed that α= (α1, . . . ,αt) is admissible.

4.3.1. t= 1

The bouquet X1 consists of a single loop. Let � be any prime number (�= 2 is allowed).

Even though Assumption 2.8 does not hold, we can compute

fa(T ) = β2T
2+β3T

3+β4T
4+ . . . ,

https://doi.org/10.1017/nmj.2023.18 Published online by Cambridge University Press

https://doi.org/10.1017/nmj.2023.18


ON THE DISTRIBUTION OF IWASAWA INVARIANTS ASSOCIATED TO MULTIGRAPHS 73

to find that β2 = α2. Since � � α, we find that β2 ∈ Z×
� , and thus, μ = 0 and λ = 1 for all

choices of a ∈ Z×
� . In particular, we find for all primes �,

Prob�(X1;μ,λ) =

{
1, if μ= 0 and λ= 1,

0, otherwise.

The Iwasawa invariants are seen to be μ= 0 and λ= 1 for all choices of α.

4.3.2. t= 2

Let α = (α1,α2) ∈ Z2
� be an admissible vector. Suppose that � ≥ 3. It follows from

Theorems 2.18 and 4.13 that μ= μ�(X2,α) = 0 and λ= λ�(X2,α) ∈ {1,3}. Combined with

Theorem 4.18, we deduce the following.

Proposition 4.19. Suppose that �≥ 3 and t= 2. Then, we have that μ= μ�(X2,α) = 0

for all choices of α ∈ Z2
�\(�Z�)

2. If �≡ 3 mod 4, then we always have λ= 1. If �≡ 1 mod 4,

we have

Prob�(X2;μ= 0,λ= λ0) =

⎧⎪⎨⎪⎩
�−1
�+1 , if λ0 = 1,
2

�+1 , if λ0 = 3,

0, otherwise.

4.3.3. t= 3

We now suppose that �≥ 5 (the case �= t= 3 seems a lot more subtle; see Remarks 4.5

and 4.14). As before, Theorem 4.13 tells us that the μ-invariant is always zero. We study

the distribution of λ-invariants in the following proposition.

Proposition 4.20. Let �≥ 5 be a prime number, and let t= 3. Then, we have that

Prob�(X3;μ= 0,λ= 1) =
�2

�2+ �+1
.

Suppose that �≡ 2 mod 3, then we have that

Prob�(X3;μ= μ0,λ= λ0) =

⎧⎪⎨⎪⎩
�2

�2+�+1 , if μ0 = 0 and λ0 = 1,
�+1

�2+�+1 , if μ0 = 0 and λ0 = 3,

0, otherwise.

Suppose that �≡ 1 mod 3, then we have that

Prob�(X3;μ= μ0,λ= λ0) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
�2

�2+�+1 , if μ0 = 0 and λ0 = 1,
�−7

�2+�+1 , if μ0 = 0 and λ0 = 3,
8

�2+�+1 , if μ0 = 0 and λ0 = 5,

0, otherwise.

Proof. Recall from Theorem 4.18 that the probability of μ= 0 and λ= 1 is given by

�2

�2+ �+1
.
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Furthermore, Theorems 2.18 and 4.13 imply that λ ∈ {1,3,5}. More specifically, we have

λ= 1⇔ α2
1+α2

2+α2
3 
≡ 0 mod �;

λ= 3⇔ α2
1+α2

2+α2
3 ≡ 0 mod �, α4

1+α4
2+α4

3 
≡ 0 mod �;

λ= 5⇔ α2
1+α2

2+α2
3 ≡ 0 mod �, α4

1+α4
2+α4

3 ≡ 0 mod �.

Suppose that α2
1 +α2

2 +α2
3 ≡ 0 mod � and that α4

1 +α4
2 +α4

3 ≡ 0 mod �. By Newton’s

identities (see [21]), we can replace the second equation by

α2
1α

2
2+α2

2α
2
3+α2

3α
2
1 ≡ 0 mod �.

This gives

α2
1(α

2
2+α2

3)+α2
2α

2
3 ≡ α2

1(−α2
1)+α2

2α
2
3 ≡ 0 mod �.

In particular, we have α2
1 ≡±α2α3 and so we are reduced to solving

α2
2±α2α3+α2

3 ≡ 0 mod �. (4.4)

Note that if α3 ≡ 0, then both α1 and α2 would be divisible by �, which is not allowed.

So, we can divide out by α2
3 and we are now reduced to solving

X2±X+1≡ 0 mod �

(2X±1)2 ≡−3 mod �, (4.5)

where X = α2/α3. In particular, if
(−3

�

)
=−1 (⇔ �≡ 2 mod 3), (4.5) has no solution. Thus,

it is impossible for λ to be 5. The probability of μ= 0 and λ= 3 is, therefore,

1− �2

�2+ �+1
=

�+1

�2+ �+1
.

If
(−3

�

)
= +1 (⇔ � ≡ 1 mod 3), then (4.5) admits two solutions. Each choice of X gives

rise to �−1 pairs of (ᾱ2, ᾱ3) ∈ F2
� . Taking into account, the two choices of signs, we have in

total 4(�−1) choices of (ᾱ2, ᾱ3) satisfying (4.4). It remains to choose α1 such that

α2
1 ≡±α2α3 ≡±Xα2

3.

Note that ±X is a third root of unity, which is always a square in F� (since � ≡ 1 mod 6,

implying that F� admits a sixth root of unity). Thus, we have two choices of ᾱ1 for each

pair of (ᾱ2, ᾱ3). In total, we have 8(�− 1) triples of (ᾱ1, ᾱ2, ᾱ3) satisfying ᾱ2
1+ ᾱ2

2+ ᾱ2
3 =

ᾱ4
1+ ᾱ4

2+ ᾱ4
3 = 0. Therefore, the probability λ= 5 is

8(�−1)

�3−1
=

8

�2+ �+1
,

whereas that of μ= 0 and λ= 3 is

1− �2

�2+ �+1
− 8

�2+ �+1
=

�−7

�2+ �+1
.

4.4 Vary t and α

In this section, we study question (2) mentioned at the start of the section. In other

words, we prove results about the variation of μt,α = μ�(Xt,α) and λt,α = λ�(Xt,α) when
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both t and α vary. Recall that the prime � is fixed. We shall assume that � is odd. Given

t∈Z≥2, define T (μ,λ,�, t) to be the set of integral vectors α= (α1, . . . ,αt)∈Zt such that:

• for some coordinate αi, we have � � αi,

• μt,α = μ and λt,α = λ.

Set T≤x(μ,λ,�, t) to be the set of α ∈ T (μ,λ,�, t) such that max{|α1|, . . . , |αt|} ≤ x. Let

A≤x(�, t) be the set of all tuples α such that:

• max{|α1|, . . . , |αt|} ≤ x,

• � � αi for some 1≤ i≤ t.

On the other hand, fix δ ∈ (0,1) and set

T≤x(μ,λ,�) :=
⋃
t≤xδ

T≤x(μ,λ,�, t) and A≤x(�) :=
⋃
t≤xδ

A≤x(�, t).

We now state the main result of this section.

Theorem 4.21. With respect to notation above,

lim
x→∞

#T≤x(0,1, �)

#A≤x(�)
= 1− �−1.

Remark 4.22. We note here that the limit above is equal to the limit of the densities

in Theorem 4.18 as t→∞. This does not follow from formal arguments and further work

is required to obtain the result. In fact, it is crucial that the quantity δ defined above lies

in the open interval (0,1). The method used in proving Theorem 4.21 does not extend to

δ ≥ 1.

Lemma 4.23. With respect to notation above,∣∣#A≤x(�, t)−2t
(
1− �−t

)
xt
∣∣< ctxt−1

for some absolute constant c > 0 which is independent of t and x.

Proof. The number of α such that max{|α1|, |α2|, . . . , |αt|} ≤ x is (2�x�+1)
t
. The

number of tuples such that such that max{|α1|, |α2|, . . . , |αt|} ≤ x and � divides all αi is

(2�x/��+1)
t
. Therefore, we find that

#A≤x(�, t) = (2�x�+1)
t− (2�x/��+1)

t
.

We have that ∣∣#A≤x(�, t)−2t
(
1− �−t

)
xt
∣∣

=
∣∣∣(2�x�+1)

t− (2�x/��+1)
t−2t

(
1− �−t

)
xt
∣∣∣

≤
∣∣(2�x�+1)t− (2x)t

∣∣+ ∣∣(2�x/��+1)t− (2x/�)t
∣∣

≤t |(2�x�+1)| t−1+ t |(2�x/��+1)| t−1 < ctxt−1

for an absolute constant c > 0. In the above inequalities, we have used the mean value

theorem to obtain the bound∣∣(2�x�+1)t− (2x)t
∣∣≤ t |(2�x�+1)| t−1

and similarly with x replaced by x/�.
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Proposition 4.24. With respect to the notation above, there is an absolute constant

c > 1 such that ∣∣∣#A≤x(�)− (1− �−�xδ)(2x)�x
δ
∣∣∣< c(2x)�x

δ−1.

Proof. Note that

#A≤x(�) =

�xδ∑
t=1

#A≤x(�, t).

Therefore, we deduce from Lemma 4.23 that∣∣∣#A≤x(�)− (1− �−�xδ)(2x)�x
δ
∣∣∣

≤
∣∣∣#A≤x(�,�xδ�)− (1− �−�xδ)(2x)�x

δ
∣∣∣+ �xδ−1∑

t=1

#A≤x(�, t)

≤c�xδ�x�xδ−1+

�xδ−1∑
t=1

(
ctxt−1+2t(1− �−t)xt

)

≤c�xδ�x�xδ−1+(�xδ�−1)
(
c(�xδ�−1)x�xδ−2

)
+

(2x)
(
(2x)�x

δ−1−1
)

2x−1

≤c�xδ�x�xδ−1+ cx�xδ+2(2x)�x
δ−1.

After replacing c with a larger absolute constant, we find that each of the three terms in

the above sum are < c
3(2x)

�xδ−1, and thus, their sum is < c(2x)�x
δ−1. This proves the

result.

Set g(�, t) to be the number of tuples ᾱ= (ᾱ1, . . . , ᾱt) ∈ Ft
� such that:

• ᾱ 
= 0,

•
∑

i ᾱ
2
i = 0.

Note that by the proof of Theorem 4.18, we have that

g(�, t) =

{
�t−1+(−1)

t(�−1)
4 (�−1)�

t
2−1−1, if t is even,

�t−1−1, if t is odd.
(4.6)

Lemma 4.25. With respect to the notation above,∣∣∣∣#T≤x(0,1, �, t)−
(
1− g(�, t)

�t−1

)
(1− �−t)(2x)t

∣∣∣∣< 2t�txt−1.

Proof. Let U be the set of vectors ᾱ ∈ Ft
� such that:

• ᾱ 
= 0,

•
∑

i ᾱ
2
i 
= 0.

Note that #U is equal to �t− 1− g(�, t). Given ᾱ ∈ U, set T≤x(ᾱ) to denote the subset of

T≤x = T≤x(0,1, �, t) consisting of tuples α that reduce to ᾱ modulo-�. Let α′
i be the integer
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such that 0≤ α′
i < � and that α′

i reduces to ᾱi. We have

#T≤x(ᾱ) =
t∏

i=1

(�(x−α′
i)/��+ �(x+α′

i)/��) .

It then follows that

#T≤x(ᾱ)≤
t∏

i=1

((x−α′
i)/�+(x+α′

i)/�)≤ (2x/�)
t
.

Let πi := {(x−α′
i)/�}+{(x+α′

i)/�}, we have that

#T≤x(ᾱ) =

t∏
i=1

(2x/�−πi)≥ (2x/�)t−
(

t∑
i=1

πi

)
(2x/�)t−1 > (2x/�)t−

(
2ttxt−1

�t−1

)
.

This allows us to deduce that∣∣∣∣#T≤x(0,1, �, t)−
(
1− g(�, t)

�t−1

)
(1− �−t)2txt

∣∣∣∣
=

∣∣∣∣∣#T≤x(0,1, �, t)−
(
�t−1−g(�, t)

)(2x

�

)t
∣∣∣∣∣

=

∣∣∣∣∣∑
ᾱ∈U

(
#T≤x(ᾱ)−

(
2x

�

)t
)∣∣∣∣∣

≤
∑
ᾱ∈U

∣∣∣∣∣#T≤x(ᾱ)−
(
2x

�

)t
∣∣∣∣∣

≤
(
�t−1−g(�, t)

)(2ttxt−1

�t−1

)
< 2t�txt−1.

Lemma 4.26.∣∣#T≤x(0,1, �, t)− (1−1/�)(1− �−t)(2x)t
∣∣< 2t�txt−1+(2x)t/�t/2+(2x/�)t.

Proof. We have the following estimates:∣∣#T≤x(0,1, �, t)− (1−1/�)(1− �−t)2txt
∣∣

≤
∣∣∣∣#T≤x(0,1, �, t)−

(
1− g(�, t)

�t−1

)
(1− �−t)2txt

∣∣∣∣
+

∣∣∣∣(�t−1−g(�, t)

�t

)
2txt− (1−1/�)2txt

∣∣∣∣+(1−1/�)�−t2txt

< 2t�txt−1+ |�t−1−1−g(�, t)|(2x/�)t+(2x/�)t

< 2t�txt−1+(2x)t/�t/2+(2x/�)t.

In the above, the second inequality follows from Lemma 4.25, and the third inequality

follows from (4.6).
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Proposition 4.27. With respect to notation above, we have that∣∣∣#T≤x(0,1, �)− (1−1/�)(1− �−�xδ)(2x)�x
δ
∣∣∣< c��xδ�(2x)�xδ−1

for some absolute constant c > 0.

Proof. By Lemma 4.26, we have that∣∣∣#T≤x(0,1, �)− (1−1/�)(1− �−�xδ)(2x)�x
δ
∣∣∣

≤
∣∣∣#T≤x(0,1, �,�xδ�)− (1−1/�)(1− �−�xδ)(2x)�x

δ
∣∣∣

+

�xδ−1∑
t=1

#T≤x(0,1, �, t)

≤ 2�x
δ��xδ�x�xδ−1+(2x)�x

δ/��x
δ/2+(2x/�)

�xδ

+

�xδ−1∑
t=1

(
(1−1/�)2txt+2t�txt−1+(2x)t/�t/2

)
≤ 2�x

δ��xδ�x�xδ−1+(2x)�x
δ/��x

δ/2+(2x/�)
�xδ

+

�xδ−1∑
t=1

(
2txt+2t�txt−1

)
≤ 2�x

δ��xδ�x�xδ−1+(2x)�x
δ/��x

δ/2+(2x/�)
�xδ

+
(2x)�x

δ−1

2x−1
+2�(�xδ�−1)2(2x)�x

δ−2

≤ c2�x
δ��xδ�x�xδ−1,

where c > 0 is an absolute constant. Note that in the above sum, we used the estimate

�xδ−1∑
t=1

2t�txt−1

≤
(
�xδ�−1

)
max{2t�txt−1 | t= 1, . . . ,�xδ�−1}

≤
(
�xδ�−1

)(
2�x

δ−1�(�xδ�−1)x�xδ−2
)
.

Proof of Theorem 4.21. It follows from Proposition 4.24 that∣∣∣∣ #A≤x(�)

(1− �−�xδ)(2x)�xδ −1

∣∣∣∣< c(2x)�x
δ−1

(1− �−�xδ)(2x)�xδ = c(1− �−�xδ)−1(2x)−1,

thus,

lim
x→∞

(
#A≤x(�)

(2x)�xδ

)
= 1. (4.7)
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By Proposition 4.27,∣∣∣∣ #T≤x(0,1, �)

(1− �−�xδ)(2x)�xδ − (1−1/�)

∣∣∣∣< c��xδ�(2x)�xδ−1

(1− �−�xδ)(2x)�xδ

= c(1− �−�xδ)−1��xδ�(2x)−1.

Recall that δ < 1, and thus �xδ�(2x)−1 goes to 0 as x goes to ∞. We thus find that

lim
x→∞

(
#T≤x(0,1, �)

(2x)�xδ

)
= 1− �−1,

and the result follows from (4.7).

§5. Statistics for multigraphs with two vertices

In this section, we study statistical problems associated with multigraphs consisting of 2

vertices v1 and v2. We study an analog of Question (1) for such graphs. First, let us set up

some notation. Let p (resp. q) be the number of undirected loops starting and ending at

v1 (resp. v2). Denote by r the number of undirected edges joining v1 and v2. The Iwasawa

invariants we study significantly depend on the choice of the set S. Let e (resp. g) be the

number of directed edges in S starting at v1 (resp. v2) and ending at v2 (resp. v1). Note

that e+ g = r. We shall assume that r ≥ 1. If e = 0 and r ≥ 1, then we replace v1 with

v2, and thus, without loss of generality, assume that e≥ 1. Any graph with 2-vertices and

choice of S corresponds to the 5-tuple (p,q,r,e,g), and let Xe,g
p,q,r be the associated datum.

It conveniences us to express the vector α as α = (a1, . . . ,ap, b1, . . . , be, c1, . . . , cg,d1, . . . ,dq),

where ai is the value of α at the ith loop in S based at v1. We set bi to be the value of α

at the ith directed edge in S starting at v1 and ending at v2. Denote by ci the value of α

at the ith directed edge in S starting at v2 and ending at v1. Finally, let di be the value of

α at the ith loop in S based at v2.

We write �a, �b, �c, and �d to denote the vectors (a1, . . . ,ap), (b1, . . . , be), (c1, . . . , cg), and

(d1, . . . ,dq), respectively. Then, α may be represented as a matrix

α=

(
�a �b

�c �d

)
,

where the (i, j)th entry in this matrix represents the values that α takes at the various

directed edges that start at vi and end at vj . Thus, the vectors �a and �d represent the values

taken at loops starting and ending at v1 and v2, respectively.

Recall that Theorem 2.15 gives conditions for Assumption 2.6 to be satisfied. We fix

a spanning tree T and assume that α : S → Z� satisfies the conditions of Theorem 2.15.

Without loss of generality, assume that T consists of a single edge joining v1 to v2 such that

S(T) consists of the first directed edge joining v1 to v2. Then the condition that α is equal

to 0 on S(T) is equivalent to the condition that b1 = 0. The condition that α(s) ∈ Z×
� for

some s ∈ Z×
� means that one of the coordinates of α is in Z×

� . We say that α is admissible

if these conditions on α are satisfied. It follows that if α is admissible, then Assumption 2.6

is satisfied. Set t := p+ q+ r−1 and given α, set α0 ∈ Zt
� denote the vector

α0 = (a1, . . . ,ap, b2, . . . , be, c1, . . . , cg,d1, . . . ,dq)

obtained by dropping the coordinate for b1. When α is admissible, at least one of the

coordinates of α0 is not divisible by �.

https://doi.org/10.1017/nmj.2023.18 Published online by Cambridge University Press

https://doi.org/10.1017/nmj.2023.18


80 C. DION ET AL.

For example, let � = 5, X the multigraph consisting of two vertices v1,v2, two loops at

v1, one loop at v2 and two undirected edges between v1 and v2, and

S = {s1, s2, s3, s4, s5},

where s1, s2 are the loops at v1, s3, s4 are both directed edges going from v1 to v2, and s5
is a loop at v2. Let α : S → Z� be defined via s1, s2, s5 �→ 1, s3 �→ 0, and s4 �→ 2, then we get

the Z5-tower

The power series f(T ) starts as follows:

f(T ) =−10T 2+10T 3−9T 4+ . . . .

Thus, μ= 0 and λ= 3. Using SageMath, we calculate

κ0 = 2,κ1 = 2 ·53 ·312,κ2 = 2 ·56 ·312 ·5,3512 ·2,157,4012, . . . .

We have

ord5(κn) = 3n

for all n≥ 1.

Fixing the choice of S and T, we parameterize the set of admissible vectors by the set

of all vectors α0 ∈ Zt
�/(�Z�)

t
. We denote this set by A(�) and note that the measure equals

�t−1= (1−�−t)�t. Let μα and λα be the Iwasawa μ and λ-invariants ofXe,g
p,q,r corresponding

to the choice of voltage vector α. Given constants μ0 and λ0, let T (μ = μ0,λ = λ0, �) be

the subset of A(�) such that μα = μ0 and λα = λ0. Let Prob�(μ = μ0,λ = λ0) denote the

probability that μ= μ0 and λ= λ0 for Xe,g
p,q,r. More precisely, the probability is given by

Prob�(μ= μ0,λ= λ0) :=
τ (T (μ= μ0,λ= λ0, �))

�t−1
,

where τ is the Haar measure on Zt
� as in §4.

We are able to compute the above probability in the special case μ0 = 0 and λ0 = 1. Since

the λ-invariant is odd, these are the minimal values of the Iwasawa invariants. The main

result of this section is Theorem 5.3.

Recall that D is the diagonal matrix given by D = diag((2p+ r),(2q+ r)), and write

M(1+T ) = (mi,j(T ))1≤i,j≤2 (cf. (2.1)). We are able to explicitly calculate the four values

of mi,j(T ) as follows:

m1,1(T ) = r+

p∑
i=1

(
2− (1+T )ai − (1+T )−ai

)
= r−

∑
k≥2

p∑
i=1

((
ai
k

)
+

(
−ai
k

))
T k,

m1,2(T ) =−

⎛⎝1+
e∑

i=2

(1+T )bi +

g∑
j=1

(1+T )−cj

⎞⎠=−r−
∑
k≥1

⎛⎝ e∑
i=2

(
bi
k

)
+

g∑
j=1

(
−cj
k

)⎞⎠T k,
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m2,1(T ) =−

⎛⎝1+
e∑

i=2

(1+T )−bi +

g∑
j=1

(1+T )cj

⎞⎠=−r−
∑
k≥1

⎛⎝ e∑
i=2

(
−bi
k

)
+

g∑
j=1

(
cj
k

)⎞⎠T k,

m2,2(T ) = r+

q∑
i=1

(
2− (1+T )di − (1+T )−di

)
= r−

∑
k≥2

q∑
j=1

((
dj
k

)
+

(
−dj
k

))
T k.

We write f(T ) = detM(1+T ) =
∑∞

k=0βkT
k and compute the first few values of βk.

Lemma 5.1. With respect to notation above, βn = 0 for n≤ 1. We find that

β2 =

⎛⎝ e∑
i=2

bi−
g∑

j=1

cj

⎞⎠2

− r

⎛⎝ p∑
i=1

a2i +
e∑

j=2

b2j +

g∑
k=1

c2k+

q∑
n=1

d2n

⎞⎠ .

The Iwasawa λ-invariant satisfies λ≥ 1, and the following are equivalent:

1. μ= 0 and λ= 1,

2. � � β2.

Proof. In order to compute β0, β1, and β2, we find the matrix M(1+T ) modulo T 3.

We find that

M(1+T ) =

(
r− ξ1T

2 −r−αT − ξ2T
2

−r+αT − ξ3T
2 r− ξ4T

2

)
(mod T 3),

where

α=

e∑
i=2

bi−
g∑

j=1

cj ,

ξ1 =

p∑
i=1

a2i ,

ξ2 =
e∑

i=2

(
bi
2

)
+

g∑
j=1

(
−cj
2

)
,

ξ3 =

e∑
i=2

(
−bi
2

)
+

g∑
j=1

(
cj
2

)
,

ξ4 =

q∑
j=1

d2j .

Thus,

f(T ) =detM(1+T )

≡(r− ξ1T
2)(r− ξ4T

2)− (−r+αT − ξ2T
2)(−r−αT − ξ3T

2)

≡
(
α2− r

4∑
i=1

ξi

)
T 2 mod T 3

≡

⎛⎜⎝
⎛⎝ e∑

i=2

bi−
g∑

j=1

cj

⎞⎠2

− r

⎛⎝ p∑
i=1

a2i +
e∑

j=2

b2j +

g∑
k=1

c2k+

q∑
n=1

d2n

⎞⎠
⎞⎟⎠T 2 mod T 3.
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In other words, β0 = β1 = 0, and

β2 =

⎛⎝ e∑
i=2

bi−
g∑

j=1

cj

⎞⎠2

− r

⎛⎝ p∑
i=1

a2i +
e∑

j=2

b2j +

g∑
k=1

c2k+

q∑
n=1

d2n

⎞⎠ .

We study the proportion of admissible vectors α (and thus Z�-towers) such that μ=0 and

λ= 1. These are the minimal values of the Iwasawa invariants. We consider the quadratic

form over F� in t variables

Qp,e,g,q (x1, . . . ,xp,y2, . . . ,ye, z1, . . . , zg,w1, . . . ,wq)

:=

⎛⎝ e∑
i=2

yi−
g∑

j=1

zj

⎞⎠2

− r

⎛⎝ p∑
i=1

x2
i +

e∑
j=2

y2j +

g∑
k=1

z2k+

q∑
n=1

w2
n

⎞⎠ .

Note that if �|r, then the quadratic form above is simply given by

Qp,e,g,q (x1, . . . ,xp,y2, . . . ,ye, z1, . . . , zg,w1, . . . ,wq) =

⎛⎝ e∑
i=2

yi−
g∑

j=1

zj

⎞⎠2

,

and is clearly degenerate.

Proposition 5.2. Let � be an odd prime number and p,q,r,e,g as above. Then, the

following assertions hold.

1. If �|r, then Qp,e,g,q is a degenerate quadratic form over F� of rank 1.

2. If � � r, then Qp,e,g,q is a nondegenerate quadratic form over F� of rank t.

Proof. Let Q :=Qp,e,g,q, and let 〈·, ·〉 be the associated bilinear form defined by

〈u,v〉= 1

2
(Q(u+v)−Q(u)−Q(v)) .

Let

u= (x1, . . . ,xp,y2, . . . ,ye, z1, . . . , zg,w1, . . . ,wq)

and

u′ =
(
x′
1, . . . ,x

′
p,y

′
2, . . . ,y

′
e, z

′
1, . . . , z

′
g,w

′
1, . . . ,w

′
q

)
.

We note that

〈u,u′〉=⎛⎝ e∑
i=2

yi−
g∑

j=1

zj

⎞⎠⎛⎝ e∑
i=2

y′i−
g∑

j=1

z′j

⎞⎠− r

⎛⎝ p∑
i=1

xix
′
i+

e∑
j=2

yjy
′
j +

g∑
k=1

zkz
′
k+

q∑
n=1

wnw
′
n

⎞⎠ .

The assertion (1) is clear since the associated pairing is given by

〈u,u′〉=

⎛⎝ e∑
i=2

yi−
g∑

j=1

zj

⎞⎠⎛⎝ e∑
i=2

y′i−
g∑

j=1

z′j

⎞⎠ .
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Therefore, in order for 〈u, ·〉 to be identically 0, it is necessary and sufficient for
∑e

i=2 yi−∑g
j=1 zj to equal 0. The rank is therefore equal to t− (t−1) = 1.

Let us prove part (2), that is, we show that Q is nondegenerate if � � r. Let u 
= 0 be

such that 〈u,u′〉= 0 for all u′. Thus, xi and wn are all clearly 0. Consider u′ such that all

coordinates are 0 except for the coordinate y′j , which is 1. We find that

〈u,u′〉=

⎛⎝ e∑
i=2

yi−
g∑

j=1

zj

⎞⎠− ryj = 0. (5.1)

Since � � r, we find that yj = yk for j 
= k. Next, consider u′ such that all coordinates are 0

except for the coordinate z′j which is 1. We find that

〈u,u′〉=−

⎛⎝ e∑
i=2

yi−
g∑

j=1

zj

⎞⎠− rzj = 0. (5.2)

Setting y := 1
r

(∑e
i=2 yi−

∑g
j=1 zj

)
, it follows from (5.1) and (5.2) that yi = y, zj =−y for

all i and j. We find that

〈u,u′〉=

⎛⎝ e∑
i=2

y−
g∑

j=1

(−y)

⎞⎠⎛⎝ e∑
i=2

y′i−
g∑

j=1

z′j

⎞⎠− r

⎛⎝ e∑
j=2

yy′j +

g∑
k=1

(−y)z′k

⎞⎠
= ((r−1)y− ry)

⎛⎝ e∑
i=2

y′i−
g∑

j=1

z′j

⎞⎠=−y

⎛⎝ e∑
i=2

y′i−
g∑

j=1

z′j

⎞⎠ .

Therefore, it follows that y must be 0 in order for the form 〈u, ·〉 to be identically 0. Hence,

we have shown that u= 0, and thus, Q is nondegenerate.

Theorem 5.3. Let � be an odd prime and fix (p,q,r,e,g) such that e+ g = r; set

t := p+ q+ r−1. Then, the following assertions hold.

1. Suppose that � | r. Then,

Prob� (μ= 0,λ= 1) = 1− (1− �−t)−1
(
�−1− �−t

)
.

2. Suppose that � � r. Then, there is a number υ ∈ {+1,−1} for which

Prob� (μ= 0,λ= 1) =

{
1− (1− �−t)−1

(
�−1− �−t

)
, if t is odd,

1− (1− �−t)−1
(
�−1+υ(�−1)�−(t/2+1)− �−t

)
, if t is even.

Proof. First, we prove (1), and thus assume that � | r. Let Q be the quadratic form

defined in Proposition 5.2. Note that by part (1) of Proposition 5.2, the rank of Q is equal

to 1. Let ᾱ0 be the reduction of α0 modulo �. It follows from Lemma 5.1 that μα = 0 and

λα = 1 if and only if Q(ᾱ0) 
= 0. Therefore, we find that

Prob� (μ= 0,λ= 1) = 1− N(Q= 0)−1

�t−1
.

According to Proposition 3.4, N(Q= 0) = �t−1. Therefore, we find that

Prob� (μ= 0,λ= 1) = 1− (1− �−t)−1
(
�−1− �−t

)
.
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For part (2), it follows from Proposition 5.2(2) that Q is nondegenerate, and thus the rank

is t. Setting υ to denote η
(
(−1)t/2Δ(Q)

)
, it follows from Proposition 3.4 that

N(Q= 0) =

{
�t−1+υ(�−1)�t/2−1, if t is even,

�t−1, if t is odd.

Therefore, we find that

Prob� (μ= 0,λ= 1) =

{
1− (1− �−t)−1

(
�−1− �−t

)
, if t is odd,

1− (1− �−t)−1
(
�−1+υ(�−1)�−(t/2+1)− �−t

)
, if t is even.

§6. Statistics for the Iwasawa invariants of complete graphs

Given an integer u ≥ 2, let Ku be the complete multigraph with u vertices, that is the

multigraph with the set of vertices VKu = {v1, . . . ,vu} and with exactly one directed edge

ei,j that starts at vi and ends at vj if i 
= j. Furthermore, the graph has no loops. Recall

that π : E+
Ku

→ EKu was the quotient map taking a directed edge to its undirected class.

Define γ :EKu →E+
Ku

to be the section of π which sends the unique undirected edge joining

vi to vj to ei,j if i < j and to ej,i if j < i. Given a function α : S → Z�, let us represent the

values taken by α by a matrix (ai,j)1≤i,j≤u with entries defined as follows:

ai,j =

{
α(ei,j), if i < j,

0, if i≥ j.

In this setting, the matrix M(1+T ) is given by (mi,j(T ))1≤i,j≤u, where

mi,j(T ) =

⎧⎪⎨⎪⎩
u−1, if i= j,

−(1+T )ai,j , if i < j,

−(1+T )−aj,i , if j < i.

Recall that the characteristic function f(T ) is the determinant of M(1+T ). We may

express f(T ) as a power series f(T ) =
∑∞

k=2βkT
k by Lemma 2.7 and Theorem 2.18. The

size of the matrix M(1+T ) increases along with u making its determinant cumbersome to

compute. For u= 4 and u= 5, we can compute explicitly

β2 =−8
∑

1≤i,j≤4

a2i,j −8(a1,2a2,3+a1,2a2,4+a1,3a3,4+a2,3a3,4)

+8(a1,2a1,3+a1,2a1,4+a1,3a1,4+a1,3a2,3+a2,4a1,4+a1,4a3,4+a2,4a2,3+a2,4a3,4)

and

β2 =−75
∑

1≤i,j≤5

a2i,j −50(a1,2a2,3+a1,2a2,4+a1,2a2,5+a1,3a3,4+a1,3a3,5+a1,4a4,5

+a2,3a3,4+a2,3a3,5+a2,4a4,5+a3,4a4,5)+50(a1,2a1,3+a1,2a1,4+a1,2a1,5+a1,3a1,4

+a1,3a1,5+a1,3a2,3+a1,4a1,5+a1,4a2,4+a1,4a3,4+a1,5a2,5+a3,5a1,5+a1,5a4,5

+a2,3a2,4+a2,3a2,5+a2,4a2,5+a2,4a3,4+a3,5a2,5+a2,5a4,5+a3,4a3,5+a3,5a4,5),
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respectively. This leads us to introduce the following concept. For integers 1≤ i≤ j ≤ u and

1≤ k ≤ l ≤ u. We say that the tuple (ai,j ,ak,l) is a linked pair if one of the following three

conditions are satisfied:

• i= k and i 
= j 
= l,

• j = k and i 
= j 
= l,

• j = l and i 
= j 
= k.

For example, (a1,2,a2,4), (a1,2,a1,4), and (a1,3,a2,3) are linked pairs while (a3,4,a2,3) is not.

Definition 6.1. Let Π be the following set:

{(ai,j ,ak,l) : 1≤ i, j,k, l ≤ u,(ai,j ,ak,l) is a linked pair and i≤ j ≤ k ≤ l},

and let Πc be the complement of Π inside the following set of all linked pairs:

{(ai,j ,ak,l) : 1≤ i, j,k, l ≤ u and (ai,j ,ak,l) is a linked pair}.

Computations for values of u up to 7 suggest that the value of β2 may be given by the

following general formula:

−(u−2)uu−3
∑

1≤i,j≤u

a2i,j +2uu−3

⎛⎝ ∑
(ai,j ,ak,l)∈Πc

ai,j ·ak,l−
∑

(ai,j ,ak,l)∈Π

ai,j ·ak,l

⎞⎠ .

In order to write down an explicit formula for the first nonzero coefficient of f(T ), we

will make simplifying assumptions. First, let us suppose the case where all the terms ai,j
are zero except for one. This is referred to as a single voltage assignment and we note

that computations in this case have been carried out in [6]. For simplicity, let a := a12 be

the nonzero value and assume that � � a. Then, the derived multigraphs Ku(Z/�
nZ,S,α/n)

are connected for all n, which follows from Theorem 2.15 by taking T to be any spanning

tree that does not contain an edge joining v1 to v2. Under these assumptions, only the

coefficient β2 will be needed to compute the distribution of the Iwasawa invariants. If one

wanted to treat the case of more general voltage assignments, then one would need to

compute βn for n≥ 3.

Lemma 6.2. Let α be a single voltage assignment described above. The μ-invariant of

f(T ) is ord�((u−2)uu−3) and its λ-invariant is 1.

Proof. By [6, Th. 5], the determinant of M(1+T ) (defined as in (2.1)) is given by the

formula

−(u−2)uu−3 ((1+T )a−1)
2
(1+T )−a.

Since (1+T )−a is a unit in the Iwasawa algebra, multiplying f(T ) by (1+T )a does not

affect its Iwasawa invariants. Thus,

μ(f(T )) = ord�(−(u−2)uu−3)+2μ((1+T )a−1) = ord�(−(u−2)uu−3),

because � � a by assumption. This also shows that λ(f(T )) = 1 since the �-adic valuation

of β2 is exactly ord�(−(u−2)uu−3) and (1+T )a−1 = Tu(T ), where u(T ) is a unit in the

Iwasawa algebra.

There is another special case where the determinant of M(1 + T ) can be computed

explicitly. Suppose that α′ is a voltage assignment with a1,j = a for all 2≤ j ≤ u−1 and zero
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for all other aj,i(0≤ i≤ j ≤ u). The derived multigraphs are again seen to be connected for

all n by choosing a suitable spanning tree T in Theorem 2.15. One can choose the spanning

tree T to pass through all vertices in the following order v1,vt,vt−1, . . . ,v2. Such a tree must

avoid all edges joining v1 to vj for 2≤ j ≤ t−1.

Lemma 6.3. Let α′ be the voltage assignment described above. The μ-invariant of f(T )

is ord�((u−2)uu−3) and its λ-invariant is 1.

Proof. We set t := (1 + T )a in order to ease notation. With respect to the voltage

assignment α′, we find that M(1+T ) is given by

M(1+T ) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

u−1 −t −t · · · −t −1

−t−1 u−1 −1 · · · −1 −1

−t−1 −1 u−1 · · · −1 −1
...

...
...

. . .
...

...

−t−1 −1 −1 · · · u−1 −1

−1 −1 −1 · · · −1 u−1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
.

Define the two 1×u vectors w and v and the u×u matrix C by

w :=

⎡⎢⎢⎢⎣
t

1
...

1

⎤⎥⎥⎥⎦ ,v :=
⎡⎢⎢⎢⎣
−t−1

−1
...

−1

⎤⎥⎥⎥⎦ ,C :=

⎡⎢⎢⎢⎢⎢⎣
u 0 · · · 0 t−1

0 u · · · 0 0
...

...
. . .

...
...

0 0 · · · u 0

t−1−1 0 · · · 0 u

⎤⎥⎥⎥⎥⎥⎦ .

Then, M(1+T ) = wvt+C and the matrix determinant lemma gives detM(1+T ) = (1+

vtC−1w)detC. To find the inverse of C, we directly compute the minors of C and find

C−1 =

⎡⎢⎢⎢⎢⎢⎢⎣

−u
(t−1)(t−1−1)−u2 0 · · · 0 t−1

(t−1)(t−1−1)−u2

0 1
u · · · 0 0

...
...

. . .
...

...

0 0 · · · 1
u 0

t
−1−1

(t−1)(t−1−1)−u2 0 · · · 0 −u
(t−1)(t−1−1)−u2

⎤⎥⎥⎥⎥⎥⎥⎦
and det C =−uu−2

(
(t−1)(t−1−1)−u2

)
. Thus,

detM(1+T ) =−(u−2)uu−3(t+ t−1)+2(u−2)uu−3.

From this expression, we see that β0 = β1 = 0 and

β2 =−(u−2)uu−3

((
a

2

)
+

(
−a

2

))
=−(u−2)uu−3a2.

Since � � a, f(T ) = −(u− 2)uu−3T 2U(T ), where U(T ) is a unit. Therefore, μ(f(T )) =

ord�((u−2)uu−3) and λ(f(T )) = 1 as can be seen from the fact that the �-adic valuation of

β2 is μ(f(T )).
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For example, if we take �= 3, X =K4 and α : S →Z� defined via s1, s3, s5, s6 �→ 0, s2 �→ 1,

and s4 �→ 1, where

s1 = e1,4, s2 = e1,3, s3 = e2,4, s4 = e1,2, s5 = e2,3, s6 = e3,4,

then we get the Z3-tower

The power series f(T ) starts as follows:

f(T ) =−8T 2+8T 3−8T 4+ . . . .

Thus, μ= 0 and λ= 1 as expected by Lemma 6.3. Using SageMath, we calculate

κ0 = 24,κ1 = 210 ·3,κ2 = 228 ·32,κ3 = 282 ·33, . . . ,

and we have

ord3(κn) = n

for all n≥ 1.

Fix a ∈ Z� throughout and not divisible by �, set α(a,u) to denote the single voltage

assignment with a1,2 = a and α′(a,u) to denote the voltage assignment with a1,j = a for

2 ≤ j ≤ u− 1 and zero for the other ai,j with 1 ≤ i ≤ j ≤ u. Note that α = α(a,u) and

α′ = α′(a,u) depend on the choice of a and u. We now study the variation of μu,α =

μ(Ku,α(a,u)) and λu,α = λ(Ku,α(a,u)) in the case where a ∈ Z×
� is fixed and u tends to

infinity. Let T≤x(μ0,λ0,α,�) be the set of nonnegative integers u smaller or equal to x such

that μu,α = μ and λu,α = λ. Also define these objects for α replaced by α′. Let A≤x be the

set of nonnegative integers u smaller or equal to x. Note that the dependence on the choice

of a is suppressed in our notation.

Theorem 6.4. Let a ∈ Z×
� and γ ∈ {α,α′}. Then, we have that

lim
x→∞

#T≤x(μ,λ,γ,�)

#A≤x
=

⎧⎪⎨⎪⎩
�−2
� , if μ= 0 and λ= 1,

�−1
�μ+1 , if μ > 0 and λ= 1,

0, if λ 
= 1.

Proof. We set T≤x(μ,λ,�) to denote T≤x(μ,λ,γ,�). Lemmas 6.2 and 6.3 assert that λ is

always equal to 1 for both voltage assignments and that μu,γ = ord�(u−2)+(u−3)ord�(u).

Suppose that μu,γ = μ > 0 and λu,γ = 1. Note that this is equivalent to

ord�(u−2)+(u−3)ord�(u) = μ.

Choose u large enough so that u≥ μ+2. Since � 
= 2,

ord�(u−2)+(u−3)ord�(u) = μ⇔ ord�(u−2) = μ.

https://doi.org/10.1017/nmj.2023.18 Published online by Cambridge University Press

https://doi.org/10.1017/nmj.2023.18


88 C. DION ET AL.

Note that the number of nonnegative integer with �-adic valuation equal to μ smaller or

equal to x is greater or equal to �x/�μ+1�(�−1). We have the following estimations:

#T≤x(μ,1, �) = #T≤μ+1(μ,1, �)+#Tμ+2≤t≤x(μ,1, �)

≤#T≤μ+1(μ,1, �)+
( x

�μ+1
+1

)
(�−1),

#T≤x(μ,1, �)≥#Tμ+2≤t≤x(μ,1, �)≥
( x

�μ+1
−1

)
(�−1)−

(
μ+2

�μ+1
+1

)
(�−1),

and x−1≤#A≤x ≤ x. Therefore,(
x

�μ+1 −1
)
(�−1)−

(
μ+2
�μ+1 +1

)
(�−1)

x
≤ #T≤x(μ,1, �)

#A≤x

≤
#T≤μ+1(μ,1, �)+

(
x

�μ+1 +1
)
(�−1)

x−1
.

Letting x→∞, the result follows.

For the case μu,γ = 0 and λu,γ = 1, we need both ord�(u−2) and ord�(u) to be zero. We

find (
x
� −1

)
(�−2)

x
≤ #T≤x(μ,1, �)

#A≤x
≤
(
x
� +1

)
(�−2)

x−1
.

We get the stated proportion of the theorem by letting x goes to infinity.

Remark 6.5. The sum of densities in the statement of Theorem 6.4 for all values of

(μ,λ) is equal to 1−1/� and not 1. This is indeed possible for a sequence of numbers. For

instance, consider the sequence gi = i. Then for any value of j > 0, the density of values i

for which gi = j is equal to 0, and thus, the sum of densities over all values of j is 0, not 1.

Remark 6.6. All the Z�-towers over complete graphs studied in this section have λ=1,

but we note in passing that there are examples where λ 
= 1. For example, if we take �= 3,

X =K4 and α : S → Z� defined via s4, s5, s6 �→ 0, s1 �→ 1, s2 �→ 2, and s3 �→ 4, where

s1 = e1,4, s2 = e1,3, s3 = e2,4, s4 = e1,2, s5 = e2,3, s6 = e3,4,

then we get the Z3-tower

The power series f(T ) starts as follows:

f(T ) =−120T 2+120T 3−252T 4+384T 5−578T 6+ . . . .

Thus, μ= 0 and λ= 5. Using SageMath, we calculate

κ0 = 24,κ1 = 28 ·33,κ2 = 28 ·38 ·116,κ3 = 28 ·313 ·116 ·13,9312 ·19,996,2012, . . . .
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We have

ord3(κn) = 5n−2

for all n≥ 1.
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(2022).
[21] D. G. Mead, Newton’s identities, Amer. Math. Monthly 99 (1992), 749–751.
[22] A. Ray and D. Vallières, An analogue of Kida’s formula in graph theory, preprint, 2022,

arXiv:2209.04890.
[23] W. Stein, Sage: Open Source Mathematical Software (Version 8.5), The Sage Group, 2018. Available

from http://www.sagemath.org.
[24] T. Sunada, Topological Crystallography , Surveys and Tutorials in the Applied Mathematical Sciences,

6, Springer, Tokyo, 2013. With a view towards discrete geometric analysis.
[25] A. Terras, Zeta Functions of Graphs, Cambridge Studies in Advanced Mathematics, 128, Cambridge

University Press, Cambridge, 2011. A stroll through the garden.

https://doi.org/10.1017/nmj.2023.18 Published online by Cambridge University Press

https://arxiv.org/abs/2108.02022
https://arxiv.org/abs/2303.00447
https://arxiv.org/abs/2211.09763
https://arxiv.org/abs/2209.04890
http://www.sagemath.org
https://doi.org/10.1017/nmj.2023.18


90 C. DION ET AL.

[26] D. Vallières, On abelian �-towers of multigraphs, Ann. Math. Qué. 45 (2021), 433–452.
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