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Abstract. The direct-summation of IV gravitational forces is a complex problem for which there
is no analytical solution. Dense stellar systems such as galactic nuclei and stellar clusters are
the loci of different interesting problems. In this work we present a new GPU, direct-summation
N-body integrator written from scratch and based on the Hermite scheme. The first release of
the code consists of the Hermite integrator for a system of N bodies with softening. We find an
acceleration factor of about ~ 90 of the GPU version in a single node as compared to the Serial-
Single-CPU one. We additionally investigate the impact of using softening in the dynamics of
a dense cluster. We study how it affects the two body relaxation, as compared with another
code, NBODYG6, which uses KS regularization, so as to understand the role of softening in the
evolution of the system. This initial release is the first step towards more and more realistic
scenarios, starting for a proper treatment for binary evolution, close encounters and the role of
a massive black hole.
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1. Introduction

The dynamical evolution of a dense stellar system such as e.g. a globular cluster or a
galactic nucleus has been addressed extensively by a number of authors. For Newtonian
systems compounded by more than two stars we must rely on numerical approaches in
the general case which provide us with solutions which are more or less accurate. A very
well known example is the family of direct-summation N-body integrators of Aarseth for
dense stellar systems (see Aarseth 1999; Spurzem 1999; Aarseth 2003t or also KIRA
Portegies Zwart et al. 2001%1). The progress in both software and hardware has put us
now in a position in which we start to get closer and closer to simulate realistic systems.
There has been recently an effort at porting existing codes to graphics processing units
(GPUs), like e.g. the work of Portegies Zwart et al. (2007); Hamada & Titaka (2007);
Belleman et al. (2008) on single nodes or using large GPU clusters Berczik et al. (2011);
Nitadori & Aarseth (2012); Capuzzo-Dolcetta et al. (2013).

2. Integrator

To numerically integrate the system of equations we adopt the widely known 4th-order
Hermite integrator (H4 henceforth) presented in (Makino & Aarseth 1992; and see also
Aarseth 1999, 2003), which is a scheme based on a predictor-corrector scenario, in other
words, the extrapolation and interpolation of the equations of motion. An advantage
of the choice for H4 is that we can use the family of Aarseth’s codes as a test for our
implementation.

1 All versions of the code are publicly available at the URL
http://www.ast.cam.ac.uk/ sverre/web/pages/nbody.htm
1 http://www.sns.ias.edu/ starlab/
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3. Code structure

We present here the structure of our new N-body code developed purely in C/C++,
using CUDA/MPI/OpenMP for parallelization. One of the main concerns of GRAVIDY
is to treat our N-body code as a piece of software, being written using an “Iterative
and incremental development”, which is a software development methodology similar to
the development APOD cycle (CUDA Best Practices, NVIDIA 2012; Assess, Parallelize,
Optimize and Deploy). Another key point in the development of GRAVIDY is its legibility.
We have focused on making it easy to read and modify by other users or potential
future developers without compromising the computational performance of the algorithm.
The code organization was thought to be highly modular, in other words, every critical
process of the integrator is represented by a separated class or chain of functions. Because
maintainability is one of our design goals, its documentation is also a critical factor (using
Doxygen) to explain the role of every function.

4. Testing the code

We performed a number of tests to measure the performance and the accuracy of
GRAVIDY using different amount of particles, which agreed with the previous work.

5. On-going and future work

We are currently working on the implementation of a binary treatment which is based
on the time-symmetric Hermite 4th order proposed by Kokubo et al. (1998) and imple-
mented by Konstantinidis & Kokkotas (2010). On the other hand, we are testing the
adaptation of an Hermite 6th order scheme, as a alternative for the current 4th order.
And finally we are working on the multi-GPU implementation of GRAVIDY. A detailed
version of this work is under development and will be published soon.
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