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1. I n t r o d u c t i o n . In (3), Dekker drew at tent ion to an analogy between 
(a) the relationship of the recursive sets to the recursively enumerable sets, 
and (b) the relationship of the re traceable sets to the regressive sets. As was 
to be expected, this analogy limps in some respects. For example, if a number 
set a is split by a recursive set, then it is decomposed by a pair of recursively 
enumerable sets; whereas, as we showed in (6, Theorem 2), a may be split by 
a retraceable set and yet not decomposable (in a liberal sense of the la t ter 
t e rm) by a pair of regressive sets. T h e result for recursive and recursively 
enumerable sets, of course, follows from the trivial fact t ha t the complement 
of a recursive set is recursive. On the other hand, the complement of a retrace
able set is hardly ever retraceable; indeed, by a result of R. Mansfield â is 
retraceable together with a only if a is recursive; see (1 ; 2) for generalizations. 
In view of this, the failure of the recursive:recursively enumerable = retrace
able: regressive analogy relative to splitting and decomposition is not too 
surprising. Indeed, Theorem 2 of (6), which already exhibits this failure, would 
have appeared in much stronger form were it not for the restricted character 
of (6, Lemma 6). This restriction is now removed: K. I. Appel has very recently 
found an ingenious proof (1) t ha t the union of any finite collection of immune 
retraceable sets is immune ; moreover, the present author has noticed a very 
simple trick for reducing the corresponding result for regressive sets to Appel 's 
theorem. (This reduction provides a very simple proof of the "main result" 
of (2, §3), by reducing the la t ter directly to Mansfield's result; needless to say, 
this easy argument for the case of a complementary pair was missed by the 
authors of (2) a t the time tha t paper was writ ten.) This enables us to give, in 
§§2, 4 below, proofs of much-improved forms of Theorems 2 and 3 of (6), with 
abou t the same expenditure of effort as in (6). Fur ther , these proofs do not 
employ the axiom of choice; our use of t h a t principle in (6) was due to our 
overlooking Lemma 1 in §2 below. In §2, we prove a purely set-theoretical 
assertion (Theorem 1), exhibit the reduction giving the regressive extension 
of Appel 's theorem, and then note tha t , as a consequence of this extension and 
Theorem 1, we obtain a considerably stronger version of (6, Theorem 2) (which, 
however, can be strengthened still more in one respect, as we shall prove in 
§4). Finally, in §3 we present proofs of the main assertions of (7); one of these 
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assertions (7, Proposition A) is, in a sense, complementary to the theorem of 
Appel. The reference for all notation not explained here is (6). 

2. Splitting vs. decomposition for subfamilies of 2^. We need four 
definitions: 

Definition 1. Let a, fi be subsets of N. Then a splits fi <=> a P\ fi and â P\ fi are 
both infinite. 

Definition 2. Let au . . . , ak (k > 2) and /3 be subsets of N. Then «i, . . . , ak 

decompose fi <=> (i) each a;- splits fi, and (ii) 

£ C U aj. 
KKfc 

Definition 3. Let F C 2^, and let a be a subset of iV. a is F-immune <=> a is 
infinite and (VW (i# an infinite member of F => fi (£ a). 

Definition 4. Let F C 2^, and let a be a subset of N. a is F-cohesive <=> a is 
infinite and (V0) (0 G F => fi does not split a). 

(Whenever the terms immune and cohesive are used in this paper, it is to be 
understood that the missing F is the class of recursively enumerable sets.) 
For what follows, let Q be a countable boolean subalgebra of 2N containing all 
of the finite sets; and let F be a (not necessarily countable) subfamily of 2N 

such that F - Qy£ • . 

THEOREM 1. Suppose F has the following properties: 
(1) F is the union of a countable (i.e., finite or denumerably infinite) collection 

{Fi} içc of sets such that 

(yi £ C) {[a, fi £ Ft and a ^ fi] => 

\aC\fi is finite and Qy) (7 6 Q and a C 7 C fi - (aH fi))]); 

(2) a £ F =ï [a £ Q or a is Q-immune]; and 
(3) [au • • • , otk Ç F and au • . • , akare Q-immune] => ^ K K A ; ^ ^ Q-immune. 
Then, [fi a Q-immune element of F] => [0 s^tos a Q-cohesive set y such that y 

is not decomposed by any finite collection of elements of F]. 

Proof. We require for our proof a very simple lemma based on Property (1). 

LEMMA 1. Let fi be Q-cohesive, and let i Ç C. Then, for all but at most one a in 
Fu we have: a does not split any Q-cohesive superset of fi. 

Proof of Lemma 1. Assume the contrary: let n , r2 be distinct elements of 
Fu let 71 and 72 be Q-cohesive supersets of fi, and suppose that n splits 
yu i = 1,2. By (1), there is a set X Ç Q such that n Pi r2 is finite and X 
separates n from r2 — (ri H T2) . If X has finite intersection with 72, then X 
splits 71. Hence, since 71 is Q-cohesive, X P\ 72 is infinite. Therefore 72 — X is 
finite, since 72 is Q-cohesive. But X H (r2 — (ri H r2)) = • ; hence, X splits 
72, which is a contradiction. Lemma 1 follows. 
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Now suppose fi G F — Q. Our next step is to obtain a certain descending 
sequence a0 D «i D a2 D . • . of elements of Q. Let g0, <Z*> #2, . . . be an enumera
tion of the infinite elements of Q. Since fi d Q, we have tha t 0 is Q-immune. 
Keeping this in mind, suppose tha t q G Q and both q P fi, q P fi are infinite; 
then, if g* is any element of Q, we have either ((g* P g) P £ and (g* C\ q) C\ fi 
are both infinite) or ((g* H g) H fi and (g* Pi g) P fi are both infinite). In 
view of this, we are able to define a sequence {a0, au . . .} of infinite sets 
inductively as follows: 

_ J g0 if go P fi and qo C\ fi are both infinite, 
\ g 0 otherwise; 

= j qn+i P aw if g^+i r\anC\ fi and g„+i C\ an C\ fi are both infinite, 
n + \ g ^ + i P a n otherwise. 

Since Q is an algebra, it follows tha t 

(a) (Vi)Qj)(at = qj); 
(b) (\/i) (<** P 0 and a f P 0 are both infinite) ; 

and 
(c) (ViJ)(j>i=>ajCai). 

Now let sets Yi(w), 72(n) be defined thus : 

7l(0) = 7 2(0) = n . 

Ti(w) U ( the least elt of an+1 p | fi not in U ( T I 0 ) U 7 2 ^ )1 ; 

I 3<n J 
j2n) U ( the least elt of aw+1 f l Ê not in U (71°° U 72°°) 1. 

I 3<n J 

Let 7 = U w (7i(w) U 72(w))- Then 7 is easily seen to be Q-cohesive and is 
obviously split by fi. In the remainder of the proof, we shall make use of the 
sequence {a0, «1» • • •} in order to obtain a Q-cohesive superset 7 of 7 such t ha t 
7 is not decomposed by any finite set of elements of F. 

Let Ko, Ki, K2, . . . be an enumeration of the class of all non-empty finite 
subsets of the family {Fi} i£C', in case C is finite, we let each non-empty subset 
of {Fi} i^c be repeated infinitely often. 7 — 7 is defined as the union of certain 
sets r(w), which we define as follows: 

T o obtain r(n), consider Kn. There are two cases. 
Case 1. Each Ft in Kn contains a set which splits some Ç-cohesive extension 

of 7. Then, by Lemma 1, each Ft in Kn contains exactly one such set. If 
Kn = {Fi0, . . . , Fir}, let Xi0, . . . , >.ir be these r + 1 uniquely determined sets. 
By (2) and the stipulated property of the \tj, each of \io, . . . , \ir mus t be 
Ç-immune. Hence, by (3), since an G Q, we have t ha t 

CLn Ç- U X i s . 
0<s<r 

OM-1) 
7 i 

(»+i) 
72 
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Let m be the smallest number in 

<xn — U Aiv 
0<s<r 

Setr(w) = {m}. 
Case 2. Case 1 does not hold. Here we set r(n) = • . Now define y as 

y \J Uw r(n). y must be Ç-cohesive, by reason of the definition of the sequence 
{a0, a i , . . . } and the fact that for every i we have both 7 — at finite and 
(VJW r(n)) — «j finite. Suppose that X0, . . . , Xr are distinct elements of F each 
of which splits 7. Let 7<\0, . . . , Fir be the corresponding Ft; and let 
Kn = {Ft0, . . . , Fir}. Then, Case 1 of the definition of r{n) applies, and we are 
obliged to place into 7 a number which is not a member of any X;-, 0 < j < r. 
Hence, Xi, . . . , Xr do not decompose 7. The proof of Theorem 1 is complete. 

Notice that if Q C F, then any set 7 satisfying the conclusion of Theorem 1 
must be Q-cohesive. 

LEMMA 2 (1). If «i, . . . , ak are immune retraceable sets, then U K ^ - a i is 
immune. 

We shall now describe the simple procedure whereby the stronger form of 
Lemma 2 (ai, . . . , ak immune and regressive) is reduced to Lemma 2 itself; 
observe that (2, Theorem 1) reduces to Mansfield's theorem by precisely this 
procedure applied to a complementary pair. In fact, a rather minor modifica
tion of the argument in (1) provides a direct proof of Lemma 2' below. We give 
the reduction procedure anyway, on the grounds that it may be a special 
instance of some useful " meta theorem." 

Suppose, then, that «i, . . . , ak are immune regressive sets, and that 
^Ji<i<kOti has an infinite recursive subset 7. Two elementary facts which we 
shall use often are: (a) the intersection of a regressive set with a recursive 
set is regressive, and (b) the intersection of a retraceable set with a 
recursive set is retraceable. In view of (a), we may as well assume that 
7 = Ui<j<fc at. Le t / i be a special regressing function for a\ (for the notion of a 
special regressing function, see (2)) such that the domain of fi is a subset of 7; 
this last assumption is clearly permissible. Let /3 be an infinite recursive subset 
of domain (/1) ; we assume, with no loss of generality, that fi contains the fixed 
point, a0, of «i under f±. Now it is easy to obtain «i H /5 as a regressive set 
regressed by a function with domain 13: for each x Ç /3, set 

p(x) =y1o:*(:x.)j where x* = M&(fi*(*) 6 0 & x 7* a0 => k > 1). 

I t is safe to assume «i Pi /3 is infinite; for if not, then a2 VJ . . . KJ ak is not 
immune and we would contradict an induction hypothesis which is clearly 
valid in the case k = 1. 

If we now look carefully at the proof of (3, Proposition 7), we see that it 
provides the following: if r is an infinite set regressed by a special regressing 
function g such that g has recursive domain, then r has an infinite retraceable 
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subset f such that £ and r — f are recursively separated. We apply this observa
tion to ai P 0, letting £1 be a retraceable subset of ax H 0 such that £x and 
(«i P j8) — £i are separated by a recursive set, say TJT, thus fi C *h, 

(ai H j8) - f i C iJi. 

The remainder of the reduction takes place inside 771. It is safe to assume 
771 Pi a ; is infinite for 2 < j < k; otherwise, the union of k — 1 of the at would 
be non-immune and we would obtain a contradiction to a legitimate induction 
hypothesis. Thus, in particular, 771 P a2 is an infinite regressive set. If / 2 was 
an originally given special regressing function for a2, then it is clear how to 
obtain from/2 a special regressing function h such that (i) h regresses 771 P a2, 
and (ii) domain (h) C Vi- Let f be an infinite recursive subset of domain (h). 
Again, it is safe to assume f P a* infinite for 1 < i < k; in particular, we may 
assume f Pi £1 and f P a2 are infinite. We now repeat the above procedure 
relative to f, obtaining an infinite retraceable set £2 C f P «2 and a recursive 
set rj2 such that £2 C ^2, (f P «2) — £2 C 772. But 7j2 P £1 remains retraceable 
since t?2 is recursive; thus we have now replaced two of the originally given 
regressive sets by retraceable sets. I t should now be clear that by k — 2 more 
applications of the same procedure, we arrive at a recursive set represented as 
the union of k immune retraceable sets, in contradiction to Appel's result. 
The reduction procedure is therefore a success, and we have the desired generali
zation: 

LEMMA 2'. If cti, . . . , ak are immune regressive sets, then VJi<^<^ at is immune. 

In order to combine this result with Theorem 1, however, we need one 
additional step of generalization: we need Lemma 2' relative to functions 
partial recursive in a given set. But this causes no difficulty: examination of 
the proof given in (1) reveals that it "relativizes" in the usual trivial manner; 
and it is plain that the reduction procedure discussed above also relativizes 
trivially. Thus, if we call a set a "^-regressive" just in case it is regressed by 
a function which is partial recursive in /3, then the following relativized form 
of Lemma 2' is seen to be true: 

LEMMA 2R. Let P be a set of natural numbers. If au . . . , ak are 13-immune 
^-regressive sets, then U i ^ ^ a ^ is fi-immune. 

(Here "/3-immune" means, of course, devoid of infinite subsets which are 
recursively enumerable in fi.) 

Let A be the class of arithmetical sets. Call a set 0 llA-regressive" just in 
case ft is 7-regressive for some 7 Ç A. 

THEOREM 2. Let a be any retraceable set such that a (t A. Then a splits an 
A-cohesive set ft such that 13 is not decomposed by any finite collection of A-regressive 
sets. 

https://doi.org/10.4153/CJM-1967-021-3 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1967-021-3


296 T. G. MCLAUGHLIN 

Proof. Let {piA} be an enumerat ion of all part ial functions / such t h a t 
Qa)(a G A &f is part ial recursive in a). Fix i. By relativization of an argu
ment in (4), if 7i, 72 are dist inct infinite sets both regressed by pA, then 
7i r\ 72 is finite and 71, 72 — (71 C\ 72) are separated by a member of A. By 
further relativization of observations in (4), any ^.-regressive set is either 
arithmetical or A - immune. Finally, we claim t h a t by Lemma 2R we have 
Ui<j<)c 7 J yl-immune provided 71, . . . , yk are all both ^-regressive and 
yl-immune. This last assertion requires a little a rgument : suppose Wi< i < A ; 7 z 

were not yl- immune; let a: be a member of A which bears witness to the fact. 
Let ptl

A, . . . , pik
A be functions regressing 71, . . . , yk respectively; and let 

«i, . . . , ak be ari thmetical sets in which piA, . . . , pik
A are, respectively, 

partial recursive. Let a* be an element of A such t h a t each of a, ai, . . . , ak is 
recursive in a*. Then , applying Lemma 2R with a* for /3, we see t h a t U i < i a yt 

is a*-immune, which gives a contradiction. Thus , since A is a countable boolean 
algebra containing all the finite subsets of N, Theorem 2 is established as a 
special case of Theorem 1. 

3 . Re traceab le s e t s w i t h i m m u n e c o m p l e m e n t s . In this section, we 
derive the principal results of (7), t ha t is, Propositions A, B, and D of t h a t 
paper. I t will not be necessary to give a separate proof for Proposition A, 
since t h a t result follows as an almost immediate corollary to (7, Proposit ion B ) ; 
it is the la t ter theorem which we choose to prove below. Our proof of Theorem 3 
is a priority a rgument of ' 'classical" type ; i.e., in the informal terminology 
favoured in (8), each one of an infinite list of * ' requi rements" is " in jured" 
only a finite number of times prior to being permanent ly " m e t . " We shall cast 
the a rgument in a casual "moving markers" form, in order to lay its modest 
conceptual content completely bare for all readers, some of whom may not 
relish interlocking inequalities. T h e length of the proof is due almost entirely 
to technical demands plus the use of ordinary English, ra ther t h a n to peculiarity 
of idea. 

T H E O R E M 3. Let a, ft be disjoint, infinite recursively enumerable sets. There 
is a recursive function f such that, for every i,f(i) is an index of a general recursive 
basic retracing function which retraces a unique infinite set at with the following 
properties: 

(1) j ^ H a ^ a t = • ; 
(2) \aj H a| = 1 & aj C\ à C 0; and 
(3) a — at is immune. 

Remark. A retracing function g is called basic (4) if and only if the following 
conditions are satisfied: x £ ôg=$ g(x) < x; g is finite-to-one; pg (Z àg; and 
\{x\g(x) = x}\ < Ko. 

Proof. W e shall make use of a doubly indexed sequence {Aï7}~ .=0 of 
"moving markers ." W e arrange these markers in a "pr io r i ty" sequence, using 
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a familiar diagonal enumeration of the subscribt pairs; each term of the 
sequence is to have higher priority than all those which follow it: 

Aoo, Aoi, Aio, A02, An, A20, A03, A12, . . . . 

Let H e a 1-1 recursive function enumerat ing /3; we assume, with no loss of 
generality, t ha t 0 6 /3 and A(0) = 0. Let H e a strictly increasing recursive 
function such t ha t 

{We\WeC*} = {WkW,Wk(lhWki2h...}. 

We assume as given some fixed procedure for uniform enumerat ion of 
{ We\ We Cot} by s tages; thus, a t stage s, Wk(n)

s is a finite subset of Wk(n) whose 
contents are completely known to us; further, we must have VJS Wk(n)

s = Wk(n), 
and there shall be a recursive function / such that , for every s, 

t> l(s)=*WHt)
s = D . 

T h e sequence of approximating constructions on which the proof rests may 
now be described as follows. 

Stage 0. At tach A0o to 0, and place (0, 0) i n / 0 . Proceed to Stage 1. 

Stage s + 1. We shall make a rather lengthy inductive hypothesis regarding 
the si tuation a t the end of stage s, necessitated mainly by the condition 
a , H a , = • ; it will be easy to see t ha t this inductive hypothesis persists 
from stage to stage. 

Inductive Assumption: A t the conclusion of stage s, the markers wrhich are 
attached include A0o and consti tute an initial segment, A0o, . . . , Afff of the 
priority listing; moreover, if ATU is one of the at tached markers and Aki is any 
a t tached marker of higher priority, then (a) u = 0 =» the number to which 
ATU is a t tached is greater than the number to which Akî is a t tached, and (b) 
u > 0 => every number in the / / - c h a i n from Aru above Ar,M_i is greater than 
the number to which Akî is a t tached. ( I t will be made clear in the remainder 
of the description of Stage 5 + 1 what is meant by the " / / - c h a i n from Aru 

aboveA r ,M_i.") 
Now, letting Aqt be the at tached marker of lowest priority a t the end of 

stage s, we proceed as follows. 

Case 1. Aqt is A0o. 
Subcase l a . There exist t < l(s + 1) and n £ Wk{t)

s+l such t ha t n > 0 
and n has not previously been placed in ô/0. Let /0 be the smallest such t, and 
n0 the smallest such n relative to t0. Place (Vz0, 0) in / 0 , a t tach A0i to n0, and 
associate the index k(/0) with A0i. If there are numbers m such t ha t m < 5 + 1 
and m is not ye t in ô/o, let m0, . . . , mr be a list of all such numbers. For each 
i such t ha t 0 < i < r, place (mu n0) or (mu 0) i n / 0 according as mt > n0 or 
nti < n0. Then go to Stage s -\- 2. 
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Subcase lb . Subcase la fails, but there exist / < l(s + 1) and n Ç Wk(t)
s+1 

such that, for some sequence of numbers z0, zu . . . , zr = 0 (r > 0), we have 
(w, So), (zo, Zi), . . . , (zr_i, 0) Ç /os (where "/os" denotes the set of all pairs 
placed in/o by the end of stage s). Attach A0i to n0, where /0 is the least such / 
and no the least such n relative to t0. Designate n0, zQ, zu . . . , zr_i the f{)

s-chain 
from Aoi above A0o. Associate with A0i the index k(t0). Next, add new members 
to ôfo in the manner prescribed in Subcase la. Then go to Stage 5 + 2. 

Subcase lc. Neither Subcase la nor Subcase lb holds. If there are numbers m 
such that m < 5 + 1 and m is not yet in ôfo, place (ra, 0) in / 0 for each such m, 
and then proceed to Stage 5 + 2; otherwise, go directly to Stage 5 + 2. 

Case 2. AQt is not A0o. The procedure under Case 1 was the "basis step" of 
the general procedure which we now describe. We shall suppose that all 
markers of priority greater than that of Apj have been considered, where Apj 

occurs in A0i, . . . , Aqt; and we consider Apj (our consideration of A0o, at the 
beginning of this inductively defined process, consists of doing nothing and 
passing at once to consideration of A0i). If any erasures occur in the considera
tion of a marker of higher priority than ApjJ we go on at once to consider the 
marker of priority next below that of Apj; or, if Apj is Agt, and such erasures 
have occurred, we go directly on to Stage s + 2. Otherwise, six main cases 
arise in the consideration of Apj. 

Case A. APJ is not Aqt, and j > 1. We treat three subcases. 
Subcase Al . There exist t < l(s + 1) and n £ Wk(t)

s+1 such that (i) 
n i tfpSy (ii) k(t) is less than the index currently associated writh Apj, (iii) k(t) 
is greater than the index currently associated with Ap,y_i, and (iv) n > r, 
where Auy is the marker of priority one greater than that of APj and r is the cur
rent position of Auy. Let to be the smallest such /, and n0 the smallest such n 
relative to to. Perform the following sequence of steps: (a) erase Apj and all 
markers of lower priority, up to and including Aqu and dissociate from each 
of these erased markers any index found associated with it; (b) place (w0, w) 
in/p, where w is the current position of A ^ - i ; (c) attach Apj to n0 and associate 
k(t0) with it; and (d) call a number w such that some marker Aim is still 
attached after (c) a relevant number, and for each relevant w, let u(w) be the 
greatest u such that Awu is still attached after (c) ; then, if m < 5 + 1 and w 
is relevant, and if m g ôfw

s & (w = p => m ^ no), place in /„, the pair {m, d) 
if 

m > d = max{i| i is the position of a marker A^ with g < u(w)} 

and place (m, m) infw otherwise. Then go to Stage s + 2. 
Subcase A2. Subcase Al does not hold, but there exist t < l(s + 1) and 

ft € Wk(t)
s+1 such that, for some sequence z0, Zi, . . . , zt (i > 0), we have: 

(i) Zi is the current position of Ap,;_i, (ii) (w, z0), (z0, Zi), . . . , («i_i, z<) G / / , 
(iii) &(/) is less than the index currently associated with APJ, (iv) k(t) is greater 
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than the index currently associated with AP,;_i, and (v) z^x (or n, if i = 0) is 
greater than the current position of AM2/, where Auy has priority one greater 
than the priority of Apj. Let /0 be the smallest such t, and n0 the smallest such 
n relative to to. Designate the sequence n0, z0, Zi, . . . , z*_i as the fp

s+1-chain 
from Apj above APjj-i, and perform the following sequence of steps: (a) Same 
as step (a) in Subcase Al ; (b) attach Apj to n0 and associate k(t0) with Apj; 
and (c) for any relevant w and any m < 5 + 1 such that m £ 8fw

s, place infw 

the pair (m, J) or the pair (ra, m) according to the prescription in Subcase Al . 
(w is relevant, in Subcase A2, just in case some marker Awu is attached after 
step (b); liu(w)" has the same meaning as in Subcase Al.) 

Subcase A3. Both of Subcases Al and A2 fail to hold. Then proceed to the 
consideration of Aei, where Aei is the marker of priority one lower than that 
of Apj. 

Case B. Apj is not AqU and j = 1. 
Subcase Bl . There exist t < l(s + 1) and w G ^ ( o s + 1 s u c r i that (i) n Q <5//, 

(ii) k(t) is less than the index currently associated with Apj, and (iii) n is 
greater than the current position of Auy, where Auy is the marker of priority 
one greater than that of Apj. Let to be the smallest such t, and n0 the smallest 
such n relative to to. Perform the same sequence of steps as in Subcase Al ; 
then go to Stage 5 + 2. 

Subcase B2. Subcase Bl does not hold, but there exist t < l(s + 1) and 
w (E Wjc(t)

s+1 such that, for some sequence z0, Zi, . . • , zt (i > 0), we have: 
(i) 2̂  is the current position of APtj-lt (ii) (w, z0), (20, Zi), • • • , (ZÏ-I, z*) 6 / / , 
(iii) ^(0 is less than the index currently associated with Apj, and (iv) Zi_i (or 
w, if i = 0) is greater than the current position of Auy, where Auy has priority 
one greater than the priority of Apj. Let t0 be the smallest such t, and no the 
smallest such n relative to t0. Designate the sequence n0, z0, zu . . . , z^-i as 
the fp

s+1-chain from Apj above A^^-i, and perform the same sequence of steps 
as in Subcase A2; then go to Stage v + 2. 

Subcase B3. Both of Subcases Bl and B2 fail to hold. Then proceed to the 
consideration of Aei, where Aei is the marker of priority one lower than that 
of Apj. 

Case C. Apj is not Aqt, and j = 0. Proceed directly to the consideration of 
AeiJ where Aei is as in Subcase B3. 

Case D. Apj is AqU and j > 1. 
Subcase Dl . There exist t < l(s + 1) and w 6 W*(os+1 s u c n t r iat (i)-(iv) of 

Subcase Al hold. Let to be the least such t, n0 the least such n relative to to. 
Perform the same sequence of steps as in Subcase Al ; then go to Stage s + 2. 

Subcase D2. Subcase Dl does not hold, but there exist / < l(s + 1) and 
w G Wk(t)

s+1, and a sequence z0j zly . . . , zt (i > 0), such that (i)-(v) of 
Subcase A2 hold. Let £0 be the least such /, n0 the least such n relative to t0. 
Perform the same sequence of steps as in Subcase A2 ; then go to Stage s + 2. 
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Subcase D3. Both of Subcases Dl and D2 fail to hold. Here we get a ramifica
tion into secondary subcases. Let Amy be the marker of priority one less than 
the priority of Aqt. We strive to attach Amy. I t is clear from the priority listing 
that y > 0, since t > 1. 

Subcase D3a. y = 1 and there exist t < l(s + 1) and n G Wk(t)
s+1 such that 

(i) n G <5/w
s, and (ii) n > b, where b is the current position of AQt (i.e., Apj). 

Let /o be the smallest such /, and n0 the least such n relative to t0. Perform the 
following sequence of steps: (a) attach Amy to n0 and associate k(t0) with Amy; 
(b) place {n$, x) in/m , where x is the current position of AW(2/_i; and (c) if w is 
relevant, g < s + 1, g G /</, and (w = m => g ^ ^o), place (g, d) in / w if 

g > d = max{^| i is the position of an attached marker Awr with r < w(w)} 

and place (g, g) in fw otherwise; here w is relevant just in case some marker 
Awu is attached after step (b), and uu{wy has the same meaning as in Case A. 
Then go to Stage s -\- 2. 

Subcase D3b. y = 1 and Subcase D3a does not hold; but there exist 
t < l(s + 1) and n G Wk{t)

s+l such that, for some sequence z0l Z\, . . . , zt 

(i > 0), we have: (i) zt is the current position of AW)2/_i, (ii) (w, z0), (£o, s3), . . . , 
(Zf-u %i) G /w

s , and (hi) zz_i > 6, where b is as in Subcase D3a. (If i = 0, we 
require n > b.) Let /0 be the smallest such t, and fio the smallest such n relative 
to t0. Designate n0, £0, Zi, . . . , 2j_i as the fm

s+1-chain from Amy above Am>?/_i. 
Perform the following sequence of steps: (a) same as step (a) under Subcase 
D3a; and (b) if w is relevant (i.e., some marker Awu is attached after step (a)), 
g < s + 1, and g $ fw

s, add (g, d) or (g, g) to fw according to the prescription 
in case (c) of subcase D3a. Then go to Stage s -{- 2. 

Subcase D3c. y = 1 and both Subcase D3a and Subcase D3b fail to hold. 
Call w relevant, in this case, provided some Awu is attached; and let iiu(w),'> 

have the same meaning as in Case A. For each relevant w and any g < s + 1 
such that g G fws, add (g, d) or (g, g) to fw according to the prescription in 
case (c) of Subcase D3a. Then go to Stage s -\- 2. 

Subcase D3d. y > 1 and there exist / < l(s + 1) and n G Wk(t)
s+1 such that 

(i) n G àfm
s, (ii) k(t) is greater than the index currently associated with 

Am,y_i, and (iii) n > b, where b is the current position of Aqt. Let /0 be the 
smallest such /, n0 the least such n relative to t0. Perform the same sequence 
of steps as in Subcase D3a; then go to Stage s + 2. 

Subcase D3e. y > 1 and Subcase D3d fails to hold ; but there exist t < l(s + 1) 
and n G Wk^t)

s+l such that, for some sequence z0, z\, . . . , zt (i > 0), (i)-(iii) 
of Subcase D3b hold and, in addition, we have (iv) k(t) is greater than the 
index currently associated with Aw,y_i. Let t0 be the least such t, nQ the least 
such n relative to t0. Designate n0y z0, z1} . . . , zt-i as the fm

s+1-chain from Amy 

above Am>y_i. Perform the following sequence of steps, where w is relevant just 
in case some Awu is attached: (a) same as step (a) under Subcase D3a; and (b) 
if w is relevant, g < 5 + 1, and g (? fw

s, add (g, d) or (g, g) to fw according to 
the prescription in case (c) of Subcase D3a. Then go to Stage s + 2. 
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Subcase D3f. y > 1 and both of Subcases D3d, D3e fail to hold. Let "w is 
re levant" have the by-now-obvious meaning. (We shall henceforth not detail 
the minor variations, from case to case, in the meaning of "w is re levant" ; 
the pa t te rn has been established.) Add new pairs to fw for relevant w as in 
Subcase D3c; then go to Stage 5 + 2. 

Case E. Apj is AQt, and j — 1. 
Subcase E l . There exist / < l(s + 1) and n £ Wk(t)

s+1 such t ha t (i) n (? ôfp
s
y 

(ii) k(t) is smaller than the index currently associated with Apj, and (iii) n > 
the current position of the marker Ap_i,2 if p > 0, and n > 0 if p = 0. Let t0 

be the least such /, and n0 the least such n relative to t0. Perform the same 
sequence of steps as in Subcase A l ; then go to Stage s -\- 2. 

Subcase E2. Subcase E l does not hold; b u t there exist t < l(s + 1) and 
n G Wjc(t)

s+1 such tha t , for some sequence z0} zly . . . , zt (i > 0) , we have (i) 
and (ii) of Subcase D3b together with (iii) zt-i (or n, if i = 0) is greater than 
the current position of the marker of priority one greater than t ha t of Apj 

(namely, Ap_i,2 if p > 0 and A0o otherwise) and (iv) k(t) is smaller than the 
index currently associated with Apj. Let t0 be the least such /, and n0 the least 
such n relative to to. Proceed exactly as in Subcase A2 ; then go to Stage s -\- 2. 

Subcase E 3 . Neither Subcase E l nor Subcase E2 holds. Since j = 1, the 
marker of priority one less than tha t of Apj is A^+i.o. Generate the sequence 
h(l), h(2), /z(3), . . . until the smallest number m is found for which 
h(m) d 8fp+is and h(m) is greater than the current position of Apj; let m0 be 
this number. At tach A^+i i0 to h (mo). If w is relevant and g < 5 + 1 and 
g (? 5fw

s, add either (g, d) or (g, g) to fw according to the prescription in 
Subcase D3a. Then go to Stage s -\- 2. 

Case F . Apj is Aqt, and j = 0. In this case, A0)??+i is the marker whose priority 
is one lower than tha t of APj. The following subcases arise as we a t t e m p t to 
a t tach Ao,p+i (since Apj is not A0o, p > 0). 

Subcase F l . There are numbers / < l(s + 1) and n G Wk(t)
s+1 such t ha t (i) 

n Q ofos, (ii) n > b, where b is the current position of A^o, and (iii) k(t) is 
greater than the index currently associated with A0p. Let to be the smallest 
such /, and w0 the smallest such n relative to to. Perform the following sequence 
of steps: (a) a t tach A0l2,+i to n0, and associate k(t0) with A0)2,+i; (b) place 
(n0, r) in f0, where r is the current position of A02,; and (c) if w is relevant, 
g < s + 1, g & bfw

s, and (w = 0 => g ^ n0), place either (g, d) or (g, g) in /„,, 
according to the prescription given in Subcase A l . Then go to Stage s -\- 2. 

Subcase F2. Subcase F l does not hold, bu t there exist / < l(s + 1) and 
^ G Wk(t)

s+1 such tha t , for some sequence s0, Si, . . . , z* (i > 0) , we have (i) 
Zi is the current position of A0p; (ii) k(t) is greater than the current associate of 
A0p; (iii) (n, z0), (z0j zx), . . . , (s*_i, zt) G /o s , and (iv) z^x > b, where b is the 
current position of Ap0 (if i = 0, we require n > b). Let /0 be the smallest 
such /, and n0 the smallest such n relative to tQ. Designate n0, ZQ, Z\, . . . , zt-i 
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as the fos+1-chain from A0lP+i above A0p. Perform the same sequence of steps as 
in Subcase D 3 b ; then go to Stage 5 + 2. 

Subcase F 3 . Nei ther Subcase F l nor Subcase F2 holds. If w is relevant, 
g < 5 + 1, and g $ fw

s, place either (g, d) or (g, g) in fm according to the 
prescription in Subcase D3c; then go to Stage s + 2. 

This finishes the description of Stage s + 1 of the construction. T o complete 
the proof of Theorem 3, we establish a sequence of five lemmas, each a s traight
forward consequence of our construction. 

L E M M A I. Let Atj be any marker withj > 0. Then there is a stage s and numbers 
n and t such that, throughout any stage s > s, we have: (1) Atj is attached to n, 
(2) k(t) is associated with A^, and (3) n £ oft8. For any A i0, there is a stage s 
and a number n such that, for all s > s, AiQ is constantly attached to n. 

Proof. Aoo is a t tached to 0 a t Stage 0, and never disturbed thereafter. W e 
proceed by induction on the priori ty ordering. Suppose the lemma holds for 
the initial segment A0o, . . . , Aqt of this ordering; and let s0 be a stage such t h a t 
all of Aoo, • • • , Aat are permanent ly in place—and those which admi t associated 
indices are with their final associates—for all 5 > SQ. Consider Amu, the marker 
of priori ty one less than t h a t of AQt. I t is clear from the construction t h a t if Amu 

becomes a t tached a t a stage 5 > s0, it continues to be a t tached to some number 
through all subsequent stages, though it may move from one position to 
another on occasion. If Amu is of the form Aw0, it will in fact not move, once it is 
a t tached a t a stage s > s0; this is easily seen by examining the construction 
(note t h a t every Wk(t)

s is a subset of a, while every position of a marker Ar0 

is in j8). If u ^ 0, Amu may move subsequent to such a t t a c h m e n t ; however, we 
claim it can move only finitely often. For, if u > 0, then Amu, once a t tached a t 
a stage 5 > s0, always thereafter appears in the company of an associated 
index; moreover, its movement (at a stage s > s0) entails changing its associ
ated index to a new and smaller associated index, since the index (if any) 
associated with Aw>M_i is fixed after stage s0. Thus , to complete the induction 
s tep, it clearly suffices to showr t h a t there mus t be a stage 5 > s0 such t ha t Amu 

is a t tached a t stage s. 

Suppose this is not the case. Firs t assume u > 0. If u — 1 = 0, let e be the 
smallest number such t ha t Wk(e) is infinite; otherwise, let e be the smallest 
number such t ha t Wk(e) is infinite and k(e) is greater than the final associate 
of ATOiM_i. Let y be the largest number in {Jt 8fis°. ( I t is clear, from the con
struction, t h a t the la t ter set is finite and its contents completely known) . 
Le t y be an element of Wk(e) such t h a t y > y. Note , from the description of 
Stage 5 + 1 above, t ha t since Amu is never a t tached subsequent to Stage s{), 
then no marker of priority no greater than t h a t of Awu can ever be a t tached 
after Stage s0, so t h a t after Stage s0 numbers enter U ? : 8ft only by means of the 
clauses concerning " re levant" numbers . There are two possibilities. 

https://doi.org/10.4153/CJM-1967-021-3 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1967-021-3


REGRESSIVE SETS, II 303 

(1) s = lis (s > so and y (E Wk^e)
s), and y > s. Then, a t Stage s, if AWM 

is not already at tached, we are obliged to a t tach it, since we have 

y £ Wk(e)
s, y (£ ôfm8"1, y > the final position olAqt, and k(e) > 

the associate (if any) of AWiW_i a t Stage s. 

This gives a contradiction. 
(2) s = us (s > So and y £ Wk(e)

s), and y < s. Let y = s — r. Then a t 
Stage s — r, (;y, 2) is placed i n / m , where s is the final position of AOTfM_i. Since 
y is greater than the final position of Aqt and k(e) is greater than the associate 
(if any) of Am,u-i a t Stage s, we are then obliged by the construction to a t t ach 

Amu to some number a t Stage s, if it is not already at tached by the end of 
Stage 5 — 1. Again, this gives a contradiction. Hence, assuming u > 0, Amu 

must eventually be at tached during a stage 5 > s0. Bu t if u = 0, mat te rs are 
even simpler: then, a t Stage s0 + 1 a t the latest, we must permanent ly a t tach 
Am0 to some element of /3 after listing sufficiently many values of h. T h u s the 
induction step goes through, and the lemma follows. 

L E M M A I I . For each i, let ft = U J / ( i .e . , /* = {(x, 3>)| (x, y) is placed in fL 

a t some stage s)). Then each ft is a finite-to-one, general recursive function such 
that (a) (\/x)(fi(x) < x) and (b) f(x) = x for only finitely many x. Moreover, 
there is a recursive function <j> such that, for all i, <j>(i) is an index of ft. 

Proof. First , it is clear from the construction t h a t the ft are functions, since 
no number is ever assigned more than once to the domain, bfi, of ff. I t is, 
moreover, plain t ha t theft are partial recursive and, in fact, uniformly so with 
respect to i; thus there is a recursive function <j> such tha t <j>(i) is an index of 
ft for every i. Again, property (a) and the fact t h a t / * is defined on all numbers 
clearly follow from the construction. T h a t / * is finite-to-one with property (b) 
is a consequence of Lemma I ; for it is plain from the construction t h a t (1) 
once Aij has achieved a permanent position p, all bu t finitely many x are 
mapped b y / * to a number > £ , and (2) once A*0 is permanent ly in position, 
only finitely many x can be mapped to themselves by/* . This finishes the proof 
of Lemma I I . 

L E M M A I I I . Let Wk(e) be infinite, and let i be any number. Then there exists a 
number j > 0 such that the final position of Ai3 is a member of Wk(e). 

Proof. Suppose this is not the case. For each j > 0, let kj be the final associate 
of Aij; let — 1 be taken by convention as the "final associate" of A*0. Since, as 
is clear from the construction, we have kj < kj+1 for all j , there is a unique jQ 

such t ha t kj° < k(e) < kh+1. (If k(e) were the final associate of some A t j1j > 0, 
then, as is evident from the construction, the final position of A^ would be a 
member of Wk(e).) Let s0 be a stage such that , for all j < j 0 + 1, A^ is in a 
final position with final associate by the end of Stage s0. Le t m0 be the largest 
number belonging to U* ô/*s°. Let m be an element of Wk(e) such t ha t m > mo. 
Now, m must eventually enter 5/*; and, in view of our choice of s0, it is clear 
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t h a t it mus t enter in such a way t h a t there is a sequence m, z0, Zi, . . . , zr_x 

(r > 1) such t h a t (m, z0), (z0y £1), . . . , (s r_2, s r_i) G /* (where zr_2 = m if 
r = 1) and So is the final position of A ^ 0 + i . B u t there is a stage s > sQ such t h a t 
w 6 Wk(e)

s — WA(6)S-1; and so it follows from the construction t h a t the 
associate of A i ) J 0 + i mus t change a t some stage 5 > s0, which is a contradiction. 
Lemma I I I follows. 

I t follows from Lemma I I I t h a t / * retraces the infinite set ^Jpjfi(pj), where 
pj is the final position of A^- and ufi(pj)" denotes, as in (2), the set 

{pj,fi(pj),ft(fi(pj)),...}. 

We define: at = ^JPjfi(Pj)-

L E M M A IV. For all i andj, we have: 

(1) i j± j =>at H aj = • . 
(2) | a < n / 3 | = l;and 

(3) a, - (3 C a. 

Proof. (2) and (3) are obvious from the construction. For each i and s, 

define 

«* '= .U /«(£/), 

where S(i) is the set of all markers Atj which are a t tached a t the end of Stage s, 
and pjs is the position, a t the end of Stage s, of Aijy where Atj G S(i). We prove 
(1) by showing t h a t af Pi af = • for all s, provided i ^ j . If 5 = 0, this is 
obvious. Assume it t rue for s < s, and consider Stage s; it is easily seen by 
examination of the construction t h a t there are exactly three cases. (1) 
«i s C 0Lis~l and af C a / - 1 . Here, obviously, we have af C\af = • . T h e 
other two cases are (2) af C a / - 1 and af (jL a / " 1 , (3) af (£ a / - 1 and 
« / C oif~l. I t suffices, "by symmet ry , " to consider only (2). T w o subcases 
must be considered. 

(2a) No marker contr ibuting to either af~l or af1 is erased in passing to 
af and af. This implies t h a t a new marker Aju has been a t tached a t Stage s, 
and Aju has lower priority than any marker contr ibut ing to either af~l or 
af1. B u t therefore, by the requirements of the construction, we have: if 
u > 0, then every element of the / / - c h a i n from Aju above AiiW_i is greater 
than the largest member of af-1; and if u = 0 then the new position of Aiu 

is greater than the largest element of af1. (In those clauses of the construc
tion in which a marker Arw, w > 0, becomes a t tached a t Stage 5 to a number n 
not previously in 5fr, the one-term sequence n is wha t is mean t by the uff-
chain from Arw above ATjWf) T h u s af C\ af = • . 

(2b) Markers are erased in passing from af-1, af-1 to af, af. Then , since 
af (2 a / - 1 , it can only be the case t h a t some marker Aju which contr ibutes 
to af~1 is both erased and restored during Stage s. Then u > 0 and Aju has 
lower priority than any marker Air which contr ibutes to af. Now the remarks 
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under (2a) apply, beginning with the words " B u t therefore"; and so we have 
at

s r\ a3
s = • . Lemma IV follows. 

L E M M A V. For each i, a — at is immune and at is the unique infinite set 
retraced by ft. 

Proof. Since {l^-o)l / = 0, 1, 2, . . .} is the class of recursively enumerable 
subsets of a, the immunity of a — at follows from Lemma I I I . B u t we claim 
t h a t the immuni ty of a — at implies t h a t / ^ can retrace no infinite set other 
than at. For, it is clear from the construction tha t no non-fixed point oi f\ is 
in the range of/./ unless it is in a; hence, if/* retraces a second infinite set, say 7, 
then all non-fixed points of 7 under ft lie in a. B u t hence, by a simple a rgument 
in (4), there would be recursively enumerable subsets n , r2 of a such t ha t 
oil C\ a C TI, 7 C\ a C T2, and T\ C\ T<I is finite. Since this contradicts the 
immuni ty of a — at, the rest of Lemma V follows. 

Theorem 3 now obviously results from the conjunction of Lemmas I -V. 

Remarks. (1) Proposition A of (7) is an easy corollary to Theorem 3. Ju s t 
decompose a — VJiCti into singletons and distr ibute these singletons among 
the au assigning not more than one new number to each at. Then, after trivially 
readjusting each/^ , we have (7, Proposition A). Of course, we necessarily lose 
the recursive enumerabili ty of the class {ft\ i = 0, 1, 2, . . . } . 

(2) As we remarked in (7), our proof of Theorem 3 is such tha t each at is not 
only immune b u t hyperimmune. We are still unable to settle the question: 
does there exist a non-hyperimmune, co-immune retraceable set? 

As a lemma to Theorem 4, we require (6, Lemma 2). We shall prove the 
la t ter result once more because the proof in (6) made use of the axiom of choice; 
however, we can easily avoid using tha t axiom, by appealing instead to a 
special case of Lemma 1. 

L E M M A 3. Every infinite set of numbers has a super cohesive subset. 

Proof. Let a be an infinite set of natural numbers. We begin by constructing 
in the well-known way, a merely cohesive subset r oi a: letting {We} be a stan
dard enumerat ion of the recursively enumerable sets, we define 

a0 = a, 

_ (an H Wn iîanr\ Wn is infinite, 
n+1 \an otherwise. 

Then , if /0, h, h, . . . is a non-repeating sequence such t h a t tn G otn for all n, 
the set r = {t0, ti, t2, . . .} is cohesive. We now extract a super cohesive set from r. 
By a trivial generalization of the observation from (4) used in the proof of 
Lemma V above, we obtain: if p is a partial recursive function regressing two 
distinct infinite sets 71 and 72, then (modulo a finite subset of 71) 71 and 72 are 
separable by disjoint recursively enumerable sets. I t follows t h a t if {pi) is an 
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enumerat ion of all the one-place part ial recursive functions, then each pi 

regresses a t most one infinite set y such t h a t y splits r. This enables us to define 

a sequence {rn\ of subsets of r as follows: 

TO = T, 

yn r\ Tn if pn regresses yn, yn is infinite, and yn splits rn, 
rn otherwise. 

Let So, Si, ^2, . . . be a non-repeating sequence such t h a t sn G rn for all n ; then 
the set f = {so, S\, s2, . . •} is a supercohesive subset of r and so of a. 

Let a be an infinite number set ; and let C be a collection of regressive sets 

each of which splits a. W e shall say t h a t C is a reduced regressive decomposition 

of a if (i) a C ^Jpec P and 

(ii) (0i, 02 G C and 0i ^ 02) => (Both (a H 0i) - (a H 02) and 
(a H 02) — (a H 0i) are infinite). 

Let a be an infinite retraceable set. Then a G UGBi <=> df a is the unique 
infinite set retraced by a general recursive, basic retracing function. If a is an 
infinite regressive set, then a G UGB2 <=> d£ a is the unique infinite set regressed 
by a general recursive, basic regressing function. Clearly, UGBi C UGB2. 
I t can be shown t h a t the inclusion is proper. Le t K be a cardinal such t h a t 
2 < K < Xo. We define six classes of sets: 
Re t *(K) = [a\ a has a reduced regressive decomposition C, consisting of K 

pairwise disjoint elements of UGBi) ; 
Reg *(K) = {a| a has a reduced regressive decomposition C, consisting of K 

pairwise disjoint elements of UGB2} ; 
Re t ( i£ ) = {a\ a has a reduced regressive decomposition C, consisting of K 

retraceable sets} ; 
Reg(K) = \a\ a has a reduced regressive decomposition C, consisting of K 

regressive sets} ; 
R e t + ( K ) = {a\ a has a reduced regressive decomposition of cardinali ty >K, 

each member of which is retraceable} ; 
Reg+(K) = \a\ a has a reduced regressive decomposition of cardinali ty > / v } . 
A proof of the following lemma (due in essence to C. E. M. Yates) may be 
found in (5): 

L E M M A 4 (5, Lemma 3). If 0 is the unique infinite set regressed by a basic 
regressing function, then 0 has degree < 0 / . 

I t follows a t once from Lemma 4 t h a t every element of UGB2—and, in 
particular, all the sets aL of Theorem 3 — have degree < 0 ; . This does not work 
the other way, however: al though Yates has shown t h a t any retraceable set 
of degree < 0 ; is the unique set retraced by some basic retracing function, 
there need be no general recursive, basic regressing function which regresses it, 
and no other infinite set. W e remark, finally, t h a t 2 < K < Ko implies t h a t 
Re t ( i£ ) is a proper subset of Reg(K); this follows from Theorem 6 below. 

Tn+l 
-
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We are now ready to s ta te and prove Proposition D of (7) in a form slightly 
stronger than the version stated in (7). 

T H E O R E M 4. For each cardinal K such that 2 < K < Ko, there exists a cohesive 
set 13 such that fi Ç Ret(K) — Reg + ( i£ ) ; indeed, we can require that 

(3 e Ret* (20 - Reg+(i£) . 

Proof. Applying Theorem 3 to, say, the set of all even numbers, let 
a0, «i, a2, . . . be an infinite sequence of infinite sets of even numbers such 
t h a t for all i and j we have: (1) at is the unique infinite set retraced by a 
certain general recursive, basic retracing function (and hence, by Lemma 4, 
has degree < 0 ' ) î (2) i ^ j => at P\ otj = • ; and (3) {n\ n is even} — at is 
immune. Let r be a (non-recursive) function such t ha t {Wr(n)| n = 0, 1, 2, . . .} 
is the class of all infinite recursively enumerable sets of even numbers. Define: 

W*rW = Wrioh 

W* = / W«*+u n W*rM if Wr(n+1) C\ W*r(n) is infinite, 
w '<»+» \W*rM otherwise. 

We shall construct a cohesive set fi of even numbers such t ha t /3 P\ at is infinite 
for every i. This is done by a minor modification of the s tandard cohesive set 
construction. By property (3) of the sets au W*r(W) C\ at must be infinite for 
every n and i. Define a sequence {bn) as follows: 

&o = ixy {y ^ a^C\ 1/P%(0)), bn+1 = py(y > bn & y G a(n)o H W*r(n)). 

( As usual, "' (n)/' denotes the power of the j t h prime in the prime-power 
factorization of n.) Then, plainly, {b0, bi} 62, • . .} is an infinite set having 
infinite intersection with each at\ moreover, it is easy to see from the definition 
of the sequence {"PT/*r(n)} tha t {bo, b\, b2} . . .} is cohesive. Let/3 = {b0} bi, b2}.. . } . 
Applying Lemma 3, let yt be a supercohesive subset of ($ P\ au for each i. 
Now let K be a. cardinal such t ha t 1 < K < Ko- li K = Ko, then y = VJiji 
will satisfy the requirements of the theorem. Indeed, all is obvious except 
perhaps tha t there is no uncountable reduced regressive decomposition of y. 
But here again, we need only appeal to the special case of Lemma 1 used in the 
proof of Lemma 3. For if there were an uncountable reduced regressive decom
position C of 7, C would of necessity contain distinct elements Xi, Â2 both of 
which split the cohesive set 7. (Thus, in fact, no cohesive set admits an un
countable reduced regressive decomposition.} If 2 < K < Ko, let 

7 = ^KK-iyù 

then it is clear from the supercohesion of the y { t ha t 7 satisfied the require

ments of the theorem relative to K. 

4. On T h e o r e m s 2 a n d 3 of (6) . We have already obtained, in §2, a 
substantial improvement of (6, Theorem 2). In tha t version of the result, 
however, the splitting set was found outside the arithmetical hierarchy. W e 
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shall next prove, by using Theorem 3, Lemma 2' , and the method of proof of 
Theorem 1, t h a t the split t ing set can be required to be ar i thmet ical ; indeed it 
can be taken of degree < 0 ' . Even more, we can arrange t h a t our cohesive 
set be split by all the members of an infinite disjoint family of retraceable sets 
belonging to UGB\. 

T H E O R E M 5. There exists a cohesive set a such that: (i) there is an infinite 
family of pairwise disjoint elements of UGBi each of which splits a, and (ii) 
a cannot be decomposed by any finite family of regressive sets. 

Proof. Applying Theorem 3, let a0, «i, a2, . . . be an infinite sequence of 
infinite sets of even numbers such t h a t for all i and j we have: (1) at is the 
unique infinite set retraced by a certain general recursive, basic retracing 
function; (2) i ^ j => at C\ a3 = • ; and (3) {n\n is even} — at is immune. 
Let {W7*^)} be the same as in the proof of Theorem 4. Let P be the family of 
all part ial recursive functions of one variable; and let 5̂ be the family of all 
non-empty finite subsets of P ; enumera te ^ as a sequence F0, Fly F2, . . . . We 
shall make use of the precise specialization of Lemma 1 to the ordinary co
hesive case: if p Ç P , /3 is cohesive, p regresses Xi and X2, and Xi, X2 are dist inct 
infinite sets, then a t most one of the sets Xlf X2 can split some cohesive superset 
of 0. Let 7 be a cohesive subset of a0 such t h a t y — W*r(n) is finite for all n; 
it is clear from the proof of Theorem 4 t h a t such a set y exists. We obtain the 
required set a as an extension of 7. T h e extension is made in stages, according 
to the following procedure: 

Stage 0. S e t a 0 = • . 
Stage s, s > 0. We consider a(6.)o and F(s)l; let P ( 6 ) l = {pi, . . . , pm\. 
Case 1. Each pu 1 < i < m, regresses a set which splits some cohesive 

extension of 7. Then , for each pu there is exactly one such set ; let fi1} . . . , fim 

be these uniquely determined sets. By Lemma 2', U K f < m /3t misses infinitely 
much of W*T(s)- (Obviously each pt mus t be immune.) Let 

ni = \iy (y G W*r(s) - U K K m £<), n2 = ny (y € (W*T(s) H a(s)o) - a8-1). 

Set as = a5"-1 \J {niy n2}. 
Case 2. Otherwise. Let 

n = ny {y Ç (W*r(s) H a ( , ) o) — a8'1) and seta:5 = a8"1 KJ {n}. 

This completes Stage s, s > 0. 
Set a = 7 \J {Js as. a is cohesive since, as is plain from the construction, 

a C {n\ n is even} and a — W*T(n) is finite for all n. Since as contains a member 
of a(S)0 for all s > 0, each of a0, «i, a2, . . . has infinite intersection with a. 

Finally, we claim a is not decomposed by any finite collection of regressive 
sets. For suppose tha t , to the contrary, {pu . . . , (3r} were such a collection. 
Since ) C « , each of /3i, . . . , /3r therefore splits a cohesive extension of 7. Le t 
piy . . . , pr be part ial recursive functions which respectively regress /3i, . . . , f3r; 
and let F3 = {p1} . . . , pr}. Then if 5 > 0 and (s)1 = j , Case 1 is in force a t 
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Stage 5 and so a t Stage 5 a number enters a which is not in U i < i < r f$u which is 
a contradiction. Theorem 5 follows. 

In our last theorem, we extend (6, Theorem 3) to the case of indecompos-
ability by any finite collection of sets belonging to R — (F — E). Here, as in 
(6), R is the class of regressive sets, E is the class of recursive sets, and F is the 
class of recursively enumerable sets. 

T H E O R E M 6. There exists a set a of natural numbers such that (i) a is sequentially 
decomposable (i.e., there is a recursive func t ion / such tha t 

«cw, wmh j V ^ wfU)r\ wm = •, 
and, for all n, a P Wf(n) 9e • ) , and (ii) a is not decomposed by any finite 
collection of sets each of which belongs to R — (F — E). 

Proof. In outline, the proof is similar to the proof of Theorem 3 in (6); 
however, the exact details of the argument are rather different. We shall freely 
cite certain lemmas stated and used in (6) bu t not explicitly s tated in the 
present paper. Let We be a simple set; and, applying (6, Lemma 8), l e t / and g 
be one- and two-place recursive functions, respectively, such t ha t 

(i) j^k=>wfU)r\ wm = • , 
(ii) \Jt Wm = We, and 

(iii) Wj P Wm = D =» Wg{j,k) = (Wj - We) W (a finite se t ) . 
Applying (6, Lemma 7), let ft be an infinite subset of Wf(0) whose intersection 
with any recursive subset of Wf(0) is finite. We can and do assume, additionally, 
t ha t /3 is cohesive. (Note that , by (iii) above, the sets Wf(n) are pairwise 
recursively inseparable, and hence are individually non-recursive.) Let 
po, pi, p2, . . . be a listing of all of the recursive supersets of /?; and define 
\n = r^j^n PJJ for each n. For each j , A;- is a recursive superset of £ and mus t 
therefore have infinite intersection with TF/(0). In fact, \j C\ We mus t be 
infinite; for, as is easily seen, there would otherwise be an effective test for 
membership in Wf(o) P\ X;. Since We is simple, it follows from condition (iii) 
above that , for a l l / and k, X̂  C\ Wf(k) is infinite. We define as follows a nested 
sequence {rn) of infinite sets: 

_ / Wm r\\0r\WQ if Wm) r\\knW0 is infinite for all fe, 
\Wf(i) r\ Ao otherwise; 

_ / An+i H TP. C\ Wn±i if \k P\ rn C\ Wn+i is infinite for all k, 
n+1 \ A W + I H rn otherwise. 

I t is clear t ha t (1) TJ C rj+i for all / , (2) each r ; is an infinite subset of 
Wfd) f~\ A;, and (3) each r;- is recursively enumerable. Moreover, it is easy to 
see t ha t if Wf(i) Pi Ak Pi rn-i P Wn v& finite for some k, then there is a number 
kQ such t h a t k > ko =ï rk P Wn = D . Let /0, ^1, h, . . . be a non-repeating 
sequence of numbers such that , for all n, tn G rw, and set r = {/0, ti, /2, . . .} ; 
then it is easy to see tha t r is a cohesive set. Applying (6, Lemma 1), let 
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£o, £1, £2, . . . be a listing of the Ko immune regressive supersets of r. (It is safe 
to assume that r has immune regressive supersets ; if need be, one could guaran
tee this by (a) requiring r to be super-cohesive and, (b) decomposing Wf^) 
into the union of Xo disjoint immune retraceable sets as in (7, Proposition A). 
Alternatively, at the cost of splitting the proof into cases, the assumption 
could simply be dropped.) Let P, $ , and the sequence F0, Flt F2} . . . be as in 
the proof of Theorem 5. We construct one-third of the required set a by stages, 
as follows (the remaining two-thirds are p and r) : 

Stage 3s. If 5 = 0, set as = • ; if s j± 0 but (s)0 = 0 or 1, set as = as~\ 
Otherwise, let n = fiy (y G \s P W/((s)0))î then set as = a s _ 1 KJ {n}. 

Stage 3s + 1. Consider f(S>0. f(S)0 is immune; hence rs — £(S)0 is infinite. Let 
n = fiy (y G rs — (a*-1 U J(,)o). Se ta 5 = a8-1 U {n}. 

5/ag£ 3^ + 2. Consider T 7 ^ = {pu . . . , £ r } . If some pi £ T 7 ^ fails to 
regress a set which splits a cohesive extension of r, set as = a*-1. Otherwise, 
let fi, . . . , f r be the unique such sets regressed, respectively, by pi, . . . , pr. 
By Lemma 2', r* — Ui<j<f f t is infinite. Let 

Set as = a:5-1 U {ft}. This completes the construction. 
Now put a = j8 U r KJ VJn oin. We claim that a has the required properties. 

First of all, since ($ C W/(o> and r C W/u)» it is clear from Stage 3s that 
Wf(k) P i a ^ D holds for all k ; thus a is sequentially decomposable. Suppose 
there is a finite collection {71, . . . , 7r} C R — (F — E) which decomposes a; 
we shall obtain a contradiction. First, none of the yt can be recursive. For if yt 

is recursive, then (modulo adjustment on a finite set, which has no essential 
effect on the argument) we have either /3 C 1% or ft C y % (since $ is cohesive). 
In either case, it is clear (since eventually all work is done inside any given X;, 
and since r — X; is finite for all j) that yt cannot split a. Thus yu . . . , yr are 
all immune. Now, we claim that each of 71, . . . , yr must either split a P IF / ( D 
or else have finite intersection with a P Wfa). For suppose that, for some 
i with 1 < i < r, (a P Wfa)) — y t is finite. Allowing for a harmless adjust
ment on a finite set of numbers, we may as well assert that a P W^D C 7*. 
Hence, r C 7*; so 7* = £* for some t. But now it is clear from the description 
of Stage 3s + 1 that infinitely many elements of a Pi Wf{i) lie outside y Ù this 
is a contradiction. With no loss of generality, assume the yt ordered so that 
each of 71, . . . , 7 J splits a P Wf(i) while each of yi+u . . . , yr does not. Let 
q be a number greater than any member of 

u 7z n wf(1) n a. 
Z+l<Kr 

Since a P Wf{\) was constructed in such a way as to be a cohesive extension 
of r, there is a set Fm = {£1, . . . , /> /} such that, for 1 < i < /, yt is //ze unique 
set which is regressed by pi and splits a P W/Q). Examination of Stage 3s + 2 
now shows that infinitely many elements of a P Wf(i) are > g and lie outside 
U K ^ J 7*: we merely consider all stages 3s + 2 for which F(S)0 = {pi, . . . , pi}. 
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This again is a contradiction, and Theorem 6 is now fully proved. 

COROLLARY (cf. 6, Corollary 3). There exists a set a of natural numbers such 
that (I) a is decomposed by a pair of recursively enumerable sets, and (2) a is not 
decomposed by any finite collection of retraceable sets. 

5. Questions. We conclude by listing a pair of open problems which 
appear to require for their solution something other than (or additional to) 
the methods used in this paper. 

(PI) Theorem 4 as it stands does not assure us that (for K > 3) there is no 
reduced regressive decompostion of ft of cardinality less than K. Can such a 
requirement be added, showing that for each K from 3 to Ko there is a cohesive 
set wrhich has a reduced regressive decomposition precisely at cardinal K? For 
K — Xo, the proof of Theorem 5 shows that the answer is yes. What about 
finite K > 2? 

(P2) Is there a set a of natural numbers such that a can be split by a regres
sive set but cannot be split by a retraceable set? 
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