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A GENERAL INCLUSION THEOREM FOR 
/-/ NÔRLUND SUMMABILITY 

B Y 

J. D E F R A N Z A 

ABSTRACT. Nôrlund methods of summability are studied as 
mappings from lx into lx. Conditions are given for an arbitrary /-/ 
method to include a Nôrlund method. In particular necessary and 
sufficient conditions are given for a row finite I-I method to include 
a Nôrlund mean. 

As in [2], let p be a complex sequence, Po^O, and let Pn
=Y2=oPk> 

n = 0 , 1 , 2 , . . . Suppose Pn is eventually non-zero. If K is the least positive 
integer so that Pn ^ 0 for all n>K, define the Nôrlund method of summability 
Np by Np[n,k] = pn„JP0 if 0 < n < K , k < n , pn-JPn if n>K, fc<n, and 0 
otherwise. Let J{ denote the collection of all such Nôrlund means. If we let 
Pn=P0 for 0 < n < K and Pn=Pn for n>K, then the Np transform of the 
sequence x is given by Npx, where 

n 

(Npx)„ = (l/P„) X pn_fcxk 

for all n > 0 . Throughout we write the sequence {Pn} as {Pn}. 
Let l = lx={x \Zk I *kl< 0 0}- A matrix mapping A is called /-/ if and only if 

/ ç A - 1 [ / ] = 1(A). In [6], Knopp and Lorentz proved that the matrix method A 
is /-/ if and only if there exists some M > 0 such that 

sup] Z |ank||<M. 

In [2] it is shown that for any NpeN, Np is /-/ if and only if (i) pel, and (ii) 
Pn-f»0 as rc—»o°. Let ^ denote the collection of all l-l Nôrlund methods. 

In [2] it is shown that given Np,NqeNh l(Np)c l(Nq) if and only if bel, 
where 6(z) = p(z)/q(z) = £ n 6nzn. The main theorem of this paper gives condi
tions to ensure that l(Np)^ 1(A), A an arbitrary /-/ matrix. 

2. DEFINITION. The matrix A is absolutely translative for the sequence {xk} 
provided for / = 0 , 1 , 2 , . . . 
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(i) there exists some M1 > 0 such that 

s u p | Z Z OnkXk+ji < M b and 

(ii) there exists some M 2 > 0 such that 

SUp | X Z OnfcXfĉ  | < M 2 , 

where x* = 0 for i < 0 . 
The matrix A is absolutely left translative (a.l.t) for the sequence {xk} provided 
(ii) holds and absolutely right translative for {xk} provided (i) holds. The matrix 
A is absolutely translative provided (i) and (ii) hold for each sequence in 1(A), 
with similar definitions for absolutely left and right translative. 

We remark here that if A is an M matrix, then A is absolutely translative 
for each xel The first theorem gives a class of M Nôrlund methods that are 
absolutely right translative for bounded sequences in their summability fields. 

THEOREM 1. Suppose Np has as its generating function the polynomial p(z) = 
Po + V\z + * ' ' + Vvzv with Pn ^ 0 for all n > 0 . Then Np is absolutely right transla
tive for each bounded sequence in l(Np). 

Proof. It suffices to show that if xel(Np)Dm, then the sequence x(i) = 
(Xj, xj+1,... )G / ( N P ) for each / > 1 and there exists some M > 0 such that 

sup{Z |(Npx
('\|]<M. 

Now for any / > 1 we have for all n > v, 

I |(iV'\l =£ t I0VU 
n = v n =v 

If 0 < n < v, then 

(Npx
iiX=[(Npx)n+j][Pn+i/Pn]-(pn+jx0+- • • + pn+1x i_1)/Pn. 

Moreover, p(z) being a polynomial implies pel. Hence there exists numbers 
e > 0 and T > 0 such that | P n | > e > 0 for all n > 0 and I „ | p n | < T . Conse
quently, if x G l(Np) Pi m, we have independent of /, 

v - 1 

I K N p X ^ J s I |(Npx)n+,.| |PB+J/PJ ' 
n=0 n=0 

v - 1 

+ I [(|p„+,l|xo| + - • • + |p„+il|x,-il)/|P„|] 
n = 0 

<(Ve) X, |(Npx)B + J |+[(sup|xk|)/g][v £ |P(c |] < 0 0 
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We remark here that x being bounded in the preceding theorem is necessary. 
To demonstrate this define the sequence p as follows: p0 = l, Pi = —2, p n = 0 
for all n > 2. So that P0 = 1, Pn = - 1 for all n > 1. Define the sequence x by 
xn =2n,n> 0. Hence x(i) = (2J, 2 / + \ . . . ). It then follows that (iVpx

(j))0 = 2J and 
(Npx(,))n = 0, n > l . Thus ST=o IUVpx

0))n| = 2'' and hence Np is not absolutely 
right translative for the sequence x. 

Moreover, we assert there exist l-l Nôrlund means whose generating func
tions are not polynomials and which are absolutely right translative for 
bounded sequences in their summability field. In particular we have the 
following: 

THEOREM 2. Suppose Ns and Nq are l-l Nôrlund means with s(z) a polynomial 
and q(z) not a polynomial If p(z) = s(z)q(z), then l(Ns)^l(Np). Moreover, if 
l(Nq) = l, thenl(Np) = l(Ns). 

Proof. Let 

Y,bnz
n^p(z)/s(z) = Zqnz

n. 
n n 

Since be I, by [2, Theorem 2] we have l(Ns)^l(Np). 
Now let h(z) = l/q(z) = Snhnzn . If J(Nq) = J, then by [2, Corollary 3], h el 

Thus if a(z) = s(z)/p(z) = Yjnanz
n, by [2, Theorem 2], l(Np)^l(Ns). Thus 

l(Np) = l(Ns). 
Consider the following example. Let s(z) = 1 + z. Then Ns is the l-l Nôrlund 

mean defined by s0
 = s i = l> s n = 0 for n > 2 . Moreover, by [2, Corollary 3], 

l^l(Ns). It will also follow from Theorem 6 that ! (N s)çm. Now let q(z) = 
£n( l /2n)zn . By [2, Corollary 3] it follows that l(Nq) = l If we now let p(z) = 
(l + z)q(z), by Theorem 2, l(Np) = l(Ns). 

Let xemfM(Np). Then x e m n ! ( N s ) , since l(Np) = l(Ns). By Theorem 1, 
xU)el(Ns) = l(Np), and Np is absolutely right translative for bounded se
quences. 

THEOREM 3. If Np eNl9 then Np is absolutely left translative for each x e l(Np). 

Proof. Since NpeJfi there exists some T > 0 such that |Pn_ J /Pn |<T for all 
n>j, independent of /. If (x(i))n = 0 , if 0 < n < / - l and xn_, if n >/ , then 

(Npx0))n = [(N^.JP^/PJ 

where (Npx(j-))n=0 for 0 < n < / . It now follows that NP is a.l.t for each 
xel(Np). 

The next theorem gives sufficient conditions for an arbitrary l-l method A to 
include an l-l Nôrlund method Np. 

THEOREM 4. Suppose Np is an l-l Nôrlund method and A is an arbitrary l-l 
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summability method. Let p(z) = Y,nPnZn and l/p(z) = £ n |3nzn. If 
(i) there exists some M X ) such that 

iPI Z Z ankPk-i\\<M> 
1 U = o U = j IJ 

and 

(ii) 

sup 

lirn Z Z flnkftc-,- = 0 , 

then I(N p )çI(A). 

Proof. Suppose s e l(Np) and let 

n 

*n = (1/Pn) Z Pn-kSk-
k = 0 

Then for small \z\, 

Z ' n V ^ Z ( Z Pn-kSk)zn=p(z)s(z\ 
n = 0 n = 0 V k=0 ' 

where s(z) = £n=o snzn. Then 

s(z) = (l/p(z)) £ ^Pn^n 

n = 0 

= I ( I Pktkft.-t)z
B, 

n = 0 Vk=0 ' 

and it follows that sn = ££ =o PktkPn-k for n > 0 . Let 

J n - ( A s ) n = Z «nkSfc= Z U n k ( Z P i ^ k - i ) 
k = 0 k = 0 L \ = 0 ' -

crM 

We now assert that 

rn = Z IVi X 
j = 0 L fc=j 

ankPk-j 

Consider the following array: 

f o P o ^ o f r ) + toPodnlPl + ' 

+ 

+ k ^ k ^ n k P o + ^kPk^n,k + l ^ l + ' ' ' 
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Then by [5, Theorem 10] it suffices to show that for any n > 0 , 

(a) S T - o l ^ S - i f l n k f i k - i ^ 0 0 , 

(b) |27=o tiPianj($k\<<x> for each fixed fc, and 

(c) l imx^GJLo tjPj Ik=,-+x dnkPk-j] = 0. 

Now, since Np is l-l, pel which implies sup, \Pj\ <<*>. The sequence s being in 
l(Np) implies {t,} G I. By (i), |2I= J arifc/8k_J|< M for all / > 0, and some M. Then 

j = o k=J j = 0 

< M (sup |P,|) I K-| 

Now for each fixed k, 

OO 

J = 0 
^1^1 (sup £ K\)t\ti\\Pi\ 

X j n = 0 ' j = 0 

Since A is an l-l method it follows that (b) holds. Finally 

j=0 k=j+k I j = 0 lk=j+X 

< ISUp \tj\ )(sup|i^.|) X Z OnkPk-j 
x i ' v j ' j = o > k=j+x 

We see that the right hand member tends to zero by appealing to (ii). This 
completes the proof of the assertion. 

We can now write 

j = 0 X k= j / 

i=o 

where en]f= Pj; 27=j OnkPk-y Then in order to show i(Np)çZ(A) it suffices to 
show that the matrix (eni) defines an l-l method. 

Combining (i) with the fact that {Pn} is bounded, we have there exists some 
M ' > 0 such that 

which is 

JP 1 Z \Pi Z Onkftc-j 
J Wi=0 I k - j 

sup j Z kil [ 
i Vi=o J 

< M \ 

<M'. 
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Thus by the Knopp-Lorentz Theorem, (enj) is an l-l matrix. This completes the 
proof. 

It is an open question as to whether (i) and/or (ii) are necessary conditions in 
Theorem 4. However if we now assume that A is row-finite and l-l, we have 
that l(Np)^ 1(A) if and only if A is absolutely left translative on the sequence 
|8. That is, 

THEOREM 5. Suppose Np is an l-l Norlund method and A is an arbitrary 
row-finite l-l matrix. Let l/p(z) = £ n |8nzn. Then l(Np) c 1(A) if and only if there 
exists some M > 0 such that 

SUP j Z Z OnkPk-i]\<H 
j l n = o I k=j ' J 

where mn is the column index of the last non-zero term in the nth row of A. 

Proof. Since the summability methods Np and A are both row-finite, follow
ing the proof of Theorem 4, we can write 

~" 2* ankSk ~ 2 - ankSk 
k = 0 k=0 

I k \ 
= Z a n k (Z tiPiPk-i) 

j = 0 x k=j 

Hence, if crn = I£»0 t^, where eni=Pi 1 ^ , Onkftc-, and l(Np)^l(A), then the 
matrix (enj) defines and l-l summability method, and therefore there exists 
some M > 0 such that 

SUP1 Z lP,l Z OnkPk-i 
J Vi=0 lfc=j 

< M . 
•fc=j 

Since Np is l-l the result follows. 
Conversely, if there exists such an M, then the matrix (enj) defines an /-/ 

summability method and hence, l(Np)^l(A). 

COROLLARY 1. Suppose Np,NqeJfh and let l/p(z) = Xn 0nzn- Then l(Np)ç 
l(Nq) if and only if p e l(Nq). 

Proof. This follows immediately from Theorem 3 and Theorem 5. 

We remark here that if Np,NqeJfhl(Nq)^l(Np) if and only if hel(Np), 
where h(z) = l/q(z) = £ n hnz

n. 
The next theorem follows from the proof of Theorem 5. In it we show that 

under certain rather broad conditions, Np maps only bounded sequences into I. 
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THEOREM 6. Suppose Np is an l-l method. Let l/p(z) = /3(z) = £ n 0nzn. If (3 is 
a bounded sequence, then l(Np) is contained in the space of bounded sequences. 

Proof. Let s e l(Np). From the proof of Theorem 5, we have that for each 
n > 0 , 

n 

Sn = 2- PktkPn-k-
k=0 

Let supk \Pk\ < T and supk |(3k| < B . Then 

n 

k l s I |Pk<fcft,-kl 
OO 

<TB I |(k| 
k=0 

<TBM 

say, where L d k | < M . 

EXAMPLE. Consider the Binary method of summability: that is the /-/ 
Nôrlund method generated by the sequence p given by p0 = px = 1, pn = 0 for 
all n>2. Therefore p(z) = l + z and 

P(z) = Z ( - l ) n z n for | z | < l . 
n 

Thus |8 is bounded and hence by Theorem 6, l(Np) is contained in the space of 
bounded sequences. 

3 . In [2, Theorem2], it was shown that for Np, Nq eJfl9 l(Np)^l(Nq) if and 
only if the sequence bel, b(z) = q(z)lp(z) = Y,n bnz

n. The next lemma says that 
Theorem 2 of [2] and Corollary 1 are equivalent. 

LEMMA 1. Suppose Np, Nq eNt. Then fi e l(Nq) if and only if bel. 

Proof. The proof is straight forward. 
We remark here that if Np, Nq e JV\ and r = p * q (i.e., rn = p0qn + • • • + pnq0 

for n > 0 ) , then NreNt (see Lemma 3 of [2]). Moreover 

(Nr0)n = ( l / R J t rn_kj3k 
k=0 

= qJK 

since p(z)|8(z) = l . Thus pel(Nr) and l(Np)çl(Nr) by Corollary 1. Similarly 

l(Nq)£l(N r) . 
Now suppose that Np, Nq, Ns e Jft. Let v = q * s and /x = p * s. We need the 

following notation. 

( 0 Pi?) = In Pn*", q(z) = Yn <\^\ s(z) = £ n SnZn, 
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(ii) l/p(z) = 0(z), lls(z) = y(z\ l/|m(z) = I n c n z n , and 

(iii) Vn=ln
k=o vn if V n ^ 0 and Vn = V0 if Vn = 0. 

If l(Np)^l(Nq), then by Corollary 1, |8 G /(Nq). We assert that Z ( N j ç /(Nv). 
It suffices to show cel(Nv). Since l/ju,(z) = {l/p(z)}{l/s(z)} for small |z|, it 
implies c = j3 * 7. Also 

n 

V n(AT vc) n- X ^n-kCk-
k=0 

Therefore the sequence {Vn(Nvc)n} is given by, 

(]8 * 7) * (q * s) = (|3 * q) * (7 * s) = (3 * q. 

But pel(Nq) and hence cel(Nv). Thus / ( N j ç f (Nj . By the remark im
mediately after Corollary 1 and a similar argument as above it follows that if 
l(Np)^l(Nq) then / ( N t x ) c ( N j . We now have, 

THEOREM 7 [2, Theorem 6]. With "strictly l-weaker than" as order relation 
and " * " as the binary operation, Nl is an ordered abelian semigroup. 

4. This section was suggested by J. Fridy. We give a class of matrix 
summability methods that include certain Nôrlund methods. In [3] J. Fridy 
introduced the following class of methods. 

Let t be a sequence such that 0 < f n < l for all n > 0 . Define At = ( 0 ^ ) by 
a<nk = tn(l — tn)

k. It is easy to see that At is an l-l method if and only if tel. 
We now have, 

THEOREM 8. Suppose p is a non-negative sequence in Z, p 0 > 0 , and let 
Vp(z) = lnpnz

n. IfUmsupk | j3 |1 / k<l and tel, then l(Np)^l(At). 

Proof. We need to verify that the two conditions of Theorem 4 hold. First 
consider 

00 00 

1 aBfc(3fc-/=Z<B(l-Okfo-j 
k=i k=j 

= tn(l~tj Z(l- t n) k" ' /3 f c H 

= tna-tji(i-tnypi 

= { < n ( l - 0 ' K l / p ( l - | » ) } 

since /3(z) = l/p(z) and limsupk |/3k |1/,c < 1 . Now 
00 00 

I lA(i-t„)]/p(i-tJ^ £ [ U P ( I - 0 ] 
n = 0 n = 0 

<oo 
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provided p ( l - f n ) is bounded away from zero. Since p n > 0 , p 0 > 0 we have 
p(z)= Tn=o PnZn — Po for every sequence z such that zn > 0. Then l /p(l - tn) ^ 
1/po for all n. Moreover 

oo oo 

I k(i-tJ7p(i-f„)N I kci-o/Pd-tJl 
n = 0 n = 0 

and thus condition (i) of Theorem 4 holds. 
To verify the second condition consider 

oo oo 

I «inkftt-^ I rn(l-fn)fc/3k-, 
k = j + \ k=j+X 

oo 

=ai-(»)lI(i-o'ft. 
i = X 

Therefore 

Z Z «nk^k-j 
j '=0 I k=j+\ 

= tn la-o'ft £d -o j 
l j = 0 

la-o'ft 

But the series £i (1 - tn)
ift converges and hence YA=\ ( 1 _ tn)

lpi —> 0 as À —» oo. 
Thus by Theorem 4 we have l(Np)^l(At). 

The author is indebted to the referee whose suggestions improved the 
exposition of these results. 
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