
B.G. EKE
Nagoya Math. J.
Vol. 41 (1971), 43-53

ON THE DIFFERENTIABILITY OF CONFORMAL

MAPS AT THE BOUNDARY1)

B.G. EKE

1. Introduction. Let S be a simply connected domain in the w = u + iυ

plane and let dS denote its boundary which we assume passes through

w= oo. Suppose that the segment L = {u^ uo; υ = 0} of the real axis lies

in S and that w^ is the point of dS accessible along L. Let z = z{w) = x{w)

+ iy(w) map S in a (1 - 1) conformal way onto Σ = \z = x + iy: — CΌ < x

< + oo; \y\ < -?j—\ so that Hm x(u) = + oo. The inverse map is w = w{z) =
Δ J u—»+oo

u(z) + iv{z). S is said to possess a finite angular derivative at iv^ if z(w) — w

approaches a finite limit (called the angular derivative) as w-±w«> in certain

substrips of S.2)

The problem of determining necessary and sufficient conditions for S to

have a finite angular derivative at w* has long been studied, (see [4], pp.

140, 216-7, for historical background). For the special cases when

(a)

(b)

Lelong-Ferrand ([4], pp. 215-6) has given a necessary and sufficient condition

and we state the result for case (a).

THEOREM A. For a domain S c | j % | < ~ to have a finite angular deriva-

tive at Wn it is necessary and sufficient that for each increasing unbounded sequence

{σn}~ such that

Received June 10, 1969.
χ) Work supported partially by U.S.A.F. Contract AFOSR-68-1514, with the University

of California, San Diego.
2) More precisely: if z—w(z) tends to a finite limit as z-*z(Woo) with \^z\ < - | — δ(δ>0).

This implies the above definition, and if, for each Ψ>0, there is a u(Ψ) such that \w: $iw>u(Ψ);
\^w\<^~ —ψ\dS, then the implication can be reversed.
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we have the convergence of

J2 (̂  ψ

u+iv<=dS,v>0 u+iv(=dS,v<Q

and σι is large enough for Ψn to be positive for all n.

DEFINITION 1. £2tx denotes the class of simply connected domains S

lying in { \jrw\<-^~) with w^dS.

DEFINITION 2. £gr2 denotes the class of simply connected domains S

with Woo^dS and for which we can find a u0 = uo{S) such that S assumes

0 5 I*-/ " v | -^ r)finite area in \®w > uo; ' / 5 r-1 ^ π

DEFINITION 3.

For u>u0, we denote by Θu the segment of {®w = u}ΠS which con-

tains w— u. The length of Θu will be Θ{u). If S G ^ , then

— π,0) du< + oo. (1)

Remark. We may extend ^ by defining new crosscuts Φu in the fol-

lowing way (c.f. [4], p. 191). If u + -^- φ θ t t, take 0U to agree with Θu in

If ί ί + . - ^ - G 0 t t , then in the upper half plane ΦM coincides with Θu in

O^^w^-^r- and is completed by a circular arc Γu centred on

pssing through # + -—-• tying initially in J^w^-^- and of length

We define Φ^ analogously in ^w ^ 0 where the circular arcs, if neces-

sary, are denoted by Ti with length ϊ'(u).
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Suppose such circular arcs ΐu can be found which are mutually disjoint

and such that the values of u for which ϊu is defined can be partitioned

into disjoint intervals on which the Tu are concentric. Similarly for T'u.

If I T(u)du + \ ϊ'{u)du is finite, the integrals being taken over values of

u in Oo*00) for which the integrand is defined, then we have broadened the

class £&2. Taking this larger class as <3ί2 does not affect the validity of

Theorems 1 and 2 (below) and this observation may be useful if, say,

Θ(u) = + oo on an unbounded sequence of intervals that are quite short.

We present the proofs however for the simpler case.

We shall prove

THEOREM 1. A necessary and sufficient condition for S^£z? to have a finite

angular derivative at w^ is that given ε > 0 we can find a non-negative function β{u)

(defined for u^tu'o, u'o independent of ε) such that

(i) \w: u = ®w>:u'o;

(ii) Γβ{u)du< + co,
JuΌ

(iii) \β(u2) — β(uγ)\ ^ε\u2 — Ui\ for all uu u2 greater than u[.

Theorem 1 shows that if Scz\\^w\ < -^-| then a necessary and sufficient

condition for S to have a finite angular derivative at w^ is that a large

subdomain of \\^w\<-^-\ having a smooth boundary is contained in S.

This necessary and sufficient condition is of a different nature to that given

in Theorem A

DEFINITION 4. £&' is the class of simply connected domains S with

and such that

(u) — π,O)du < + °°.

THEOREM B. (Warschawski [5] pp. 96-7, 100). If S<B&', then a sufficient

condition for S to have a finite angular derivative at w^ is that there is a non-

negative continuous function β{u) {u > u0) such that

(i) \w:u = 8w^u0; \^w\ < -§- - β{

(ii) Γ β{u)du< + oo,
Juo
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(iii) \ β{τ)dτ ^ cβ2{u) for some fixed c> 0, and all large u.

u-βζu)

Theorem 1 indicates that Warschawski's condition is necessary when

S^JSΓ since (iii) of Theorem 1 implies (iii) of Theorem B. The condition

is not necessary however if S G ^ ' . Consider the domain R which consists

of a union of rectangles

Rn= \w= u + iυ : un< u < un+ί; — -^- + hn< v< -—- + hn

( n = l , 2 , ; 0 < | A n | < - f - )

together with segments of ^w = un{n = 1,2, •)» where {̂ Λ}T is an un-
oo

bounded increasing sequence. Then R^gϊ1 but R&£gr. If Σ i4/2 < + °°>

where vn - \hn+ι — hn\, then R has a finite angular derivative at w^ By
oo

taking e.g. un+1 — un= 1, Σ y w = + ° ° > we see that R omits an infinite

amount of area in {\ίJ
rw\{<πl2} and so Theorem B (ii) can never be sa-

tisfied for R.
Since ^ c ^ ' , Theorem 1 (sufficiency) follows from Theorem B.

For the necessity (§4), we first establish (Theorem 2, §2) another ne-

cessary condition. Theorem 2 shows, in particular, that for domains con-

sisting of the strip \^w\ <-~- slit along the segments \®w= un; \^w\ ^
sέ-TΓ- — KL unf oo (n-+oo), and un+1 — un>cλl (all n, c > 0 , α^O), a ne-

^ J

cessary condition for a finite angular derivative at w* is the convergence of
oo

2 >& where

Ahlfors ([1] p. 40) notes that Σ Λn < + °° is necessary if «r = 0, and Wolff

[6] proves, independently of the spacing restriction on the slits, that this

condition is also sufficient.

2. The condition C and Theorem 2. We assume Se«£^ and has a

finite angular derivative at w^. Then given ψ(θ<Ψ<-~~j we can find

3 ) This follows for instance from [4], p . 194, (4). I t is now known t h a t the conver-

gence of Σ vnlogvn1 is necessary a n d sufficient for R to have a n angular derivative at W*>.

(Comment. M a t h . Helv. to appear)
4) For 0 < ^ α ^ l , this is a n unpublished observation of Warschawski.
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such that {w : ®w^ uo; \J^w\ <W}aS. Let Γu Γ2 denote the part of

dS in \w : 8w^ u(~-^;j^w>θ} , Iw : ^w^u{-~^j]^w<θ\ respectively. Γl9

Γ2 are not necessarily connected.

Let {wn = un+ ivn}~ be any sequence of points on Γx for which un\ °o

fn~-*°o 9 Ux^uf-^-j) and which satisfies the following conditions to be

denoted by C:

C (i) Vn = J^-λn<-ψ, all n,

C (ii) un+1 — un^ cλnn

9 (ccn^l all n; some fixed c >0),

C (iii) min v = — — λn, where In is a closed interval of length

containing Ma (possibly as an endpoint) and the intervals {In}~ have disjoint

interiors.

Such sequences {wn}~, {/JT can always be found except when all points

of Γi with sufficiently large real part lie in t ; ^ — . As Theorem 2 (below)

does not concern such 5 we suppose this not to be the case. To produce

examples of [wn}~, {In}°ϊ we may take un to be the largest value of u for

which u + i (-~- — λ^ e Λ and /„ = [un, un + cλξ*], λn being given small

enough. The largest value of u exists since S has a finite angular deriva-

tive at Wo*. The {an}°l are introduced in C (ii) to allow us to take the wn

close together and we note that 1 is the smallest value of an which it is

necessary to permit.

THEOREM 2. Suppose that Seϋ^" has a finite angular derivative at w^ and
oo

{wn}~ is a sequence of points on dS satisfying condition C, then Σ^ί+ f l t n< + °°
n=l

3. Proof of Theorem 2. If condition C is satisfied for some c > 0 it is

satisfied for any smaller c, and we assume that 0 < c < -~— . We work
on

oo

with the crosscuts θu defined as follows. If u$ U In9 we take βu = Θu.
n=l

If u^In9 Θu consists of a straight line segment from u -f iυn to u — it{u)

where t(u) is the smallest positive number such that u — it{u)^dS, together

with the arc of a circle centred on un+ivn, of radius \u — un\, which
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begins at un + ivn, lies initially in ^w^tVn and terminates at the first point

of intersection with dS.

Then θUl9 ΘU2 are disjoint in S if uλ ψ u2 (the simple proof being ana-

logous to [3], §2).

Suppose Xι{u), x2{u) are respectively the infimum, supremum of ®z for

262 {θu}. By Ahlfors' well known application of the length-area principle

([1], pp. 8-10), we obtain, for u(-~-)< Uχ< u2i

- Xι(u2)) + ί * π
du - Ux.

Since S has a finite angular derivative at w^ it follows, in particular,

that:

x{u2) — u2 tends to a finite limit as u2-±'+ °°;

S is semi-conformal at w^ and therefore x2{u2) — x^u^-ϊO as ^2->oo,

(for a proof, see e.g. [3] §5 or [5], p. 92).

Then we have

p *(«) (2)p rfw< + oo.)

Let

oo

£-(Mi, M2) = [Mi, M2] \ ( U In (Ί [Ul9 U2]),
»=1

so that

and this remains bounded below as ^ 2 - ^ + o o Thus (2) implies

N p

lim Σ \ (TΓ — ^(M)) J ^ < + OO.

N->con=l J

Next, 2 \ max(ί(M) —-^-, θ)J^ is finite if S e ^ and, using the estimate,

5) Using the ideas of [2], we may replace lim by lim, but we do not need this fact here.
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we find

whence Theorem 2 since

^ 4 - (4 - Sπc)cλi+an > 0.4

Remark. Taking απ = max (1, a), wn= un+ i (-^- — ΛΛ) for the domain

\υ\ <-£- slit along \w:Stw=un; \^w\ ^-^-- λn\ n= 1,2, •], we find that

Theorem 2 gives the observation at the end of § 1.

4. Proof of Theorem 1 (necessity). The idea of the construction of
β{u) is to apply Theorem 2 (an — 1, all n) to a sequence of boundary points

satisfying condition C. Each point of dS in \w: ^w >uf-^;0<

will be "close to" a boundary point which belongs to the sequence.

Theorem 2 will show that the subdomain of S, lying in \w: ®w > uC-^-j

0<J^w<-^r- , whose boundary has sides parallel to the coordinate axes and

which is naturally associated with condition C, omits only a finite amount

of area in \w: ^w > u(~-j;0<^'w<~-\. After applying similar conside-

rations to produce a subdomain of S in Q> Jrw>— -—- we obtain a boun-

dary of the required smoothness by omitting a further finite amount of area.

All points weίdS with Λw^ α{ ̂  M(-|-) have \jrw\^J^-ι% We con-

sider first those points of dS in \w: ®w^ u^\ J^w^ ~—1 . Let Eλ = \u:

there is a point w<EdS with ®w= u^u'Q and 2"1 <-^-—^w^2°J, and set,

if £i ^ Φ,

un = inf ^,

ill = |>11, «11 + 1],
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λn = Sup f -£- - V

Then 2"1 < λn ^ 1. Since the distance from w = ύ to the nearest point

# + iv^Γi is a lower semi-continuous function of ύ, there is a smallest

number un, say, in the closed interval in such that un+ i(jγ-— λn) e Λ .

Now define

uί2=Ίn(u for ^eZsiΠOn + 2, oo),

p ( — v) ,
w=u+iv<=dS v ^ x

λ12 being attained at M = Ui2^ii29 u12 minimal. Proceeding in this way, we

construct a finite number (zero, if Eλ is empty) of intervals iυ ( l ^ i ^ W i )

such that

(i)

(ii) the intervals i^j =[w y , Wij + 2] (1^7 ^«i) have disjoint interiors

and cover £j,

(iii) ά v + ι(-J- -

(iv) we can find a closed subinterval 71; of iλj of length ^ y such

that u= UijGlij ( l g j S w i ) . Then {/ijj i ! satisfy C (iii) with c = 1, α; = 1

(v) &iii+i - «i(ί ^ 1 ^ λij ( l g g w i - 1).

Next we introduce

£ 2 = [«: there is a wedS with ^w = u^u'o and 2~2 < - |

if i^e U t*y j .
i=i J

As above, we find intervals i2j (I^=j^n2< + co) of length 2"1; points

u2j^i2j for which ^2J + ί\~§~ ~ ^ yG ^S, and such that u<=i2j9u + iv^dS

imply v ̂  -9- — λ2j. The subinterval 72i of i2j of length ^2j is determined

as in (iv) above. The closed intervals i%ό {l^j^n2) formed by extending
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DIFFERENTIABILITY OF CONFORMAL MAPS 5 1

iij to the right a distance 2"1 do not necessarily cover the set of u outside

U iti for which a υ can be found with u + iv^dS and 2~2 < -5- — z;^2"1.

The intervals z'ί̂  ( l ^ i ^ n i ) are now extended to both right and left by

the largest amount possible not in excess of 2° so that the new closed inter-

vals Jυ ( l ^ i IS Wi) have disjoint interiors, and 2 ^ [/υ [ ^ 4 (1 <̂  y <Ξ nx).

Then, for u^>u'o and outside the set U J^U U i*j, any point u+iv&dS (v>0)

has ^ ^ L - 2 - 2 .

Taking

^3= [M: there is a wedS with ®w = u^u'o and 2"3 < -ξ~

\u- μ\ ^2~1 if /^G u /yU U ίf

we follow the process outlined above and define intervals 7TOJ , / m j ( l g ; g w

< + °°; m= 1,2, •) inductively so that, for each j {l^j^nm) we have

(a) 2 . 2 1 - - ^ | / m j [^4.2 1—, |/ Λ , | = ^ ,

(b) umj^ImjQimj^itjQJmj and ^ + f(-|- - λmj)(=dS,

(c) if »e/^, u + ivtΞdS, then v ^ J L — ^ ,

(d) 2"m < ^ g 21"™ so that 2λmj ^\Jmj\< 8;.mί,

ikf nm

(e) U U Jnj\J U ί'm+i.i covers the set of u{^u'o) for which a v(> 0)
w=lj=l j=l

can be found so that u+ iv^dS and v < — — 2"M"1.
Δι

Then each value u(^u'Q) for which a t;(Ό<v<-~-) can be found such
\ Zl '

that ^ + /z e&S lies in some / m i . Suppose Jmj = \uf

mj9 u^j~\ and denote by A

the set of accumulation points of [u^j] {l^j^nm;m= 1,2, )• Define

inductively

= mϊu, <τ2 = i n f u,
A A n [ + l , 00)

<τ3 = inf M, , <τΛ+1 = i n f u,
^ n [ + 2 1 ) Λ n t + ^ )

If Λf][σno 4- ̂ o 1 * 0 0 ) = ^ for some n 0 , t h e n there will be a finite n u m b e r of

values σn. Otherwise {σn}i is a monotonical ly increasing sequence wi th
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7Λ-> + oo as n-+ + oo. We set

Kξ = [(τ2 ~ 2"1, σ2 + 2-1]Π[σ1 + 1, oo), . .

Ώ = [*» - n-1, * n + n ^ l n k - i + (n -

a finite or countable number of intervals having disjoint interiors, and

ordered so that μ^K.%, separates μ2^K$ from + oo in [uί, oo) if m>n and

, K$ are not empty. If u&Kt and u + iv&dS, v > 0 , it follows from (c)

and (d) that v ̂  -ξ- - - i - . Thus the area of

is finite, and we also have

4
Δ 2n

There are no members of 4̂ in [#o>°°)\ UiΓί and so we can define a

reordering

Kn = kΛ,τί] (τί ^ τΛ+i, w = 1,2, τn ~+ oo as n -+ oo)

of those intervals / w i which are outside, or have a subinterval outside, UϋΓJ.

The subinterval of ϋΓΛ arising from the Imj is denoted by In, and we also

set

Λ»; = ^» δ ^ = un<=In when /TOi = iCΛ .

By construction, condition C (with c = 1, αn = 1 all n) is satisfied by

the sequence of boundary points wn — un + i Γ-| λnj and the intervals In.

Theorem 2 indicates that

Put

min v = vn,

so that
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We define a subdomain Si of Sf) {J^w >0} Π {®w >u'o}. For
oo

(n = 1,2, •)> the points u + iυ^Si if 0 < v< vn; if ^Φ U Kn9 but
n-\

for some m9 then ^ + iv^Si if 0 < i; < ~ — —— for other values of u(^ u'o),
Δ ΔifYl

u + iv^Si if 0 < v < -^- . Then dSi consists of \u^ oo) together with straight

line segments parallel to the coordinate axes. Further the area of

w: ®w>:U'Q; o < J * w < - | - ] \Si is finite.
Δ J

Given ε > 0, we draw straight line segments in Si, making angles ε or

π — ε with the real axis, from the vertices of the polygonal line dSi with

positive imaginary part. This removes from Si a finite area of magnitude

O(erι Σ λl), and the boundary of the new subdomain, S2 consists of

{w: &w >u'o; J^w =0}, a segment of ®w = u'Q, and a polygonal line none of

whose sides makes an angle greater than ε with both directions of the real

axis.

Using a sequence of boundary points on Γ2 and the method described

above we construct S'2(^SΓι\w: ®w > u'o; ^-< e j
rw<θ| such that the area

I Δ J
of \w:®w>u'Q; —-^-< Jrw<θ}\S'2 is finite.

I Δ J

The boundary of the largest subdomain of {w: ®w > u'Q; ^w = 0] US2US2

which is symmetric about ^w = 0 will be described by a function v = β{u)

having the desired properties. This completes the proof of Theorem 1 (ne-

cessity) .
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