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PERCOLATION ON PENROSE TILINGS

A. HOF

ABSTRACT. In Bernoulli site percolation on Penrose tilings there are two natural
definitions of the critical probability. This paper shows that they are equal on almost all
Penrose tilings. It also shows that for almost all Penrose tilings the number of infinite
clusters is almost surely 0 or 1. The results generalize to percolation on a large class of
aperiodic tilings in arbitrary dimension, to percolation on ergodic subgraphs of Zd, and
to other percolation processes, including Bernoulli bond percolation.

1. Introduction. Penrose tilings [2, 3, 10, 4] are tilings of the plane that are aperiodic
in the sense that no Penrose tiling coincides with itself after any translation. They are built
out of two kinds of tiles, thick rhombs and thin rhombs. Figure 1 shows part of a Penrose
tiling. There are uncountably many different Penrose tilings (where different means that
they cannot be made to coincide by a translation and/or a rotation). Yet they all look alike
in the sense that one cannot decide from any bounded part whether two Penrose tilings
are different. Penrose tilings have become a standard two-dimensional model of the kind
of aperiodic long-range order found in quasicrystals [24]. This is a reason for recent
interest in models on Penrose tilings (see [8, 11] and references contained therein).

Percolation on Penrose tilings (i.e., on the graph formed by the vertices and edges
of the rhombs) has been studied numerically in [13, 27, 23]. The results suggest that
percolation on Penrose tilings is in the same universality class as percolation on the
square lattice. The critical probability for Bernoulli bond percolation on a Penrose tiling
is 0483 š 0005 [13], compared to 1

2 on Z2. Lu and Birman [13] point out that the
average coordination number of the vertices in a Penrose tiling is 4, the same as for Z2.

In the theory of percolation on Z2 (see [9]) translation invariance of events and the
periodicity of Z2 play an important role. Since Penrose tilings are aperiodic, the obvious
question arises how results can be generalized, how techniques can be extended, and
whether any new phenomema occur. Since there are many different Penrose tilings,
one should also ask whether results depend on the Penrose tiling under consideration.
A technical difficulty here is that there is no natural identification between the sets of
configurations on Penrose tilings that are not translates of each other. We are not aware
of any rigorous results about percolation on Penrose tilings.

In this paper we set up a formalism for treating percolation on Penrose tilings rigor-
ously. The main result is the construction of an ergodic measure that describes percolation
on all Penrose tilings simultaneously. The construction of this measure allows us to dis-
cuss and settle two problems. As in percolation onZd, a critical probability can be defined
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PERCOLATION ON PENROSE TILINGS 167

FIGURE 1: PART OF A PENROSE TILING.

in terms of the probability that there is an infinite cluster and in terms of the density of
the infinite cluster. We show that these define the same number on almost all Penrose
tilings. (The only way they can fail to be the same on all Penrose tilings is if there is
a Penrose tiling on which (the union of) the infinite cluster(s) has zero density for p in
an interval of strictly positive length.) The second problem is to show that the number
of infinite clusters is almost surely 0 or 1. We generalize the argument of Burton and
Keane [5] to prove that the number of infinite clusters is almost surely 0 or 1 on almost
every Penrose tiling. Here the ‘almost all’ is with respect to a probability measure on the
set of all Penrose tilings and the ‘almost surely’ with respect to the percolation measure
on each tiling.

It should be noted that the generalization of the Burton-Keane argument in [7] does
not cover percolation on aperiodic tilings.

The results extend to percolation on large classes of aperiodic tilings in arbitrary di-
mension and to percolation on a class of ergodic subgraphs ofZd (described in Section 6).
The results also generalize to more percolation processes more general than Bernoulli
percolation.

The paper is organized as follows. In Section 2 we recall that Penrose tilings give rise
to a uniquely ergodic dynamical system with respect to translation. We actually prove
the unique ergodicity because this will indicate how to prove, in Secion 3, ergodicity of
measures describing percolation on all Penrose tilings simultaneously. Section 4 shows
that the critical probabilities are the same on almost all Penrose tilings. Section 5 proves
that the number of infinite clusters in almost surely 0 or 1, for almost all Penrose tilings.
Section 6 explains how the results generalize to percolation on other aperiodic tilings
and to percolation on ergodic subgraphs of Zd.
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168 A. HOF

2. The Penrose dynamical system. There are several ways to define Penrose tilings:
matching rules (see, e.g., [10]), a substitution rule (or ‘inflation’) on the tiles (see, e.g.,
[10, 16, 4]) and De Bruijn’s pentagrid construction [2, 3]. We will not be concerned with
these descriptions and simply state the properties we need. This section contains no new
results. We assume that Penrose tilings have edges parallel to the x-axis; this amounts to
identifying Penrose tilings that differ only by a rotation.

A finite set of tiles is called a patch. Patches are called equivalent if they are translates
of each other. The equivalence class of a patch modulo translation is called a pattern.
For instance, every thick rhomb is a patch and every thick rhomb is a copy of one of
ten patterns (corresponding to the ten possible orientations of the tile). We only consider
patches and patterns that actually occur in Penrose tilings. For every R Ù 0 the number
of different patterns P with diam(P) Ú R is finite, since the tiles in a Penrose tilings
match ‘edge-to-edge’. For any Penrose tiling t and any bounded Λ ² R2, the (ΛÒ t)-patch,
or the Λ-patch of t, is the set of tiles of t that have non-empty intersection with Λ (recall
that tiles are closed sets).

Let CL := fx 2 R2
þþþ jxij � LÛ2g be the square of side L centered around 0. Let t be a

Penrose tiling. For any pattern P and Λ ² R2 let NP(Λ) denote the number of copies of
P that occurs in CL in t. Penrose tilings have the property [16] (see also [8, 25]) that for
every pattern P there is a nP Ù 0 such that

nP = lim
L!1

L�2NP(CL + a) uniformly in a 2 R2(1)

for all Penrose tilings t.
Let T denote the set of all Penrose tilings and Br the open disk fx 2 R2

þþþ kxk Ú rg.

Let R2 act on T by translation: Txt := t + x. Define a metric [22, 20] on T by

d(tÒ t0) := min(1Ò è)Ò

where è is the smallest number such that Txt = t0 on B1Ûè for some x 2 R2 with kxk � è.

The space T is compact in this metric and R2 acts continuously on it. This is the Penrose
dynamical system. It is minimal with respect to translations: the orbit fTxtgx2R2 is dense
in T for every t 2 T . (This is a consequence of the fact that the frequencies nP exist
uniformly in a, are independent of t and nP Ù 0.) The topological dynamics of this
system has been analyzed in [21].

We can now construct the uniquely ergodic probability measure on T . We will use
the construction in the next section. (Recall that a dynamical system is called unique
ergodic if it admits only one invariant probability measure—this measure is ergodic.)

For any bounded Lebesgue-measurable set U ² R2 and any patch P define the cylinder
set

XPÒU := ft 2 T
þþþ P is a patch in Txt for some x 2 Ug;

(cf. [25]). By cutting U into pieces we can assume that diam(U) Ú î, where î is less
than the smallest distance between vertices. If diam(V) � î then every t 2 T has at
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most one vertex in V. It follows that for all t 2 T
þþþL�2

Z
CL+a

1XPÒU (Txt) dx � L�2NP(CL + a)jUj
þþþ � AL�1

uniformly in a 2 R2, where jUj denotes the Lebesgue measure of U. The constant A
depends on P and U but not on t. Hence

lim
L!1

L�2
Z

CL+a
1XPÒU (Txt) dx = nPjUjÒ(2)

uniformly in t 2 T .
With respect to the supremum norm, linear combinations of indicator functions of

cylinder sets are dense in the continuous functions on T . (Because there are finitely
many patterns of diameter less than R for all R, one can partition T into cylinder sets of
diameter less than or equal to 1ÛR [25, Lemma 1.5].) Hence

lim
L!1

L�2
Z

CL

û(Txt) dx

exists uniformly in t 2 T for every continuous function û on T . This proves that T
is uniquely ergodic (see, e.g., Section 6.5 in [26] for the analogous statement for the
action of Z by action a continuous map on a compact metric space; the proof easily
generalizes to a continuous action of Rd). Denote the uniquely ergodic measure by ñ.
Clearly, ñ(XPÒU) = nPjUj.

3. Construction of ergodic measures. Let t 2 T be a Penrose tiling. The set
of vertices of t is denoted by Vt. The configuration space for site percolation on t is
Ωt :=

Q
v2Vtf0Ò 1g. We mainly consider Bernoulli percolation, i.e., vertices are occupied

independently with probability p. Then Ωt carries the probability measureït :=
Q

v2Vt ïp,
where ïp

�
°(v) = 1

�
= p and ïp

�
°(v) = 0

�
= 1�p. Note that Ωt and Ωt0 can be identified

if and only if t and t0 are translates of each other.
In order to be able to use ergodic theory, we have to consider percolation on all

Penrose tilings simultaneously. Define

Σ :=
n

(tÒ °)
þþþ t 2 T Ò ° 2 Ωt

o
;

this is the set of all Penrose tilings with all possible configurations. We will think of Σ
as a set of tilings in which all vertices have been ‘coloured’ 0 or 1. We will sometimes
write t° instead of (tÒ °). Translations act on Σ by Tx(tÒ °) = (TxtÒ °). So if a Penrose
tiling is shifted, the configuration it carries is shifted along. The space Σ becomes a
compact metric space when we give it the metric d0 that is defined analogously to d (with
t replaced by t°). Let C (Σ) denote the Banach space of continuous functions on Σ with
supremum norm k Ð k1.

For (tÒ °) 2 Σ and Λ ² R2 let °Λ := f°igi2Vt\Λ and ïΛ :=
Q

v2Vt\Λ ïp. For any patch
P let VP be the set of vertices in P and let ïP :=

Q
v2VP ïp, which we consider as a
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170 A. HOF

probability measure on ΩP :=
Q

v2VPf0Ò 1g. Note that for every copy of P in t 2 T there
is a copy of ΩP embedded in Ωt.

For any patch P, any Lebesgue-measurable U ² R2 and any ë 2 ΩP define the
cylinder set

Xë
PÒU :=

n
(tÒ °) 2 Σ

þþþ P is a patch in Txt for some x 2 U and °P�x = ë
o
;

Below we will always assume that diam(U) Ú î.
The following lemma is the essential step in the construction of an ergodic measure

on Σ.

LEMMA 3.1. For every t 2 T

lim
L!1

L�2
Z

CL

1Xë

PÒU
(Txt°) dx = ñ(XPÒU)ïP(ë) for ït-a.e ° 2 Ωt

PROOF. If all copies of P in t are disjunct then the realizations of ° on the copies of
P are independent and the Lemma follows from the Strong Law of Large Numbers and
the definition of ñ.

Now suppose that there are copies of P that overlap, i.e., share at least one vertex. Let
R Ù 2 diam(P). Then xÒ y 2 Vt do not belong to overlapping copies of P if kx � yk Ù R.
For x 2 Vt, let the L-environment EL(x) of x be the (BL + x)-patch of t. We claim
that there is an L Ù 0 such that for all xÒ y 2 Vt with kx � yk Ú R one has that
EL(x) � x 6= EL( y) � y. For otherwise there would be a sequence Lj ! 1 and points
xjÒ yj 2 Vt with kxj � yjk Ú R such that EL(xj) � xj = EL( yj) � yj for all j. Since xj � yj

can take only finitely many values, we can take a subsequence along which xj � yj is
constant, say a. But then it follows that there is a t0 2 T with t0 = Tat0 contradicting the
aperiodicity of the Penrose tilings.

Choose a vertex w in P. There are finitely many possibilities, say E1Ò    ÒEq, for
the L-environment of w in the copies of P. To every copy of Ei there corresponds a
copy of P. The realizations of ° on copies of P are independent if those copies have
different kinds of environments Ei. Each of the Ei occurs with a well-defined frequency
nEi and nP =

Pq
i=1 nEi . Applying the Strong Law of Large Numbers to the copies of P

corresponding to each of the Ei proves the lemma.

THEOREM 3.1. There exists an ergodic Borel probability measure ó on Σ satisfying:
(i) ó(Xë

PÒU) = ñ(XPÒU)ïP(ë).
(ii) For every t 2 T and every û 2 C (Σ), and every û that is a linear combination of

cylinder functions,
lim

L!1
L�2

Z
CL

û(Txt°) dx =
Z
û dó for ït-a.e. ° 2 Ωt(3)

(iii) For every û 2 L1(ΣÒ ó)

lim
L!1

L�2
Z

CL

û(Txt°) dx =
Z
û dó for ó-a.e. t° 2 Σ(4)

(iv) For every û 2 L1(ΣÒ ó)Z
û dó =

Z �Z
û(tÒ °) dït(°)

½
dñ(t)(5)
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PROOF. We first show that there is an invariant Borel probability measure ó on Σ
satisfying (i) and (ii). Then we prove (iii), which is equivalent to the statement that ó is
ergodic. Statement (iv) will follow from the construction of ó.

Let C be the set of linear combinations of characteristic functions of the sets Xë
PÒU.

For measurable functions † on Σ and L Ù 0 define the averaged function ML† by
ML†(t°) := L�2 R

CL
†(Txt°) dx. By Lemma 3.1 we have that for every † 2 C there is a

constant m† such that for all t 2 T

lim
L!1

ML† = m† for ït-a.e. ° 2 Ωt

Every û 2 C (Σ) can be approximated in the supremum norm by a sequence †n 2 C. If
kû � †nk1 � è then kMLû � ML†nk1 � è for all L. Hence there is a linear functional
M on C (Σ) satisfying

Mû = lim
L!1

MLû for all t 2 T and ït-a.e. ° 2 Ωt

Also, Mû ½ 0 if û ½ 0 and M1 = 1. By the Riesz representation theorem there exists a
Borel probability measure ó on Σ such that

Mû =
Z
û dó for all û 2 C (Σ)

This proves (3) for û 2 C (Σ). It is clear ó is invariant and satisfies (i).
It suffices to prove (iii) forû ½ 0. Since ó is invariant, the (pointwise) ergodic theorem

gives that for every û 2 L1(ΣÒ ó) there is an invariant ûŁ 2 L1(ΣÒ ó) such that

lim
L!1

MLû = ûŁ for ó-a.e. t° 2 ΣÒ(6)

with
R
û dó =

R
ûŁ dó. To prove (iii) we have to show that, ó-almost surely, ûŁ =

R
û dó.

The following argument allows to prove (4) from (ii), first for indicator functions of
open sets, then for indicator functions of Borel measurable sets and finally, via simple
functions, for positive û 2 L1(ΣÒ ó).

Suppose ûnÒ û 2 L1(ΣÒ ó) such that 0 � û1 � Ð Ð Ð � ûn � ûn+1 Ð Ð Ð � û and ûn ! û

pointwise. Suppose that (4) holds for allûn, so thatûŁn =
R
ûn dó, ó-a.e. Then (4) also holds

for û. This follows from 0 � (û�ûn)Ł = ûŁ�
R
ûn dó and

R
(û�ûn)Ł dó =

R
(û�ûn) dó,

which tends to 0 as n !1 by the dominated convergence theorem.
If û = 1V for an open V ² Σ, then we can take ûn to be continuous:

ûn(x) :=

8><
>:

0 x 62 V
n dist(xÒ ] V) if x 2 V and dist(xÒV) � 1

n
1 otherwise,

where ] V denotes the boundary of V. Thus we get (4) for characteristic sets of open sets.
Regularity of Borel measures on metric spaces gives (4) for characteristic functions of
Borel sets.
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Statement (iv) follows from

Z
1Xë

PÒU
dó = ó(Xë

PÒU) = ñ(XPÒU)ïP(ë)

=
Z

T
1XPÒU (t)ïP(ë) dñ(t)

=
Z

T

�Z
Ωt

1Xë

PÒU
(tÒ °) dït(°)

½
dñ(t)

The construction of ó can be generalized to give other ergodic measures on Σ. What
is essential is that there is an R Ù 0 such that for any patch P the collections °P and °P0

are independent if ER(P) and ER(P0) are disjunct translates of each other. Here ER(P),
the R-environment of P, is the patch generated by the set fx 2 R2

þþþ dist(xÒP) � Rg. For
instance, one could let ï(v) depend on ER(v) and take ït =

Q
v2Vt ï(v).

4. Critical probabilities. In percolation on Z2 the percolation probability í( p),
which is the probability that a given lattice point belongs to an infinite cluster, is the
same for all lattice points by translation invariance. Denoting the cluster of 0 by C, one
has í( p) = P(jCj = 1). By the ergodic theorem í( p) is also equal, with probability one,
to the density of the points belonging to an infinite cluster [18]. The critical probability
pc is defined as supf p

þþþ í( p) = 0g.
In percolation on a Penrose tiling t 2 T it is less obvious how to define the percolation

probability and the critical probability. Since vertices have different environments, the
probability í( pÒ vÒ t) that v 2 Vt belongs to an infinite cluster will depend on v. However,
it follows from the FKG inequality [6] that if í( pÒ vÒ t) Ù 0 for some v 2 Vt then
í( pÒ uÒ t) Ù 0 for all u 2 Vt ([15], Section 4.1): denoting by ït(fu $1g) the probability
that the cluster of u is infinite, we have

ït(fu $1g) ½ ït
�
fu $ vÒ v $1g

�
½ ït

�
fu $ vg

�
ït
�
fv $1g

�
(7)

and ït(fu $ vg) Ù 0 for any pair of vertices uÒ v. (This also follows from ‘finite
energy’, defined in Section 5). So a critical probability for percolation on t 2 T can
be defined by pc(t) = supf p

þþþ í( pÒ vÒ t) = 0g. Since pc(t) is invariant under translation
it is ñ-a.s. constant by the ergodicity of the Penrose dynamical system. (It is not hard
to show that pc(t) is not 0 or 1; indeed, there exist numbers a Ù 0 and b Ú 1 such
that a � pc(t) � b for all t 2 T . The Peierls argument does not depend on periodicity,
cf. [19].)

Another critical probability pd
c—independent of t 2 T —can be defined as the supre-

mum of the p’s for which either there is no infinite cluster or there is an infinite cluster
of density zero. We can make sense of this density by considering percolation on all
Penrose tilings simultaneously and using Theorem 3.1. We will show that pc(t) = pd

c for
ñ-a.e. t 2 T . For this we need to introduce some notation.
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Let D ² R2 be Lebesgue measurable with diam(D) Ú ë, so that every t 2 T has at
most one vertex in D. For t 2 T and v 2 Vt denote by Ct

v the open cluster of v. For
k = 0Ò 1Ò 2Ò    define

Ak :=
n

(tÒ °)
þþþ t has a vertex v in D and jCt

vj = k
o
Ò

where jCt
vj denotes the number of vertices in Ct

v. Since for some R Ù 0 all possible
clusters of size k lie within a disk of radius R of v, the set 1AK can be written as a finite
union of sets Xë

PÒU. Hence there exist by Lemma 3.1 numbers dk ½ 0 such that for all
t 2 T

dk = lim
L!1

L�2jDj�1
Z

CL

1Ak(Txt°) dx for ït-a.e. ° 2 Ωt(8)

Thus dk is the density of vertices that belong to a cluster of size k and d0 is the density
of the closed vertices. Let ã denote the density of vertices; this number is the same for
all t 2 T . Then

P1
k=0 dk � ã and the density of vertices belonging to an infinite cluster

is given by d1( p) := ã �
P1

k=0 dk. Note that d1( p) is independent of t 2 T . Therefore,
if there is one t 2 T for which ït-almost surely (the union of) the infinite cluster(s)
has positive density, then in all t0 2 T (the union of) the infinite cluster(s) has the same
density. We can define a second critical probability by pd

c := supfp
þþþ d1( p) = 0g. Clearly,

pc(t) � pd
c for all t 2 T . Note that d1( p) is also given by (8), with k = 1, for all t 2 T .

Let û ½ 0 be a continuous function with support in D such that
R
û(x) dx = 1. Denote

by fjCvj = 1gt the event that in t the cluster of v is infinite. Define

†̃(t°Ò p) :=
²

1fjCvj=1gt
(t°)û(v) if t has a vertex v in D

0 otherwise

†(tÒ p) :=
²
í( pÒ vÒ t)û(v) if t has a vertex v in D
0 otherwise.

We can now prove the following theorem.

THEOREM 4.1. pc(t) = pd
c for ñ-a.e. t 2 T

PROOF. Since
R
û(x) dx = 1, we have that

R
CL
†̃(Txt°Ò p) dx is equal to the number of

vertices v 2 Vt \CL that belong to an infinite cluster of ° (apart from a boundary term).
Hence, by Theorem 3.1

d1( p) =
Z
†̃(t°Ò p) dó(t°)

=
Z

T

�Z
Ωt

†̃(t°Ò p) dït
½

dñ(t)

=
Z

T
†(tÒ p) dñ(t)

Suppose that p Ú pd
c , i.e., d1( p) = 0. Then †(tÒ p) = 0 for ñ-a.e. t 2 T since †(tÒ p) ½ 0.

Hence í( pÒ tÒ v) = 0 for ñ-a.e. t 2 T . Since this argument works for any translate of D it
follows that í( pÒ tÒ v) = 0 for ñ-a.e. t 2 T . This means that p � pc(t) for ñ-a.e. t 2 T .
The theorem now follows from the fact that pc(t) � pd

c for all t 2 T .
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We expect that for Bernoulli percolation pc(t) = pd
c for all t 2 T , not just ñ-almost

all. This would follow if † would be continuous on T . We have not been able to prove
this.

An approach to proving that pc(t) = pd
c for all t 2 T would be to try to generalize

Menshikov’s theorem [17] (see also [9], Section 3.2) on the exponential tail decay of the
radius of an open cluster. If one could prove that for every t 2 T there exists a function
†( p) Ù 0 such that for all p Ú pc(t) and all v 2 Vt the probability that there is an open
path from v to the complement of a ball of radius r about v is bounded by e�r†( p) for all
r Ù 0, then it would follow that pc(t) = pd

c for all t 2 T .
Note that the proof of Theorem 4.1 generalizes to any percolation process that (1) con-

nects any two vertices with positive probability, (2) satisfies the FKG inequality and
(3) gives rise to an ergodic measure on Σ. In this more general statement the ‘for ñ-a.e
t 2 T ’ probably cannot be improved.

A third way to introduce a critical probability is through ü( pÒ vÒ t) := Eït (jCt
vj),

the expected size of the occupied cluster of v. The FKG-inequality implies (see [15],
Section 4.1) that if ü( pÒ vÒ t) = 1 for one v 2 Vt then ü( pÒ uÒ t) = 1 for all u 2 Vt.
Then püc (t) := supf p

þþþ ü( pÒ vÒ t) Ú 1g is a critical probability. The generalization of
Menshikov’s result would show that püc (t) = pc(t) for all t 2 T .

5. Uniqueness of the infinite cluster. This section shows that for Bernoulli perco-
lation on Penrose tilings the number of infinite clusters is either 0 ó-almost surely or
1 ó-almost surely. The proof is a generalization of the Burton-Keane argument [5]. It
therefore applies to a large class of percolation processes that satisfy the ‘finite energy’
condition defined as follows.

First consider one t 2 T and a probability measure ö on Ωt. Given a finite K ² Vt

and a configuration û 2 f0Ò 1gK define °̃ 2 Ωt for ° 2 Ωt by

°̃v :=
(
°v if v 62 K
ûv if v 2 K.

For any event E ² Ωt define the event Ẽ ² Ωt by f°̃
þþþ ° 2 Eg. We say that the measure

ö has finite energy if ö(E) Ù 0 implies ö(Ẽ) Ù 0 for all events E ² Ωt, all finite K ² Vt

and all û 2 f0Ò 1gK. It is clear that ït has finite energy for 0 Ú p Ú 1.
Now consider a probability measure ö on Σ. Let Λ ² R2 be bounded. Then for every

t 2 T the patch defined by Λ in t is a copy of one of finitely many patterns P1Ò    ÒPl.
Let Vi denote the set of vertices of Pi and choose ûi 2 f0Ò 1gVi

. For every t° 2 Σ, the
Λ-patch of t is a copy of one of the Pi; define t°̃ 2 Σ by setting °̃v = °v if v 62 Vi and
°̃v = ûi

v if v 2 Vi. Also, for events E ² Σ define the event Ẽ ² Σ as ft°̃
þþþ t° 2 Eg.

We say that ö has finite energy if ö(E) Ù 0 implies ö(Ẽ) Ù 0 for all events E ² Σ,
all bounded Λ ² R2 and all ûi 2 f0Ò 1gVi

. The measure ó constructed in Section 3
describing Bernoulli percolation has finite energy for 0 Ú p Ú 1.

THEOREM 5.1. If ó is an ergodic probability measure on Σ having finite energy, then
the number of infinite clusters is either 0 for ó-a.e. t° or 1 for ó-a.e. t°.
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PROOF. Ergodicity and finite energy imply that the number of infinite clusters is ó-a.s.
0, 1 or 1. This was shown by Newman and Schulman [18] for percolation on Zd and
their argument is easily generalized. We present the generalization for the convenience of
the reader. The argument by Burton and Keane [5] to exclude 1 can also be generalized
to Penrose tilings, and that will prove the theorem.

Let An := ft°
þþþ the number of infinite clusters in t° is ng. Each An is invariant. Hence,

by ergodicity, ó(An) is either 0 or 1. The An are disjunct, so there is one N such that
ó(AN) = 1 and ó(An) = 0 for n 6= N. Suppose that 1 Ú N Ú 1. Let WL := ft°

þþþ t°

contains N infinite clusters each of which has non-empty intersection with CLg. Then
ó(WL) ! ó(AN) as L !1. So there is an L such that ó(WL) Ù 0. If W̃L is obtained from
WL by occupying all vertices inside CL then ó(W̃L) Ù 0 by finite energy. But all t° in W̃L

have one infinite cluster, contradicting that ó(A1) = 0. The assumption that 1 Ú N Ú 1

leads to a contradiction, so we must have N = 0Ò 1 or 1.
Assume that N = 1. A vertex v 2 Vt is called an encounter point for t° if
1. v belongs to an infinite cluster C of t°, and
2. the set Cnfvg has no finite component and exactly 3 infinite components.

Let AL := ft°
þþþ at least 3 infinite clusters in t° intersect CLg. Since N = 1, there is an L

such that ó(AL) Ù 0. Let P1Ò    ÒPl be the patterns that the CL-patches give rise to. In at
least one Pi there are vertices v1Ò v2Ò v3, contained in CL but connected by an edge to a
vertex outside CL, such that the event

BL := ft°
þþþ the CL-patch of t is a copy of Pi and ° contains at

least 3 infinite clusters, three of which enter CL at v1Ò v2 and v3g

has positive probability, ó(BL) Ù 0. One can now modify ° inside CL in such a way
that the three infinite clusters entering at v1, v2, v3 become joined at an encounter point;
denote the resulting event by B̃L. By finite energy, ó(B̃L) Ù 0.

Let D ² R2 be measurable. Let E := ft°
þþþ t has a vertex v in D and v is encounter point

for t°g. Since ó(B̃L) Ù 0, we have ó(E) Ù 2è for some è Ù 0. By (4) in Theorem 3.1
there is for ó-a.e. t° a K0, depending on t°, such that for all K Ù K0 the set CK contains at
least èK2 encounter points. But, for every t°, by exactly the same argument as in [5], the
number of encounter points in CK is bounded by a constant times K. Thus the assumption
that N = 1 leads to a contradiction.

For Bernoulli percolation on Penrose tilings this has the following consequences.

COROLLARY 5.1. If 0 Ú p Ú 1 then for ñ-a.e. t 2 T the number of infinite clusters is
0 ït-a.s. or 1 ït-a.s.

COROLLARY 5.2. For ñ-a.e. t 2 T and all v 2 Vt the percolation probability í( pÒ v)
is continuous for p 2

�
pc(t)Ò 1

i
(cf. [1]).

Note that for Bernoulli percolation Theorem 5.1 implies Theorem 4.1. The proof of
Theorem 4.1 is simpler, and applies to FKG measures that do not have finite energy (e.g.,
measures where on some v 2 Vt, depending on ER(v), ï(°v = 1) = 1).
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6. Generalization. The foregoing results depend on properties of Penrose tilings
that are shared by many other tilings, in arbitrary dimension, and the results immediately
generalize to these other tilings. Two properties are needed. First, the tilings should be
locally finite in the sense that the number of different patterns up to a given diameter
is finite. And, second, each pattern P should occur with a frequency nP Ù 0 that exists
uniformly in the position of the cube CL ² Rd (cf. (1)).

Tilings of Rd that have these properties are ‘self-similar tilings’ [16] and tilings
‘generated by the projection method’ (see e.g. [14]). Penrose tilings belong to both
classes. The uniform existence of frequencies for self-similar tilings is proved in [16]
(see also [8, 25]) and in [12] for tilings generated by the projection method.

Note that the fact that the Penrose dynamical system is uniquely ergodic and minimal
has played no role in our proofs, except for statement (ii) in Theorem 3.1. Mere ergodicity
(i.e., existence of the limit in (1) for a = 0, without requiring it to be strictly positive)
would suffice. But of course one cannot expect that pc(t) is independent of t (instead of
a.s. constant) for Bernoulli percolation if the tiling dynamical system is only ergodic, and
not minimal and uniquely ergodic. The local finiteness condition could also be relaxed.

Finally, note that these results apply to percolation on ‘ergodic subgraphs’ of Zd,
by which we mean the following. Let A ² f0Ò 1gZ

d
be an ergodic subshift (a closed

invariant subset of f0Ò 1gZ
d

that carries an ergodic probability measure). Each a 2 A
defines a graph G with set of vertices Va = fx 2 Zd

þþþ ax = 1g and set of edges

E = f(xÒ y) 2 E
þþþ ax = ay = 1g, where E is the set of all nearest-neighbor pairs in Zd.

For the argument in (7) we have to assume that G is connected; for the Burton-Keane
argument that there is an upper bound on the size of 0-clusters in a. Of course, for these
ergodic subgraphs one takes translations in Zd instead of in Rd.
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23. S. Sakamoto, F. Yonezawa, K. Aoki, S. Nosé, and M. Hori, Percolation in two-dimensional quasicrystals

by Monte Carlo simulations. J. Phys. A 22(1989), L705–L709.
24. D. Shechtman, I. Blech, D. Gratias, and J.W. Cahn, Metallic phase with long-range orientational order

and no translational symmetry. Phys. Rev. Lett. 53(1984), 1951–1953.
25. B. Solomyak, Dynamics of self-similar tilings. Ergodic Theory Dynamical Systems, to appear.
26. P. Walters, An Introduction to Ergodic Theory. Springer Verlag, 1982.
27. F. Yonezawa et al., Percolation in Penrose tiling and its dual—in comparison with analysis for Kagomé,
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